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Color-Dependent Prediction Stability of
Popular CNN Image Classification Architectures

Question: do you think this image represents
something different than the images to its right?

If you answered “no”, you 
disagree with AlexNet, which 
provided the shown labels!
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Code and extra plots available at https://gitlab.com/eavise/lme/nncolorstabilityanalysis-paper!

Turns out that when you show 
color-modified versions of 
images...

...to popular CNN models...

...they often alter their
predictions!

How often does the model predict the same label as for theoriginal image, regardless of whether that label was correct?

Same base architecture
trained using
different data

-Behavior seems independent of training data.
-Behavior is inherited through transfer learning.
-Larger architectures appear less sensitive.
-Effect is more pronounced for images for
 which the model originally made a wrong prediction.
-Different label is more than just “flipping second
 and first place”

(And yes, additional pre-processing during training alleviates the problem...)
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