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Goal

Create a generic wrapper 

approach for time series 

anomaly detection to leverage 

the temporal context of the 

system, thereby enhancing the 

anomaly detection capabilities. 

Motivation

The automatic detection of 

anomalies is critical in many 

applications because anomalies 

have many severe consequences:

These applications contain 

numerous temporal contexts, i.e., 

time intervals or segments that 

share a similar meaning in the 

application domain:

However, “normality” largely 

depends on the context [1]. A 

sequence may be anomalous in 

one context but like the normal 

subsequences of some other other 

context [2].

Approach

Extract the temporal context of a time series through state-of-the-art 

semantic segmentation algorithms [3, 4].

Detect anomalies within each temporal context

Results

Key take-aways

By injecting the temporal 

context in existing anomaly 

detection methods – in the form 

of semantic segmentation – we 

significantly improve anomaly 

detection performance.
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Anomaly scores context 1 Anomaly scores context 2

Context-aware anomaly score through concatenation

#wins #losses #ties

IForest 241 107 2

LOF 174 143 33

STOMP 161 143 46
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