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Abstract

We introduce BusinessBERT, a new industry-sensitive language model for business applications.

The key novelty of our model lies in incorporating industry information to enhance decision-making

in business-related natural language processing (NLP) tasks. BusinessBERT extends the Bidirec-

tional Encoder Representations from Transformers (BERT) architecture by embedding industry

information during pretraining through two innovative approaches that enable BusinessBert to

capture industry-specific terminology: (1) BusinessBERT is trained on business communication

corpora totaling 2.23 billion tokens consisting of company website content, MD&A statements and

scientific papers in the business domain; (2) we employ industry classification as an additional pre-

training objective. Our results suggest that BusinessBERT improves data-driven decision-making

by providing superior performance on business-related NLP tasks. Our experiments cover 7 bench-

mark datasets that include text classification, named entity recognition, sentiment analysis, and

question-answering tasks. Additionally, this paper reduces the complexity of using BusinessBERT

for other NLP applications by making it freely available as a pretrained language model to the

business community. The model, its pretraining corpora and corresponding code snippets are

accessible via https://github.com/pnborchert/BusinessBERT.

Keywords: Analytics, Natural Language Processing, OR in business, Artificial Intelligence

1. Introduction

The availability and importance of textual data in analytical models that support business de-

cision making is increasing (Frankel et al., 2021). This is reflected in the growing number of studies
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in the business literature that highlight the added value of analyzing textual data, for example,

in applications such as financial risk prediction (Bao and Datta, 2014; Stevenson et al., 2021),

corporate innovation prediction (Bellstam et al., 2021) or news-based macroeconomic forecasting

(Feuerriegel and Gordon, 2019). In fact, this increased adoption of natural language processing

(NLP) can be observed in a variety of business disciplines, as shown inTable 1. Modern approaches

to analyzing textual data rely on transfer learning, which includes pretraining language models on

large amounts of textual data, which is hardly related to the downstream task. Therefore, the pre-

trained language model is further fine-tuned on task-specific data. Yet, a crucial challenge arises

when general-purpose language models are applied in a business context. The general-purpose

corpora used to train the language model mismatch the industry-specific vocabulary and termi-

nology used in downstream applications. In turn, this causes a decrease in contextual relevance

of the textual representations, which negatively impacts model performance. Hence, we propose

BusinessBERT, a language model trained on large-scale business communication corpora to create

industry-sensitive vector representations of textual data.

In an influential study, Devlin et al. (2019) proposed BERT - Bidirectional Encoder Repre-

sentations from Transformers - as a general-purpose language model. As a transformer encoder,

BERT creates contextualized vector representations of textual data. The model is pretrained on

general-purpose corpora such as English Wikipedia and BooksCorpus through predicting masked

words. This extensive pretraining process exposes the model to a variety of natural language. In

transfer learning, this information is leveraged to increase performance and reduce the amount of

labeled data required to fine-tune the model for specific downstream tasks.

Recent challenges for researchers and practitioners incorporating textual data in business ap-

plications include resource intensive training, limited access to task-specific text, and manual data

labeling. Furthermore, the application of dictionary approaches restricts the use of external infor-

mation and knowledge in addition to the task-specific text (Archak et al., 2011; Lee et al., 2018;

Zhang and Luo, 2022; Xu et al., 2022). As a business-specific language model, BusinessBERT

addresses these challenges and reduces the complexity of leveraging textual data in operational

research (OR) applications.

Several BERT extensions that display outstanding performance in various domains and down-

stream tasks have been developed (see, e.g., Beltagy et al. (2019), Lee et al. (2019) and Araci
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Table 1: Overview business-related NLP applications by discipline

Discipline Applications

Business Strategy negotiation communication analysis (Jeong et al., 2019), competitor

analysis (Pan et al., 2019; Liu et al., 2020), news-based network analysis

(Chen et al., 2021a), corporate diversification analysis (Choi et al., 2021)

Finance financial risk classification (Bao and Datta, 2014), news-based macroe-

conomic forecasting (Feuerriegel and Gordon, 2019), business failure pre-

diction (Stevenson et al., 2021; Wang et al., 2021a; Borchert et al., 2022),

risk perception prediction (Bhatia, 2019), loan default prediction (Netzer

et al., 2019), corporate risk analysis (Hsu et al., 2022), financial fore-

casting (Dı́az et al., 2023), merger prediction (Katsafados et al., 2024)

Innovation Management patent similarity analysis (Arts et al., 2018), corporate innovation pre-

diction (Bellstam et al., 2021), patent classification (Miric et al., 2022)

Marketing social media engagement prediction (Lee et al., 2018; Li and Xie,

2020), extracting marketing information from social media (Hartmann

et al., 2021), customer service perception analysis (Puranam et al.,

2021), learning engagement analysis (Narang et al., 2022), marketing

appeal generation (Hong and Hoban, 2022) customer complaint analysis

(Vairetti et al., 2024), customer experience (Aldunate et al., 2022)

Operations marketplace reputation analysis (Moreno and Terwiesch, 2014), social

media engagement prediction (Lee et al., 2018; Shin et al., 2020), hos-

pital readmission prediction (Baechle et al., 2020), health-related ques-

tion answering (Mousavi et al., 2020), service quality analysis (Xu et al.,

2021), employee review analysis (Symitsi et al., 2021), review helpful-

ness prediction (Liu et al., 2021)
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(2019); Yang et al. (2020)). However, existing language models are suboptimal for a variety of

business applications, due to a mismatch of pretraining on general-purpose language corpora and

industry-specific textual data in downstream applications.

Thus, we introduce BusinessBERT, a BERT-based language model trained on business commu-

nication corpora that innovates on the pretraining objectives with the goal of capturing industry

information in textual data. The key characteristics of BusinessBERT include training the model

on large-scale business communication corpora and using industry classification as a pretraining

objective to create industry-sensitive representations of textual data. First, we collected business-

relevant textual content from company websites, management discussion & analysis (MD&A) dis-

closures and scientific papers in the business domain as input to BusinessBERT. These corpora

contain 2.23 billion tokens for training BusinessBERT, are publicly accessible, and cover a wide

variety of business communication topics in different industries.

Second, we introduce industry classification (IC) as a pretraining objective to develop industry-

sensitive language representations for business-related NLP applications. This process involves

assigning an industry category based on standard industry codes (SICs) to each textual input

during pretraining. By including IC during pretraining, the textual data representations retain

industry information. The use of IC as a pretraining objective is inspired by recent studies finding

company-related textual content and terminology to differ in line with industry categories (Hoberg

and Phillips, 2016; Shi et al., 2016; Xu et al., 2020). We show that capturing information according

to different industry categories supports contextual understanding of business-related text and

therefore improves performance on downstream tasks. Figure 1 displays an example of the IC

objective performed by BusinessBERT during pretraining.

To demonstrate the performance of BusinessBERT, we investigate four NLP tasks that can be

considered the building blocks of a large majority of downstream NLP applications in the business

and OR literature (Bao and Datta, 2014; Frankel et al., 2021; Deng et al., 2018). NLP tasks include

text classification (Bao and Datta, 2014), named entity recognition (Geng et al., 2021), sentiment

analysis (Frankel et al., 2021; Deng et al., 2018) and question-answering (Chen et al., 2021b). A

mapping of selected NLP business applications in Table 1) to the four NLP tasks is provided in

Appendix A2.

We compare the performance of BusinessBERT compared to state-of-the-art language models
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[...] Industry and Business Environment As a leading provider of
wellhead process equipment, systems and services used in the
production of oil and gas, our revenues and results of operations
are closely tied to demand for oil and gas products and
spending by oil and gas companies for exploration and
development of oil and gas reserves. [...]

Manufacturing

[...]  Our Team Members are team oriented, outgoing,
dependable and take pride in providing excellent guest service.
Our goal is to delight every customer by serving hot and fresh
food in a clean and safe environment in a Fast and Friendly
manner. [...]

Retail Trade

Figure 1: Industry classification example

based on overlapping model architectures and target domains, namely BERT-Base (Devlin et al.,

2019) and FinBERT (Araci, 2019; Yang et al., 2020). In general, we find that BusinessBERT ben-

efits from industry-sensitive training using business communication corpora and industry classifi-

cation as an objective, demonstrating substantial performance improvements in three of the four

business-related NLP tasks, with average performance improvements between 1.00% and 6.39%

over BERT-Base, between 2.14% and 9.69% over FinBERT (Araci, 2019) and between 0.71% and

28.08% over FinBERT (Yang et al., 2020). Furthermore, our training approach requires signifi-

cantly less pretraining data than other benchmark models, ranging between -28% and -54%. We

validate the transferability of our findings to other language models, by fine-tuning RoBERTa (Liu

et al., 2019) and LLaMA 2 (Touvron et al., 2023) on our business communication corpora using

the IC objective. The results indicate that RoBERTa benefits from industry-sensitive fine-tuning

on specific datasets, while industry-sensitive fine-tuning improves LLaMA 2 performance for all

business-related NLP tasks.

BusinessBERT is freely available for researchers and practitioners and can be easily integrated

into downstream applications using the code snippets provided 1. Furthermore, the CompanyWeb

2 corpus, which consists of textual content extracted from more than 1.7 million web pages of more

than 390,000 companies is also available.

1The pretrained PyTorch checkpoint is available at https://huggingface.co/pborchert/BusinessBERT. The cor-

responding GitHub repository and code snippets are available at https://github.com/pnborchert/BusinessBERT.
2The dataset, including the SIC codes, is available at https://huggingface.co/datasets/pborchert/

CompanyWeb.
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2. BusinessBERT

We propose BusinessBERT as a pretrained language model for NLP applications in the busi-

ness domain. BusinessBERT is pretrained on business communication extracted from company

websites, management discussion and analysis (MD&A) statements and the business section of

the Semantic Scholar Open Research Corpus (S2ORC). By annotating the corpus with standard

industry classification (SIC) labels, BusinessBERT performs industry classification (IC), as well

as masked language modeling (MLM) and next sentence prediction (NSP) as pretraining objec-

tives. The training approach, including the corpora and pretraining objectives of BusinessBERT

is summarized in Figure 2.

BusinessBERT

CompanyWeb

MD&A
disclosures

S2ORC

SIC 2-digit

Encoder

MLMNSP IC

Figure 2: BusinessBERT training approach

2.1. BERT

Recent advances in NLP demonstrate the performance of self-supervised transformer models

(Devlin et al., 2019). Transformer models consist of a stacked encoder-decoder structure, with the

encoder creating fixed-length vector representations of the textual input and the decoder generating

text sequences with various lengths as output. The encoder and decoder both incorporate multi-

head attention, which enables the model to capture multiple long-term dependencies in sequences

(Vaswani et al., 2017).

Vaswani et al. (2017) utilize scaled dot product attention, which computes the weighted sum

of the values V defined by query Q for each corresponding key K. The term self-attention refers

to the case where the query, keys, and values originate from the same sequence.
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Attention(Q,K, V ) = softmax

(
QKT

√
dk

)
V (1)

Scaling the dot product by the square root of the key dimension dk prevents small gradients

from prematurely stopping weight updates during the training process.

Multi-head attention allows the model to capture multiple dependencies in one sequence by

concatenating the results of multiple attention transformations performed in parallel. Multi-head

attention is defined as follows:

MultiHead(Q,K, V ) = Concat(head1, . . . , headh)W
O (2)

where headi = Attention(QWQ
i ,KWK

i , V W V
i ) and the projections are parameter matrices

WQ
i ∈ Rd×dk , WK

i ∈ Rd×dk , W V
i ∈ Rd×dv and WO

i ∈ Rhdv×d with h attention heads and d

projection dimensions (Vaswani et al., 2017).

Before input of textual content into the model, the text is encoded using key-value pairs of (sub)

words and their categorical values (tokens). In addition to the token value, the positional informa-

tion of the token in the sequence is retained by positional encodings (Vaswani et al., 2017). The

tokens are projected onto d dimensional vectors by an embedding layer before they are processed

in the encoder-decoder blocks. An encoder (or decoder) block refers to architecturally identical

layers that can be stacked sequentially. Encoder blocks are composed of multi-head self-attention,

feedforward layers, and residual connections, followed by layer normalization. The encoder archi-

tecture is visualized in Figure 3. The decoder block extends the encoder block, employing an

additional multi-head attention layer over the output of the encoder blocks (Vaswani et al., 2017).

Devlin et al. (2019) developed BERT as a general-purpose language model based on the encoder

described by Vaswani et al. (2017). The BERT-Base model includes N = 12 encoder blocks and

h = 12 self-attention heads with d = 768 dimensional vector representations (hidden size). The

model is trained on English text originating from the English Wikipedia and BooksCorpus (3.1

billion tokens) using self-supervision. This resource-intensive pretraining phase reduces the amount

of time and labeled data needed to fine-tune BERT to perform specific tasks. Due to the encoder

architecture, the model creates contextualized vector representations of textual input data that can

be used in any downstream task, such as text classification or question-answering. BERT utilizes

a vocabulary of 30,000 subwords and WordPiece encodings to represent textual inputs as tokens.
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Multi-Head Attention

Add & Normalize

Feed Forward

Add & Normalize

Inputs

Encoder
Block

Encoder Block

Encoder Block

MLMNSP IC

Figure 3: Encoder architecture including the IC objective (Vaswani et al., 2017; Devlin et al., 2019).

Devlin et al. (2019) defined two tasks that are performed during self-supervised pretraining:

masked language modeling (MLM) and next sentence prediction (NSP). First, during MLM, 15%

of the provided input tokens are either randomly replaced with a “[MASK]”, a random token in

the text corpus, or are left unchanged. The masked tokens are predicted based on all nonmasked

tokens in the sequence, thereby exploiting bidirectional context. Moreover, the objective of the NSP

task is to improve the model’s performance in downstream NLP tasks, such as question-answering

(Devlin et al., 2019). To encourage BERT to incorporate contextual dependencies across sentences,

the inputs are processed in sentence pairs during pretraining. Furthermore, the “[CLS]” token is

appended to the inputs and subsequently used as the sentence embedding. The model performs

binary classification, predicting whether the input consists of subsequent sentence pairs. Thus,

sentences are randomly sampled with a 50% probability of being either subsequent sentences or

sentences from a different document within the corpus.
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2.2. Corpora & Vocabulary

The dataset used to train BusinessBERT includes three large-scale corpora that represent

popular sources of business communication (Lo et al., 2020; Ewens, 2019). We ensured that the

dataset contained high-quality textual data sources, by removing duplicates, as well as documents

with less than 150 tokens. Additionally, we ensure a minimum sequence length of 10 tokens. Table

2 summarizes the corpora used in the BusinessBERT pretraining process.

Table 2: Overview corpora

Corpus #Tokens

(in billion)

#Documents Avg. #tokens

per document

Size (in GB)1 Source

CompanyWeb 0.77 1,788,413 281.89 3.5 This study

MD&A 1.06 2,393,595 442.85 5.1 Ewens (2019)

S2ORC 0.40 1,723,517 232.08 1.9 Lo et al. (2020)

1 Size of the uncompressed text file in GB.

Company websites are inherently rich data sources that contain textual information directed

toward various company stakeholders including customers, suppliers, investors and employees

(Borchert et al., 2022). The textual content on a company website is a self-reported digital repre-

sentation of the company, that contains terminology regarding marketing, finance, customer rela-

tionships and industry specific terms. Recent business applications that incorporate textual web

page data include assessing the projected employer brand image (Theurer et al., 2022). We gather

textual content from more than two million web pages on 393,542 company websites. The list of

companies was compiled using the Orbis database of Bureau Van Dijk (Bureau van Dijk, 2021),

which we enriched with general company information such as standard industry classification (SIC)

labels. The dataset includes small, medium and large international enterprises including publicly

listed companies. We extracted all available textual information starting from the website home-

page between 2014 and 2021. To ensure the extraction of relevant information, our search included

all linked subsequent pages accessible from the homepage that contain the company domain name.

Additionally, we removed pop-ups and cookie banners during the extraction of website content.

We filtered the resulting textual data to include only English text using the FastText language

detection API (Joulin et al., 2016). Further preprocessing steps include the removal of duplicate

sites and pages with overlapping textual content. The preprocessed CompanyWeb corpus includes
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1,788,413 text documents containing 0.77 billion tokens.

Qualitative data included in periodic disclosures are regarded valuable sources of information

to evaluate management opinions and forecasts and complement quantitative data in business

analysis (Beyer et al., 2010; Bao and Datta, 2014; Feldman et al., 2010; Wang et al., 2021b;

Frankel et al., 2021). The MD&A section is part of the periodic disclosures to the Securities and

Exchange Commission (SEC) and is therefore available for publicly listed companies in the US. Due

to their wide availability and close relation to financial ratios, MD&A statements are commonly

used as textual data sources in financial applications (Purda and Skillicorn, 2015; Wang, 2021).

MD&A disclosures include textual content regarding a firms’ risk assessment, future goals and

competition analyses. The statement is written by management and must depict a balanced view

of the current and future position of the company. Moreover, these disclosures are directed directly

at analysts and investors (Li, 2010; Wang, 2021). We used the textual content of MD&A statements

published by 16,130 companies between 2002 and 2018 (Ewens, 2019). The dataset was enriched

with firmographic data, including SIC labels.

The Semantic Scholar Open Research Corpus (S2ORC) contains a wide range of scientific

research papers with medicine, biology and chemistry as the most prominent categories (Lo et al.,

2020). We selected 1.8 million abstracts and 94,000 full-text papers that indicated ”Business”

as the field of study. The corpus includes scientific papers written before May 2020. Academic

research papers do not serve as direct communication media for addressing company stakeholders

and, therefore, contain an external perspective on business communication while increasing further

language variety and introducing novel terminology. Beltagy et al. (2019) previously employed the

entire S2ORC as a valuable data source in the development of SciBERT.

Table 3: Lexical overlap between pretraining corpora (in %).

CompanyWeb MD&A S2ORC

CompanyWeb 100.00 45.57 45.93

MD&A 45.57 100.00 44.86

S2ORC 45.93 44.86 100.00

In Table 3, we assess the lexical diversity across the business communication corpora by examin-

ing the overlap between the 10,000 most frequent words in each of the three corpora (Gururangan
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et al., 2020). We observe lexical overlap ranging from 44.86% to 45.93%, indicating significant

lexical diversity among these corpora, despite their shared domain. In accordance with Lee et al.

(2019); Yang et al. (2020), we developed a domain-specific vocabulary based on the three business

communication corpora. We established the BusinessBERT vocabulary using WordPiece encodings

(Devlin et al., 2019) and the tensor2tensor library (Vaswani et al., 2018). Careful adjustments were

made to the vocabulary, excluding characters from non-English languages. This not only ensured

an efficient training process but also prevented the use of unknown tokens. As a result, the vocab-

ulary comprises 29,389 tokens. In line with (Devlin et al., 2019), we included 1,000 unused tokens

in the vocabulary to provide the possibility of incorporating specialized terminology.

2.3. Industry Classification

We introduce IC derived from two-digit SICs as a new pretraining objective for language models.

IC aims to establish a vocabulary for industry-specific terminology while composing the model’s

understanding of business communication. IC codes such as SIC are commonly used to compare

companies among corporate peers and control for differences between industry segments (Davis

et al., 2012; Koo et al., 2017; Nauhaus et al., 2021; Sun et al., 2021). Frankel et al. (2021) transferred

this concept to textual data by including fixed industry effects based on textual sentiment features

in their analysis. Hoberg and Phillips (2016) introduced a text-based industry classification model

that used business descriptions in 10-K filings. These studies provide strong evidence that the

differences between industries permeate textual information such as MD&A statements or corporate

website content.

In the following section, we describe the implementation of the new IC objective in the Busi-

nessBERT pretraining process. Given a text sequence x, we utilize the sequence representation

[CLS] to predict the corresponding industry code i ∈ I, with the probability of predicting industry

i denoted as:

p(i | x) =
exp

(
wi · h[CLS]

)∑
i′∈I exp

(
wi′ · h[CLS]

) , (3)

where h[CLS] is the hidden vector of [CLS] and wi denotes the pre-softmax vector corresponding

to i ∈ I. We consider the two-digit SICs for the categories displayed in Table 4, including an

additional category to represent the absence of industry classification data (“NA”). As a result,

the IC objective focuses on differentiating industry affiliation at the least granular aggregation

level. In line with Hoberg and Phillips (2016), we argue that with increasing SIC granularity,
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Table 4: Standard Industry Classification Codes

Code Industry

01-09 Agriculture, Forestry, Fishing

10-14 Mining

15-17 Construction

20-39 Manufacturing

40-49 Transportation, Communications,

Electric, Gas, Sanitary Services

50-51 Wholesale Trade

52-59 Retail Trade

60-67 Finance, Insurance, Real Estate

70-89 Services

90-99 Public Administration

company affiliations with individual categories become more ambiguous. Text documents in the

CompanyWeb and MD&A corpora were acquired from companies and are annotated with the

SIC labels of the respective firm. In instances where companies have multiple SIC codes, we

opt for the primary code to retain one target value for each input, resulting in a multi-class

classification task. Notably, approximately 33.81% of the companies within our sample incorporate

secondary SIC labels, with only 11.18% diverging from the primary industry. Therefore, redefining

the IC as a multi-class multi-label objective would introduce training inefficiencies due to additional

computational complexity. The distribution of SIC labels in the corpora, displayed in Figure 4,

corresponds to the SIC label distribution in financial databases, such as Orbis and Compustat (Liu

et al., 2020). Text documents in the S2ORC corpus do not correspond to specific industries and

are therefore not annotated with SIC codes. During pretraining we compute the total loss as the

sum of the individual MLM, NSP and IC loss terms for the CompanyWeb and MD&A corpora

while masking the IC loss term for the S2ORC corpus.

To validate the contribution of the IC loss to the total loss and therefore its relevance during

pretraining, we display the model performance of the three pretraining objectives on a randomly

sampled holdout set of corpora in Figure 5. We find the accuracy of IC and MLM to increase over

the training steps. With higher accuracy on the IC compared to the MLM objective, IC contributes
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Figure 4: SIC Distribution

significantly to the total loss during pretraining, while remaining below (almost) perfect prediction

accuracy. While the contribution to the loss during pretraining validates the relevance of the IC to

model convergence, it does not evaluate the performance of the model in downstream applications,

which is included in Section 4.

2.4. Architecture & Training

In line with Araci (2019) and Yang et al. (2020), we select the BERT-Base model architecture,

i.e., N = 12 encoder blocks and h = 12 self-attention heads with d = 768 dimensional vector

representations (hidden size) and a maximum input size of 512 tokens. BusinessBERT was trained

with a batch size of 128 for approximately 70 epochs using the Adam optimizer with a linearly

decaying learning rate of 5e-5 (Devlin et al., 2019). The model is trained for approximately 96

hours on v2-TPUs provided by Google’s TPU Research Cloud.

3. Empirical Evidence

3.1. Data

We evaluate the performance of BusinessBERT on four NLP tasks including text classification,

named entity recognition, sentiment analysis, and question-answering, which commonly serve as a
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Figure 5: Accuracy pretraining objectives

building block for popular business applications of NLP (see Table 1). The benchmark datasets,

all from the business domain, are openly accessible to facilitate reproducible results and straight-

forward transfer to proprietary data. In the following section, we describe the benchmarks used to

evaluate the performance of BusinessBERT. An overview of the benchmark datasets is provided in

Table 5.

In text classification tasks, a model presents text sequences as context and infers the corre-

sponding class. Various business-related NLP applications can be expressed as a text classification

task, including patent classification (Miric et al., 2022), financial distress prediction (Wang et al.,

2021b), social media engagement prediction (Shin et al., 2020) and hospital readmission prediction

(Baechle et al., 2020). The benchmark includes text classification applications for risk prediction

and news topic classification:

• Bao and Datta (2014) extracted textual information from the 1A section in the 10-K disclosures

of 122 companies and used this data to enhance risk classification. Text sequences are selected

to identify one of 27 types of financial risk. The authors reported the classification accuracy of

the Sent-LDA-VEM (82.55%) and CKNN (83.62%) models based on five-fold cross-validation

(Bao and Datta, 2014).

• The Reuters collection contains 21,578 news headlines and the corresponding topic labels (Hayes,

1992). We utilize this news dataset to evaluate model performance in distilling embedded topics

14



Table 5: Overview of datasets from the business domain per NLP task

NLP Task Name Textual data Avg. #

tokens

Target Source

Text classifi-

cation

Risk 1A section included in 10-

K disclosures

27.86 Risk type

{1, . . . , 27}
Bao and Datta (2014)

News News headlines 159.83 News topic

{1, . . . , 55}
Hayes (1992)

Named entity

recognition

SEC filings Financial agreements

(SEC filings)

37.23 Entity type

{LOC, ORG, PER, MISC}
Alvarado et al. (2015)

Sentiment

analysis

FiQA Microblog messages, news

statements and headlines

22.77 Sentiment score

[-1, 1]

Maia et al. (2018)

Financial

Phrasebank

Financial news articles 29.10 Sentiment type

{positive, neutral, negative}
Malo et al. (2014)

StockTweets Twitter messages 51.27 Sentiment type

{positive, neutral, negative}
Taborda et al. (2021)

Question an-

swering

FinQA Coporate earnings reports 146.61 Reasoning program

{w0, w1, . . . , wn}1
Chen et al. (2021b)

1 wi are program tokens that represent mathematical operations.
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from (short) text sequences. News headlines can be labeled with multiple topics; thus, this

problem is a multilabel classification task. We filter the dataset to include topics that appear at

least 20 times, retaining 55 distinct topics.

Named entity recognition tasks involve extracting the entity type corresponding to individual

tokens or words in text documents. It is commonly employed in automated document processing

and can be used to enhance relation extraction (Geng et al., 2021), news-based network analysis

(Chen et al., 2021a), part-of-speech tagging (Xu et al., 2021; Li and Xie, 2020) or document retrieval

systems (Li et al., 2021).

• The SEC filings dataset contains textual content extracted from financial agreements included in

corporate SEC filings annotated in the CoNLL-2003 format (Alvarado et al., 2015). The dataset

includes location (LOC), organization (ORG), person (PER) and miscellaneous (MISC) entities

annotated in the text documents.

Sentiment analysis is commonly used to quantify textual data by extracting opinions or tones

embedded in written text (Wang et al., 2021b; Deng et al., 2018), i.e. Wang et al. (2021b) extracted

sentiment information from annual reports to enhance the performance of default prediction and

financial distress prediction models and Puranam et al. (2021) utilized BERT to analyze consumer

sentiment in online reviews. Business-related NLP applications leverage sentiment information to

enrich downstream applications with textual features and enhance predictive performance, however,

sentiment analysis is not used as a downstream application itself. Sentiment analysis tasks can

be expressed as classification or regression problems by defining prediction targets according to

sentiment categories or continuous sentiment scores.

• The first part of the FiQA dataset includes finance-related microblog messages, news statements

or headlines labeled with continuous sentiment scores from “negative” (-1) to “positive” (1). We

do not utilize the aspect annotation included in the dataset to ensure that the sentiment analysis

tasks can be compared across datasets.

• The Financial PhraseBank introduced by (Malo et al., 2014) contains text sequences from finan-

cial news articles annotated with the sentiment categories “positive”, “neutral”, and “negative”.

In our evaluation, we select 2264 samples with 100 percent agreement between annotators.
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• StockTweets contains 1,300 tweets published in 2020 using tags such as “#SPX500” and “#stocks”.

The text is annotated with a categorical sentiment label as “positive”, “neutral” or “negative”

(Taborda et al., 2021).

Question answering involves expressing the tasks as natural language questions that are used as

textual input to the model. Depending on the task, the answer can include, i.e. text classification,

sentiment analysis or the generation of text sequences. With the flexibility provided by formulating

tasks in question-answer format, various business-related NLP applications including all aforemen-

tioned tasks can be expressed using question answering. Recent applications of question-answering

in business literature include information extraction and retrieval (Mousavi et al., 2020; Chen et al.,

2021b) and generative tasks (Chen et al., 2021b), where the question and the additional textual

context are provided as input to the model.

• The FinQA dataset includes earnings reports of S&P 500 companies between 1999 to 2019 and

contains textual context in the form of documents and tables (Chen et al., 2021b). Questions

and reasoning programs that contain the mathematical derivations required to obtain the correct

answer are provided as inputs for the model. The generated answers are evaluated according

to the solution and numerical reasoning using mathematical operators (i.e. add, divide). We

follow the retriever-generator architecture proposed by Chen et al. (2021b), using BERT-Base

to retrieve the most relevant documents for each question. This process ensures that the data

available for subsequent answer generation are equivalent for all benchmark models. The gener-

ator consists of the benchmarked transformer (encoder) and a long short-term memory (LSTM)

network (decoder) (Chen et al., 2021b).

In line with the analysis in Section 2.2, we evaluate the lexical diversity among benchmark

datasets by comparing the overlap between their most frequent words (Gururangan et al., 2020).

As shown in Table 6, the FinQA and News datasets display the largest lexical overlap at 35.05%.

Conversely, the overlap among all other datasets remains below 30%. In summary, the benchmark

datasets provide a lexically diverse benchmark for business-related NLP tasks.

3.2. Model

We evaluate BusinessBERT according to two benchmark models, namely BERT-Base (Devlin

et al., 2019) and FinBERT (Araci, 2019; Yang et al., 2020), based on their similar model architecture
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Table 6: Lexical overlap between benchmark datasets (in %).

Risk News SEC filings FiQA Fin. Phrasebank StockTweets FinQA

Risk 100.00 19.77 27.06 13.37 18.89 11.63 22.35

News 19.77 100.00 18.58 15.67 24.84 17.05 35.05

SEC filings 27.06 18.58 100.00 11.95 17.45 10.45 20.70

FiQA 13.37 15.67 11.95 100.00 15.79 18.32 13.04

Fin. Phrasebank 18.89 24.84 17.45 15.79 100.00 14.85 22.63

StockTweets 11.63 17.05 10.45 18.32 14.85 100.00 14.90

FinQA 22.35 35.05 20.70 13.04 22.63 14.90 100.00

and target domains. We provide an overview of the benchmark models, including their respective

input corpora and pretraining objectives in Table 7.

Table 7: Overview models

Model Architecture #Parameters

(in million)

Corpora #Token

(in billion)

Training objectives

BERT-Base BERT-Base 110 BooksCorpus

English Wikipedia

3.10 MLM, NSP

FinBERT (Araci, 2019) BERT-Base 110 BooksCorpus

English Wikipedia

TRC2

3.13 MLM, NSP

FinBERT (Yang et al., 2020) BERT-Base 110 Corporate Reports

Earnings Call Transcripts

Analyst Reports

4.90 MLM, NSP

BusinessBERT BERT-Base 110 CompanyWeb

MD&A Disclosures

S2ORC

2.23 MLM, NSP, IC

The set of hyperparameters used to fine-tune the models is described in Table 8 (Devlin

et al., 2019). The reported model performance is based on 10-fold cross-validation. The AdamW

optimizer was used to fine-tune the models (Loshchilov and Hutter, 2019). The outputs were

obtained from a single output layer subsequent to the transformer model. In line with the model

suggested by Chen et al. (2021b), we employ an LSTM decoder for the FinQA dataset. To facilitate
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ease of implementation and reproduceability of our results, the models are fine-tuned using the

transformers library (Wolf et al., 2020) with code snippets available through our GitHub repository.

The experiments are conducted on a NVIDIA RTX 4000 GPU.

Table 8: Fine-tuning hyperparameters

Hyperparameter Value

Learning Rate {1e-5, 2e-5, 3e-5, 4e-5, 5e-5}

Batch Size {16, 32}

Max. Epochs 20

Warmup Proportion 0.1

Learning Rate Decay Linear

Regularization {None, Early Stopping}

4. Results

Compared to BERT-Base and FinBERT, BusinessBERT shows substantially better perfor-

mance in the text classification, named entity recognition and question-answering tasks. We present

the results aggregated by downstream task in Tables 9,10,11 and 12. The tables include the per-

formance values averaged over ten cross-validation folds with the respective standard deviation

values.

4.1. Text Classification

For the risk and news classification datasets, BusinessBERT outperforms the other benchmark

models with an average performance improvement of 3.90% over BERT-Base. BERT-Base and

FinBERT (Araci, 2019) show the worst performance among the benchmark models. With the

exception of FinBERT (Araci, 2019), all benchmarked models outperform the CKNN baseline

(83.62% accuracy (Bao and Datta, 2014)) in the risk dataset. The domain-specific FinBERT

(Yang et al., 2020) shows significantly better performance in comparison with BERT-Base.

4.2. Named Entity Recognition

Based on the results in Table 10 BusinessBERT outperforms all benchmark models in the

named entity recognition task, showing a 1.24% performance improvement over BERT-Base. More-
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Table 9: Results: Text classification

Risk News

F1 Acc F1 Acc

BERT-Base 82.89 ±0.01 84.58 ±0.02 71.41 ±0.02 65.12 ±0.02

FinBERT (Araci, 2019) 81.35 ±0.02 83.28 ±0.02 68.81 ±0.04 63.95 ±0.03

FinBERT (Yang et al., 2020) 85.63 ±0.02 86.64 ±0.02 73.91 ±0.04 67.35 ±0.03

BusinessBERT 85.89 ±0.02 87.02 ±0.02 75.06 ±0.01 67.71 ±0.01

over, both FinBERT models specifically trained for the financial domain perform worse than or

the same as the general-purpose BERT-Base model.

Table 10: Results: Named entity recognition

SEC filings

F1 Precision Recall

BERT-Base 79.03 ±0.01 79.80 ±0.01 78.87 ±0.03

FinBERT (Araci, 2019) 78.15 ±0.08 74.93 ±0.01 79.88 ±0.03

FinBERT (Yang et al., 2020) 78.25 ±0.02 75.64 ±0.04 81.93 ±0.02

BusinessBERT 79.82 ±0.03 77.45 ±0.03 83.38 ±0.01

4.3. Sentiment Analysis

BusinessBERT underperforms on the sentiment classification datasets (Financial Phrasebank,

StockTweets) and in predicting continuous sentiment scores (FiQA). The results indicate a lack of

polarity and opinions in BusinessBERT pretraining corpora. FinBERT (Araci, 2019) and BERT-

Base display the most competitive performance among the sentiment analysis benchmark models.

On average, BusinessBERT performs 5.79% worse than BERT-Base on sentiment analysis tasks.

4.4. Question Answering

In contrast to the other downstream tasks, the generation of reasoning programs and the cal-

culation of financial ratios in question-answering are dissimilar; thus, this problem requires the

encoder representations to adapt to new tasks. The results in Table 12 summarize the perfor-

mance of the question-answering benchmark models. BusinessBERT shows superior performance

in predicting the correct answer (Exe Acc) and the correct mathematical derivation (Prog Acc)
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Table 11: Results: Sentiment analysis

FiQA Financial Phrasebank StockTweets

MSE MAE F1 Acc F1 Acc

BERT-Base 0.0655 ±0.02 0.183 ±0.02 96.16 ±0.01 96.16 ±0.01 72.33 ±0.04 72.46 ±0.04

FinBERT (Araci, 2019) 0.0635 ±0.01 0.176 ±0.01 96.91 ±0.01 96.91 ±0.01 71.53 ±0.04 71.62 ±0.04

FinBERT (Yang et al., 2020) 0.0621 ±0.01 0.183 ±0.02 96.26 ±0.01 96.25 ±0.01 69.01 ±0.04 69.23 ±0.04

BusinessBERT 0.0758 ±0.02 0.202 ±0.02 96.08 ±0.01 96.07 ±0.01 69.14 ±0.06 69.54 ±0.05

in comparison with BERT-Base and the FinBERT models. On average, BusinessBERT performs

6.39% better than BERT-Base on question-answering tasks. Compared to BERT-Base, the pre-

training approaches of both FinBERT models reduce the performance on the FinQA dataset.

Table 12: Results: Question answering

FinQA

Exe Acc Prog Acc

BERT-Base 56.06 ±0.01 54.14 ±0.01

FinBERT (Araci, 2019) 54.58 ±0.01 52.31 ±0.01

FinBERT (Yang et al., 2020) 46.64 ±0.01 44.90 ±0.01

BusinessBERT 60.07 ±0.01 57.19 ±0.01

5. Discussion of Findings

5.1. Corpora

We evaluate the performance of the business communication corpora individually by training

a language model for each corpus. To investigate the contribution of the CompanyWeb corpus

to the performance of BusinessBERT, we include a model variant trained only on the MD&A

and S2ORC corpora. We follow the training procedure described in Section 2 and display the

evaluation results in Table 13.
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Table 13: Ablation Studies: Corpora

Risk News SEC filings FiQA Fin. Phrasebank StockTweets FinQA

F1 Acc F1 Acc F1 Precision Recall MSE MAE F1 Acc F1 Acc Exe Acc Prog Acc

CompanyWeb 71.99 73.83 67.06 61.40 76.48 86.81 70.18 0.1356 0.291 84.32 84.67 48.22 49.62 47.25 46.03

MD&A 84.46 85.51 71.47 64.64 76.62 72.80 81.35 0.0830 0.216 95.63 95.63 67.86 67.92 54.49 52.83

S2ORC 82.64 83.93 72.45 65.14 78.53 77.73 80.25 0.0823 0.214 95.12 95.52 68.85 68.85 55.10 52.58

MD&A + S2ORC 82.04 83.38 75.45 67.31 68.01 70.80 69.09 0.0881 0.224 96.04 96.07 69.80 69.85 56.15 54.58

Table 14: Ablation Studies: IC

Risk News SEC filings FiQA Fin. Phrasebank StockTweets FinQA

F1 Acc F1 Acc F1 Precision Recall MSE MAE F1 Acc F1 Acc Exe Acc Prog Acc

BusinessBERT -IC 84.54 85.50 77.27 69.23 76.44 72.11 82.26 0.0771 0.201 96.16 96.16 69.36 69.46 57.80 56.41

BusinessBERT 85.89↑ 87.02↑ 75.06↓ 67.71↓ 79.82↑ 77.45↑ 83.38↑ 0.0758↓ 0.202↑ 96.08↓ 96.07↓ 69.14↓ 69.54↑ 60.07↑ 57.19↑

Table 15: Ablation Studies: Industry-Sensitive Fine-Tuning

Risk News SEC filings FiQA Fin. Phrasebank StockTweets FinQA

F1 Acc F1 Acc F1 Precision Recall MSE MAE F1 Acc F1 Acc Exe Acc Prog Acc

BERT-Base 82.89 84.58 71.41 65.12 79.03 79.80 78.87 0.0655 0.183 96.16 96.16 72.33 72.46 56.06 54.14

FT BERT-Base 83.39↑ 84.85↑ 71.62↑ 65.46↑ 78.00↓ 78.86↓ 77.88↓ 0.070↑ 0.191↑ 95.19↓ 95.14↓ 73.92↑ 73.62↑ 57.45↑ 55.54↑

RoBERTa-Base 84.97 85.35 74.97 68.42 79.59 80.31 79.29 0.0581 0.1675 97.81 97.79 79.42 78.72 56.10 48.00

FT RoBERTa-Base 85.74↑ 87.30↑ 75.33↑ 63.43↓ 79.32↓ 78.71↓ 80.46↑ 0.0573↓ 0.1644↓ 97.76↓ 97.74↓ 77.82↓ 77.65↓ 49.96↓ 48.65↑

LlaMA 2 7B 77.88 80.16 31.77 41.47 63.88 72.72 56.62 0.4101 0.4911 76.14 77.17 48.33 48.12 46.56 44.46

FT LlaMA 2 7B 79.22↑ 81.64↑ 41.08↑ 47.14↑ 65.37↑ 73.36↑ 58.55↑ 0.3935↓ 0.4646↓ 78.83↑ 79.47↑ 49.72↑ 49.41↑ 48.56↑ 46.73↑
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We find that the models trained on the MD&A and S2ORC corpora, including the MD&A +

S2ORC variant, outperform the model trained in the CompanyWeb corpus on all business NLP

tasks. The performance gap is particularly evident for sentiment analysis benchmark models.

Moreover, we do not observe remarkable performance differences between the MD&A and S2ORC

models. Conversely, the model trained on both the MD&A and S2ORC corpora shows improved

performance on the news, SEC filings, and FinQA benchmark datasets; however, this model per-

forms similarly or worse than models trained on the individual MD&A and S2ORC corpora for

other benchmark tasks.

5.2. Industry Classification

We evaluate the contribution of the IC pretraining objective to business NLP tasks by training

a model variant using only the MLM and NSP objectives (BusinessBERT -IC). The results in

Table 14 show that the IC pretraining objective improves the downstream performance for the

question-answering and named entity recognition tasks. The text classification results are unclear;

BusinessBERT with the IC pretraining objective shows better performance on risk classification

tasks, but underperforms on classifying news topics. For the sentiment analysis tasks, we observe

mixed results for the FiQA and StockTweets datasets, while BusinessBERT -IC shows superior

performance on the Financial Phrasebank dataset.

5.3. Industry-Sensitive Fine-Tuning

We explore the applicability of BusinessBERT’s industry-sensitive pretraining approach to fine-

tuning existing pretrained language models. Utilizing our business communication corpora and IC

objective, we fine-tune BERT-Base (Devlin et al., 2019), RoBERTa-Base (Liu et al., 2019), and

LLaMA 2 7B (Touvron et al., 2023) for a single epoch (Gururangan et al., 2020) 3. Additional

implementation details on the industry-sensitive fine-tuning are provided in Appendix C. The

analysis results are presented in Table 15, where arrows indicate performance improvements and

declines compared to the respective base model. For BERT-Base, the results in Table 15 demon-

strate that industry-sensitive fine-tuning yields performance benefits across similar business-related

NLP tasks, although these benefits are less pronounced compared to full pretraining. Concerning

3The fine-tuned PyTorch checkpoints are available at https://huggingface.co/pborchert/bert-ic, https://

huggingface.co/pborchert/roberta-ic, and https://huggingface.co/pborchert/llama-ic-adapter.
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the RoBERTa model, industry-sensitive fine-tuning exhibits performance benefits solely on the

Risk and FiQA datasets, with unclear results for the News and FinQA datasets. Conversely, for

other benchmarks, model performance experiences a decline with the additional fine-tuning steps.

In contrast, for the decoder-based LLaMA 2 7B model, industry-sensitive fine-tuning consistently

enhances model performance across all business-related NLP tasks.

5.4. Vocabulary

To assess the efficiency of the BusinessBERT vocabulary, we encode business-related text using

three vocabularies: BERT-Base (same as FinBERT (Araci, 2019)), FinBERT (Yang et al., 2020),

and BusinessBERT. We conducted a comparative analysis of the token count required for text

encoding in relation to BERT-Base, as illustrated in Figure 6. The results reveal that Business-

BERT and FinBERT (Yang et al., 2020) require fewer tokens to encode business-related text when

compared to BERT-Base. Specifically, the vocabulary efficiency increased by 3.18% and 2.22%

on average, respectively. These more efficient encodings of business-related text enable Business-

BERT to accommodate a greater amount of textual content within the maximum limit of 512 input

tokens.
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Figure 6: Vocabulary efficiency comparison. The Figure visualizes the ratio of token required to encode the benchmark

datasets using the different vocabularies of the benchmark models. The ratios are computed with respect to the

BERT-Base vocabulary, which serves as a baseline (0%).
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6. Conclusion

In this paper, we improve the performance of language models for business-related NLP ap-

plications by introducing BusinessBERT, a new industry-sensitive language model. We start by

calling attention to the added value of analyzing textual data for business and operations practice

(see Table 1) and the challenges when textual data is analyzed through general-purpose language

models. We design BusinessBERT to overcome these challenges by making two industry-sensitive

adjustments to the BERT architecture (Devlin et al., 2019): (1) BusinessBERT is trained on

business communication corpora consisting of company website content, MD&A statements and

S2ORC papers in the business domain and (2) we include industry classification as a pretraining

objective that enables BusinessBERT to capture industry-specific terminology. We contribute to

OR practice in following ways:

(1) Improved data-driven decision-making. We demonstrate that BusinessBERT has superior

performance leading to more informed decisions by decision makers. Our experiments show that

BusinessBERT produces more accurate results than its benchmarks on text classification, named

entity recognition and question-answering tasks. BusinessBERT shows average performance im-

provements between 1.24% and 6.39% over BERT-Base, between 2.14% and 9.69% over FinBERT

(Araci, 2019) and between 0.71% and 28.08% over FinBERT (Yang et al., 2020). Furthermore,

we demonstrate the transferability of our industry-sensitive language modeling approach to fine-

tuning transformer encoders like BERT and RoBERTa, as well as decoder language models like

LLaMA 2. Our results suggest that encoder models benefit from industry-sensitive fine-tuning on

specific datasets, while industry-sensitive fine-tuning enhances LLaMA 2 performance across all

business-related NLP tasks, resulting in an average performance improvement of 5.61%.

(2) Reduced complexity. Training language models is a time-consuming, computationally inten-

sive and costly process for which organizations need to heavily invest in a specialized computing

infrastructure, labeled training data and human expertise. This paper reduces this complexity

by making BusinessBERT available to the OR community as a pretrained language model. Pre-

trained language models are off-the-shelf language models that are readily available to down-

load and utilize. We make BusinessBERT freely available as a pretrained language model in-

cluding its pretraining corpora and our benchmark datasets to replicate our results (https:

//github.com/pnborchert/BusinessBERT). BusinessBERT can be seamlessly implemented or
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integrated into existing organizational (NLP) pipelines to achieve high performance quickly with-

out too many fine-tuning efforts on new downstream tasks. This allows organizations to offload

the high burden of heavy investments.

This paper inspires various paths for future research. Although we find that extending masked

language modeling and next sentence prediction pretraining objectives with an industry classi-

fication objective improves downstream performance on business-related NLP tasks, we suggest

that incorporating industry classification with other supervised, unsupervised or self-supervised

objectives in multitask models as discussed by Raffel et al. (2020) is an interesting direction for

future research. Despite great performance of BusinessBERT on text classification, named entity

recognition and question-answering tasks, a limitation of BusinessBERT is displayed in its perfor-

mance on sentiment analysis tasks. A possible explanation is the lack of polarized opinions in the

pretraining corpora which requires further research.

By extending the BusinessBERT corpora with for instance analyst reports with corresponding

industry segment labels, we can investigate the scalability of BusinessBERT’s industry-sensitive

pretraining approach. Additionally, future research opportunities extend to exploring industry-

sensitive training approaches for a broader array of model architectures. Despite validating the

transferability of our industry-sensitive training approach for fine-tuning transformer encoder and

decoder models, it is crucial to acknowledge that these architectures are continually evolving,

requiring ongoing development.
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Dı́az, S.B., Coussement, K., Caigny, A.D., Pérez, L.F., Creemers, S., 2023. Do the us president’s tweets better

predict oil prices? an empirical examination using long short-term memory networks. International Journal of

Production Research 0, 1–18.

Ewens, M., 2019. MD&A statements from public firms: 2002-2018 (Version: 1.0). URL: https://data.caltech.

edu/records/1249, doi:10.22002/D1.1249.

Feldman, R., Govindaraj, S., Livnat, J., Segal, B., 2010. Management’s tone change, post earnings announcement

drift and accruals. Review of Accounting Studies 15, 915–953.

Feuerriegel, S., Gordon, J., 2019. News-based forecasts of macroeconomic indicators: A semantic path model for

interpretable predictions. European Journal of Operational Research 272, 162–175.

Frankel, R., Jennings, J., Lee, J., 2021. Disclosure Sentiment: Machine Learning vs. Dictionary Methods. Manage-

ment Science URL: https://pubsonline.informs.org/doi/10.1287/mnsc.2021.4156.

Geng, Z., Zhang, Y., Han, Y., 2021. Joint entity and relation extraction model based on rich semantics. Neurocom-

puting 429, 132–140.
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