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Abstract—New transmission line protection methods have been
proposed for improved speed and dependability in future power
systems with new elements such as VSC HVDC converters.
These new methods either implicitly assume or explicitly use
a transmission line model, which may vary from very simple
to very detailed. The absence of a verification of these models
may impact dependability and result in unwanted behaviour,
especially for those algorithms that do not explicitly filter out a
specific frequency (e.g., the fundamental). This paper presents a
verification step in the frequency domain to assess the line model
accuracy within the bandwidth of the algorithm and applies this
with examples. Second, to make algorithm design choices explicit,
an analysis of the line model-algorithm interactions is provided.
The paper finds that the protection input filter should match
the bandwidth for which the line model is accurate. A carefully
designed input filter thus depends on algorithm design choices
and constraints such as line geometry, line model and sample
rate.

Index Terms—HVDC transmission, Input filter, Protection
algorithm, Time-domain protection, Transmission line modelling

I. INTRODUCTION

New grid elements such as High Voltage Direct Current
(HVDC) interconnections, converter interfaced generation and
(underground) cables are being deployed in the context of
renewable energy transition. This evolution results in changed
characteristics of the power system during faults. At the AC
side, converters have limited fault current capability (i.e. 1-
1.2 p.u. compared to 8 p.u. for synchronous generators [1],
[2]), and a controlled fault response causing current phase
shifts depending on the control strategy [3]. Changed fault
characteristics challenge currently installed protection, which
becomes undependable or too slow. For example in case of
a radial system ended by a converter, or a relatively large
converter current contribution in a meshed system (i.e. a low
grid strength), traditional distance protection malfunctions [3]-
[8]. At the DC side, DC protection algorithms are needed that
comply with stringent detection time requirements [9].

Time-domain protection algorithms have been developed,
but not yet (widely) used, to provide for the need of fast
and dependable protection e.g. [10]-[14]. These protection
algorithms use different transmission line models, ranging
from simple to detailed, state-of-the-art line models. The
complexity of line models used in protection algorithms has
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increased over time, i.e. from RL models to II, cascaded II,
and even up to the Universal Line Model (ULM) [15].

The selection of a line model for implicit or explicit
application within a protection algorithm is often based on
assumptions or good practices during design. These design
choices however, impact important characteristics of protection
algorithms e.g., sample rate, applicability for different line
geometries, etc. In general, a final verification of the line model
implemented in the algorithm is in most cases omitted. This
means no assessment of the deviation error is made between (i)
line model assumptions adopted during implementation within
the algorithm and (ii) the actual transmission line behaviour.

First, this paper clarifies the interactions between line model
and protection algorithm design choices. Second, this paper
applies frequency domain verification to assess the deviation
error introduced by line model approximations made during
the design of protection algorithms. The importance of this
verification step is shown with three case studies.

II. ANALYSIS OF PROTECTION ALGORITHM AND
TRANSMISSION LINE MODEL INTERACTIONS

Two types of transmission line protection algorithms can
be distinguished, in which the transmission line model
has a central role (Fig. 1). For both algorithm types, the
measurements can be passed through an input filter. The
algorithm either computes fault parameters such as fault
location and resistance through fitting (type a), or determines
the presence of a fault through estimating the state based
on a healthy transmission line (type b). The algorithm either
explicitly implements a transmission line model or implies a
line model through assumptions. Finally the algorithm decides
whether the line is faulted or healthy.

A. Protection algorithm design

An overview of the constraints, choices and objectives
considered in this paper for protection algorithm design is
given in Fig. 2. Iteration on the design choices, allows to
evaluate for example line model approximations with regard
to accuracy and speed.

During design of the protection a trade-off is made between
different objectives. Design choices (e.g. transformation to the
modal domain) impact this trade-off. To reduce the algorithm’s
complexity and improve speed, different choices of line model
and approximations are made by designers. Line models that
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Fig. 1: The general structure for two types of transmission line (TL)
protection algorithms. Type a needs measurement inputs from a single
line end, type b needs inputs from both ends of the line.
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Fig. 2: Algorithm design with iterative evaluation of the design
choices.

accurately simulate high-frequency transients typically require
more computations than models valid for low frequencies.
During design however, the accuracy of the implemented line
model should be evaluated in a final verification step. This
paper emphasizes the importance of validating the line model
for the frequency range of interest, which is determined by
the protection input filter (Fig. 1).

B. Decomposition of transmission line model-protection
algorithms interactions

The diagram in Fig. 3 describes the interactions for the
selection of transmission line models for protection algorithms.
This approach allows to make design choices explicit. At
the lower left of this diagram are theoretical aspects of line
modelling such as line geometry, line model or bandwidth of
interest. On the right of the diagram are solver aspects i.e.
solution method and computational complexity. The system
description (e.g. transfer function, state-space representation)
and solution method (e.g. numerical integration or numerical
inverse Laplace transform) are out of scope for this paper.
The focus of this paper is on the line model for a selected
bandwidth.

C. Maximum detection time

The maximum detection time - a part of the total fault
clearing time - is a constraint based on stability requirements
and component requirements such as maximal thermal and
electromagnetic stresses exerted on system components [9].
This detection time is assumed to be known and is a constraint
for both the sample rate (solution time step) of the line model
and algorithm computation time (respectively arrows 1 and 4
in Fig. 3). The computation time of the algorithm should be
smaller than the sampling time to allow real-time operation of
the protection algorithm.
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Fig. 3: Decomposition of transmission line model-algorithm
interactions. Constraints are indicated in blue, design choices in
yellow. This paper focuses on the line model and the interactions
indicated with a number.

Line model

The line model should be carefully selected to accurately
represent the transmission line within a given bandwidth
(arrow 2 in Fig. 3) and for a given line geometry (arrow 3 in
Fig. 3). This bandwidth depends on the solution time step of
the line model and thus the sample rate of the measurements,
and on the protection input filter. This input filter is for
example a low pass filter (LPF), notch filter around a narrow
frequency band, or high pass filter (HPF).

D. Line geometry

Geometrical characteristics of the protected line pose
requirements on the type of transmission line model (arrow 3
in Fig. 3). Table I links commonly used line models with the
following geometrical characteristics:

o Cl1: (Electrical) length of the line

e C2: Frequency dependent parameters

e C3: Multi-phase line

o C4: Asymmetry

TABLE I: Transmission line model and line geometry characteristics.

”v” Means a characteristic can be included, ’-” means not included.
Line model C1 C2 | C3 | C4
Ideal [16] medium-long -
Bergeron [17] medium-long -
ULM [15] medium-long v

Single lumped section short -

Cascaded lumped section | short-medium -

< | << |<|<|<
< | << |<|=<|=<

Rational approximations short-long v

C1: The line length determines the propagation delay of the
line. Traveling wave, or scattering models require a minimum
delay time to decouple both line ends, which determines
the maximum time-step (minimum sample rate). The advised
time-step is one order of magnitude smaller than delay time
of the transmission line [18]. The electric length of a line (at a
given frequency) is a measure for the distributed behaviour of
the line, which affects the requirements for accurate modelling.
For lengths smaller than a quarter wavelength, hyperbolic
function correction can be omitted [16].

C2: In general, the p.u. length line parameters vary
with frequency. Including the frequency dependency of line



parameters introduces additional complexity. Fitting methods
such as vector fitting allow for rational approximation of the
frequency dependent parameters.

C3: Multiphase transmission lines have multiple
conductors, with coupling between those conductors.
The mathematical formulations then consist of vectors for
the voltage and current, and matrices for the impedance
and admittance. The off-diagonal elements in these matrices
represent the coupling terms.

C4: Asymmetric lines require a solution in the phase
domain. The mathematical transformation from phase to modal
domain exhibits difficulties with the decoupling of individual
modes for asymmetric lines [19]. This is caused by frequency
dependent transformation matrices. Line symmetry depends
on the geometric configuration and other factors such as
transposition or grounding (for cables).

III. MODEL VERIFICATION METHODOLOGY

Although often omitted, a verification step should quantify
the approximations stemming from the design choices
(section II). This verification step assesses if the line model
is accurate within the bandwidth for which the protection
algorithm was designed. This verification allows to evaluate
the algorithm design choices and to adjust the protection input
filter if needed.

A. Frequency domain verification of short circuit impedance

The proposed verification method is a frequency domain
assessment. More specifically, a comparison of the line
model implemented in the algorithm with a state-of-the-art
benchmark line model. The benchmark line model computes
frequency dependent line propagation parameters from line
geometry and conductor parameters, and was validated to
commercial EMT software [18]. This validation compared the
short circuit impedance in the frequency domain. The short
circuit impedance was constructed as in (1) from the fitting
data of the propagation function and characteristic admittance
from a state-of-the-art rational approximation routine.

The short circuit impedance (Zs.) is the line characteristic
selected for verification in the frequency domain [19],
[20]. This characteristic closely relates to algorithm type
a (Fig. 1). For algorithm type b, this would be the
propagation function H. Z;. however relates to H, e.g. for
a single conductor by (1) with characteristic impedance Z.,
propagation constant v and line length [. To obtain a general
method, Z,. is selected.

1/H-H
‘1/H+H

The relative error (¢) of the short circuit impedance
allows to evaluate the accuracy of the line model within a
specified bandwidth. For example a maximum 5% relative
error threshold of the magnitude and phase at all considered
frequencies [20]. Or if the behaviour at single frequencies
is of less importance: a weighted error over the considered
frequency range with weight function w(f).

% i | Zeel) = 22

B. Verification of modal domain line models implemented in
algorithms

The frequency dependent transformation to the modal
domain (validation in Fig. 4) allows to evaluate the
approximation made with a constant transformation. In the
modal domain Z,. is a diagonal matrix after frequency
dependent transformation. For off-diagonal elements, the
deviation from zero indicates the error caused by constant
transformation.
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Fig. 4: Verification of a modal domain line model applying a
constant (C*®) transformation against a frequency dependent (FD)
transformation.
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Protection algorithms can apply transformation to the
modal domain as a design choice to simplify computational
complexity. This transformation however introduces an error
and should therefore be validated for its particular application.
Algorithms operating in the modal domain use a constant
transformation matrix e.g. in [10], [21], [22]. Often the
Clark transformation is used for this purpose, because of
its real and constant transformation matrix [23]. In reality
however, line geometries are asymmetric and consequently the
transformation matrices are frequency dependent in which case
a constant transformation thus introduces an error.

IV. RESULTS

Frequency domain verification allows to assess the
approximations made during the design of protection
algorithms. The importance of line model verification for
models implemented in protection algorithms is shown with
three case studies. For these algorithms, first the diagram of
Fig. 3 is applied, then the design choices are evaluated based
on the short circuit impedance and followed by a discussion.
These algorithms (one of type a and two of type b) were
selected for a diversity of techniques, to show that the method
is generally applicable.

A. Case 1: Cascaded 11 model

1) Decomposition:
The type b algorithm from [11] provides a sub-millisecond
detection time. The frequency range of interest is 0 - 2.4 kHz
with a sampling rate of 4.8 kHz. Computation time takes a
fraction of the time between two consecutive samples. The
implemented line model is a cascade of II sections, with
parameters evaluated at a single frequency and multi-phase
configuration with asymmetry possible (full matrices). The



system description of the line is a state-space representation,
using a numerical integration for the solution.

2) Discussion:
The implemented line model captures the distributed
characteristic of the TL. By contrast, it neglects the
frequency dependency of the line parameters. Cascading short
line sections approximates the distributed character of a
transmission line [19]. The cascaded II model is accurate for
a limited frequency range, 100 Hz—3 kHz in this example
(Fig. 5). Outside this range, the cascaded II model deviates
from the benchmark. The line parameters of the cascaded II
model are evaluated at 1 kHz, around the first resonance peak.
The ideal line model is added for comparison. The ideal line
model shows less deviation at lower frequencies and captures
the resonant peaks around the evaluation frequency of the line
parameters. However, the ideal line model shows low damping
at high frequencies
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Fig. 5: Short circuit impedance of cascaded II models and the ideal
line model. The benchmark model is added as a reference. Zoom at
the bottom.

Frequency variation of line parameters may be included via
parallel branches in the sections of the cascaded IT model [20].
The parameters for this model are calculated with vector fitting
[24]-[26]. This frequency dependent II model is accurate
for low frequencies and up to higher frequencies than the
conventional cascaded II model. For example, the frequency
dependent II model with 6 parallel branches and 10 sections
is close to the benchmark in the range 1 Hz—6 kHz (Fig. 5).
However, a frequency dependent, cascaded, 3-phase II model
which includes coupling between the phases does not yet exist.

Decomposition into modes or symmetrical components
could provide separate (sequence) networks with either
approximately constant or frequency dependent line
parameters, but this does not resolve coupling between
phases. For the aerial mode, increasing the number of
conventional cascaded II sections results in better fitting of
the aerial mode up to higher frequencies (Fig. 6). The aerial
mode for overhead lines exhibits low frequency dependency
at high frequencies [27]. For the ground return mode, the

same is not true (Fig. 6). The majority of faults however is
phase-to-ground and includes the ground mode.
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Fig. 6: Short circuit impedance of the aerial and ground return modes
for a 2 conductor TL, with line parameters evaluated at 1 kHz.

Cascaded models present spurious high frequency
oscillations when applying step functions in the time domain
[28]. This is caused by reflections at the junctions of
individual line sections [16]. Moreover, the deviation error of
the magnitude of Z,. is significant at high frequencies and
increases linearly with the frequency on log scale (see Fig. 5).
As a result, low pass filtering is needed for the protection
algorithm.

3) Conclusion:

The protection algorithm requires a carefully designed input
filter which matches the bandwidth of the line model. The
cascaded II model is compared to the benchmark line model
(Fig. 5). Verification shows that this line model is accurate
for a limited bandwidth around the evaluation frequency of
the p.u. length parameters. Oscillations caused by resonances,
that are not filtered by a protection input filter (with matching
bandwidth), potentially affect the accuracy of the algorithm.

B. Case 2: Aerial and ground mode for the ideal line model

1) Decomposition:
The type a algorithm in [10] aims at a detection time of
0.5 ms. The frequency range of interest is 167 kHz — 0.5 MHz
(1 MHz sampling rate). The implemented line model is an
ideal line model (lossless and with constant line parameters)
for aerial and ground modes, with a separate behavioral first
order model to include ground effects. The system description
of the line model is a transfer function for the first n traveling
wave reflections. The selected solution method is numerical
integration.

2) Discussion:
Transformation to the modal domain into aerial and
ground modes is done using a constant transformation
matrix (containing eigenvectors at a single frequency). In
reality, line geometries are asymmetric and consequently the



transformation matrices are frequency dependent. A constant
transformation thus introduces an error.

Two line geometries are considered to compare the off-
diagonal elements (section III): an asymmetric and near-
symmetric geometry. The asymmetric geometry consists of 3
conductors (phases) arranged vertically above the ground. The
near-symmetric geometry consists of 3 conductors arranged
horizontally above the ground at equal distance. In the latter
case the 3 phase conductors have similar euclidean distance
to the ground. To show the effects of line geometry in
modal transformation, the comparison in this paper uses the
benchmark model as a reference. By contrast, algorithm [10]
applies the ideal line model. The ideal line model includes the
delay effect of distributed lines (resonant peaks), but shows
low damping at high frequencies (Fig. 5).
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Fig. 7: Short circuit impedance of off-diagonal element (1,2) in the
modal domain. For an asymmetric geometry at the top and near-
symmetric geometry at the bottom. In red: Clarke transformation;
in blue: transformation matrix evaluated at a single frequency. The
reference with frequency dependent transformation is zero.

For the near-symmetric geometry, the off-diagonal elements
are close to zero for a constant transformation matrix based on
eigenvectors (blue curve in Fig. 7). Furthermore, the frequency
variation of the eigenvectors is limited. The diagonal elements
of the frequency dependent benchmark model match those
of the constant transformation matrix based on eigenvectors
(Zsc(1,1) in Fig. 8). By contrast, for the asymmetric geometry,
the off-diagonal elements are non-negligible. Applying the
Clarke transform results in off-diagonal elements with non-
negligible magnitude for both line geometries (red curves in
Fig. 7) and introduces an error in the diagonal elements at
high frequencies. For the benchmark model which applies
frequency dependent transformation matrices, all off-diagonal
elements are zero as expected.

3) Conclusion:

For near-symmetric lines, the modal transformation is
a reasonable and useful design choice to decrease the
algorithm’s computational complexity. Verification is done
for two example line geometries and it is shown that
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Fig. 8: Short circuit impedance of diagonal element (1,1) in the
modal domain, for the near-symmetric geometry. In black: frequency
dependent transformation; in red: Clarke transformation; in blue:
transformation matrix evaluated at a single frequency.

transformation to the modal domain with a constant
transformation matrix can introduce a significant error. The
assumption of constant matrices thus requires verification
taking into account the line geometry (section II-D) across the
considered bandwidth, which is determined by the protection
input filter.

The protection input filter (e.g. for algorithm [10]) therefore
should be carefully designed to match the bandwidth of the
selected line model, which needs validation to a benchmark
model. For this algorithm, the maximum frequency and
sampling rate should be sufficiently high to capture traveling
waves originating from a fault close to the bus (minimal line
length) [19]. The lower frequency limit is determined by taking
into account the first n reflections during a small time window
for fitting of the fault parameters.

C. Case 3: Universal line model

1) Decomposition:
The type b algorithm from [12] has an unspecified detection
time. The requirement for DC protection is in the millisecond
range [9]. The frequency range of interest is DC (0 Hz) to a
high, unspecified, maximum frequency. Computation time is
not mentioned. The implemented line model is the Universal
Line Model, with frequency dependent line parameters. The
system description of the line model is the impulse response,
derived from the transfer function. The time-domain solution
is computed via rational fitting and recursive convolution.
2) Discussion:

The algorithm implements a state-of-the-art line model with
a phase domain solution. Verification in the modal domain
(Fig. 4) is thus not applicable. The main approximations are
DC correction in the rational fitting of the frequency dependent
propagation function and approximation of the propagation
delay. Verification requires a benchmark transmission line
model that does not make these approximations, e.g. the
analytic 1I section with hyperbolic correction functions [16].
These approximations are not in the scope of this paper.
Further details and improvements on low frequency behaviour
can be found e.g. in [29]. The model in [12] uses a similar
approach to compute the line propagation parameters as the
benchmark model in this paper. Therefore, trivial verification
results are not provided.



3) Conclusion:

Verification in the modal domain is not applicable for line
models with a direct phase domain solution. Instead, frequency
domain verification can be done in the phase domain. The
method (section IIT) remains similar in general: a verification
step in the frequency domain over a specified bandwidth, to
evaluate algorithm design choices and to adjust the protection
input filter accordingly.

V. CONCLUSION

Frequency domain verification allows to evaluate
transmission line model accuracy with respect to the
trade-off in protection algorithm objectives. Different trade-
offs are made in algorithm design that significantly impact
line model accuracy, for example to reduce the algorithm’s
complexity and improve speed. However, verification of the
line model implemented in the algorithm is often missing.
The bandwidth for which a line model is accurate often not
corresponds with the bandwidth of the protection input filter,
or this input filter is omitted. The bandwidth of a carefully
designed input filter depends on algorithm design choices
and constraints such as line geometry, line model and sample
rate.

Based on examples, this paper explicates protection
algorithm limitations in a generic manner. The verification
method first computes the short circuit impedance of both
the line model implicitly assumed or explicitly used by the
protection algorithm, and a benchmark transmission line model
as function of frequency. Then, the deviation between both
models is evaluated within the bandwidth determined by
the protection input filter. This approach allows to assess
approximations made during algorithm design. Additionally,
conditions of application can be identified e.g., application for
a specific line geometry or a restricted protection input filter
bandwidth.
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