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ABSTRACT
Massive Open Online Courses (MOOCs) have recently attracted
students and professionals as complementary tools to academic
education. Despite the number of advantages MOOCs provide, such
as openness and flexibility regarding learning pace, such courses
are characterized by a consistently higher dropout rate than con-
ventional classrooms. A crucial factor that influences dropout is
the choice of the appropriate course, hence the need for effective
course recommendations. A course recommendation system (RS)
that uses dropout information can mitigate course withdrawal and
user dissatisfaction. In this paper, an extension of Bayesian Per-
sonalized Ranking, which is a learning-to-rank RS, is proposed
that uses the pseudo-labels extracted by survival analysis based
on dropout information to recommend courses in the context of
MOOCs. The proposed approach performs the best compared to
six competing RSs on three MOOCs datasets.

CCS CONCEPTS
• Information systems→ Recommender systems; Collabora-
tive filtering; •Mathematics of computing→ Survival analysis.
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1 INTRODUCTION
Despite the growing popularity of Massive Open Online Courses
(MOOCs), both in contexts of independent (self-directed) learning
and in formal educational programs, learning in MOOCs is charac-
terized by a very high dropout rate. Average dropout rates of up to
90% have been reported in courses offered by premier institutions
like MIT and Harvard [2]. Tackling the challenge of dropout in
MOOCs requires both an empirical understanding of the phenome-
non, informed by theory in the learning sciences (e.g. [9]), and the
design of appropriate and effective interventions that can help learn-
ers in setting their goals and in completing them. In this context,
focusing on better course recommendations might help decrease
the chances of dropout and guide users toward the appropriate
choices. As MOOCs potentially offer universal access to education,
improving the quality of recommendations in such settings is also
critical in promoting equitable quality education. Recommender
Systems (RSs) are intelligent filtering algorithms that model users’
preferences and recommend items that fit these preferences. Gen-
erally, there are two main types of RSs, content-based filtering, and
collaborative filtering. While content-based filtering RSs only use
the target user’s interactions to build a user profile and recommend
items that best match the user profile, collaborative filtering RSs
utilize collaborative information, i.e., the interactions of other users,
to infer the target user’s preferences.
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RSs use users’ feedback to infer their preferences. Usually, in-
stead of users’ explicit feedback, i.e., ratings or like/dislike, only
users’ implicit feedback, such as clicking on a link, watching a
video, reading an article, or adding an item to their basket is avail-
able. Implicit feedback, also called one-class feedback [16], only
represents users’ positive feedback. Therefore, users’ negative and
missing feedback is not distinguishable. The students’ feedback in
MOOCs is often implicit. Bayesian Personalized Ranking (BPR) [17]
is a learning-to-rank collaborative filtering RS that models users’
preferences based on implicit feedback. The main assumption in
BPR is that users prefer items that they have observed to the ones
that they have not observed. In this paper, we propose an extension
of BPR based on different types of user feedback in the context
MOOCs.

Survival Analysis (SA) is a set of statistical and machine learning
methods where the outcome of interest is the time to a certain
event [3]. The main peculiarity of survival data is the presence
of censoring, that is, missing information regarding the time of
the event of interest; right-censoring is the most common form
and happens when the event of interest is not observed during
follow-up or the individual is lost before the end of the follow-
up. The main advantage of SA is its ability to handle such partial
information during the learning process, by properly encoding cen-
sored observations, which are usually discarded in classification
or regression tasks. We believe that time to dropout represents
valuable information in the context of course recommendations
as it provides knowledge regarding students’ engagement with
courses [18]. In our work, we propose a novel method that exploits
time to dropout information using SA to provide better course rec-
ommendations in MOOCs context. Specifically, we use SA to enrich
the set of available student-course interactions by adding pseudo-
labeled interactions that are integrated into the BPR framework as
an additional type of implicit feedback. As illustrated in Fig 1, BPR
only distinguishes between seen (positive feedback) and unseen
courses (negative feedback). In the context of MOOCs, a user may
complete courses or dropout from them. While both types of events
are seen interactions, they do not reflect a similar preference level.
Furthermore, time-to-dropout from courses can be used by SA to
predict other courses with high risk of dropout (red “D" in the fig-
ure) as pseudo-labeled interactions. Given this additional feedback
level, a more elaborated sampling strategy can be applied in TBPR1
to better model user preferences.

C D

1 1 - -

C: Completion
D: Dropout
D: Predicted dropout by SA

D-

BPR

TBPR

1 2 3 4

Figure 1: A toy example to illustrate the proposed approach

1Bayesian Personalized Ranking with time-to-dropout

2 RELATEDWORK
Although the original BPR [17] is based on binary implicit feedback,
several studies have extended BPR to deal with non-binary implicit
feedback. Lerche and Jannach [11] proposed an extension of BPR
(GBPR) by adding pair-wise preferences between graded positive
feedback, for instance, more clicks reflect more preference. Loni et
al. [13] proposed multi-channel BPR (MBPR) where they introduced
a biased sampler to sample a positive and a negative item for a user
based on different positive feedback levels. They [13] also proposed
another extension of BPR (MBPR-P) where the popularity of items
is considered in the biased sampler. In [6], another extension of
BPR (EBPR) is proposed where users’ consumption behavior such
as reading a news article or listening to a music track is used to
model users’ preferences.

Dropout prediction in MOOCs has been extensively studied as
a classification problem, and several Machine Learning models
were used [2, 4]. However, in such examples, time information was
mostly discarded. SA is well suited to model time to dropout in-
formation and the literature provides some promising examples.
Gitinabard et al. [8] used survival analysis to model dropout risk
and uncover social and behavioral feature impact on the outcome.
Xie [20] employed survival analysis to model the hazard function
of dropout by using the learner’s viewing duration on a course.
Labrador et al. [10] performed a prospective study on an online
MOOCs platform and used Cox Proportional Hazard regression
to uncover the most important factors related to student dropout.
Wintermute et al. [19] modeled the certificate rates of MOOC users
with aWeibull survival function, following the intuition that stu-
dents “survive” in a course for a particular time before stochastically
dropping out. Pan et al. [15] proposed a more sophisticated SA deep
learning approach to address volatility and sparsity of the data,
that moderately outperformed Cox. However, to the best of our
knowledge, such time to dropout has never been incorporated in
MOOC recommendations.

3 METHODOLOGY
In this paper, we extend BPR with different types of implicit feed-
back that exist in the context of MOOCs. BPR is a learning-to-rank
RS based on binary implicit feedback that learns model parameters
using users’ pairwise preferences between observed (positive class)
and unobserved items (negative class). For instance, in the case of
matrix factorization, the model parameters are users’ and items’
latent features, i.e., embeddings. In each training round of BPR, a
sample (𝑢, 𝑖, 𝑗) is drawn from the interaction data, where 𝑢 is a
user, 𝑖 is an item that user 𝑖 has observed, i.e., an item from the
positive class, and 𝑗 is an item that the same user has not observed,
an item from the negative class. Given this sample, BPR updates
the embeddings of 𝑢, 𝑖 , and 𝑗 using Stochastic Gradient Descent
(SGD).

3.1 BPR extension with additional feedback
The users’ implicit feedback in MOOCs has different types. The
obvious form is users’ enrolments in courses. Given this type of
feedback, BPR assumes that users prefer courses that they have
enrolled in over the courses that they have not enrolled in. As
mentioned, dropout is an important event in the user experience
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in MOOCs and therefore should be considered in modeling users’
preferences. The enrollments can result in course completion or
dropout.

3.2 Pseudo-labelled interaction extraction
Our approach is based on the enrichment of the training set with
additional pseudo-labeled interactions, namely unobserved student-
course interactions that are likely to result in dropout events. In
order to do so, we trained xgboost for SA, using the observed in-
teractions in the training set, considering time-to-dropout as the
outcome, thus encoding course completion as censoring. Subse-
quently, we used the model to predict pseudo-labels for the unseen
interactions from the training set and obtain an additional feedback
class to be used to train BPR. Details about the implementation are
given in Section 4. Using the given users’ implicit feedback and
the extracted pseudo-labeled interactions by SA, we propose an
extension of BPR that exploits this additional possible feedback to
learn the model parameters, i.e., user and item latent features. The
extracted pseudo-labeled interactions are the ones that have a high
risk of dropout. Algorithm 1 presents the proposed approach:

Algorithm 1: Bayesian Personalized Ranking with time-
to-dropout (TBPR)
Input: User feedback 𝐷

Output: Learned parameters Θ (user and item latent
features)

Initialize parameters Θ;
Extract pseudo-labelled dropout interactions in 𝐷 using SA
as a new feedback class;
Repeat

draw a positive class + from 𝑝 (+);
draw a positive interaction (𝑢, 𝑖) from 𝑝 (𝑢, 𝑖 |+);
draw a negative class − from 𝑝 (−|𝑢, +);
draw a negative item j from 𝑝 ( 𝑗 |𝑢,−);
update Θ using (𝑢, 𝑖, 𝑗) and SGD based on the BPR
update rule [17];

Until Convergence;

To draw samples from the empirical distributions (𝑝 (+) and
𝑝 (−|𝑢, +)) mentioned in Algorithm 1, the four hyperparameters
defined in Table 1 should be specified2. For instance, if the positive
class is “completion" (with the probability of 𝛼), the negative class is
“dropout", “pseudo-labelled", or “missing", with the probabilities of 𝛽 ,
𝛾 , or 1−𝛽−𝛾 , respectively. Positive interactions ((𝑢, 𝑖) from 𝑝 (𝑢, 𝑖 |+))
and negative items ( 𝑗 from 𝑝 ( 𝑗 |𝑢,−)) are uniformly sampled form
possible candidates.

4 EXPERIMENTAL DESIGN
4.1 Datasets prepossessing and description
Publicly available datasets generated from MOOCs are scarce and
most of them are described by Lohse et al. in [12]. We evaluated our
approach by using three widely used publicly available datasets,
namely XuetangX [5], KDDCUP [5], and Canvas [14]. Both KDD-
CUP and Xuetangx anonymized datasets are provided by XuetangX
2The hyperparameter tuning procedure is explained in Section 4.

Table 1: Sampling hyperparameters

Negative class 𝑃 (−|𝑢, +)
Dropout Pseudo-labelled Missing

Positive class 𝑃 (+) Completion 𝛼 𝛽 𝛾 1 − 𝛽 − 𝛾

Dropout 1 − 𝛼 - 𝛿 1 − 𝛿

Table 2: Datasets descriptions

XuentangX KDDCUP Canvas

# Users 2417 1944 959
# Items 246 39 193
Sparsity 95.5% 87.1% 95.4%

platform3. The Canvas dataset contains de-identified data from
Canvas Network4 open courses from January 2014 to September
2015. Table 2 describes the three (preprocessed) publicly available
datasets relating to MOOCs that were used to evaluate the proposed
approach. The raw JSON files containing logs with all interactions
an individual had with a course for the XuentangX and KDDCUP
datasets were processed to extract the first and last interactions a
user had with a given course and the time-to-event variable was
defined as the difference between the dates of these actions. Can-
vas dataset was in tabular format and it already contained that
information.

4.2 Experimental setup
Each dataset is split into three disjoint sets: training, validation, and
test sets. Test and validation sets contain one interaction (course
completion) per user. The rest of the interactions are used for train-
ing. Apart from the proposed approach (TBPR), we consider six
competing approaches in our experiments: the original BPR [17],
MBPR [13], MBPR with popularity bias (MBPR-P) [13], GBPR [11],
EBPR [6] and the popularity-based (Pop) RS as a simple baseline.
To evaluate the performance of RSs, two performance measures,
namely recall and Normalized Discounted Cumulative Gain (NCDG),
are considered. Recall evaluates the RS in predicting the relevant
courses in the top@k recommendation list, i.e., the ranked list of
𝑘 courses that the user has not interacted with. NDCG is a rank-
sensitive measure that penalizes the score of recommendations if
the relevant items appear in the lower ranks in the recommendation
list. There are some hyperparameters to be tuned on the validation
sets, including the ones for BPR, GBPR, EBPR, MBPR, and 𝛼 , 𝛽 ,
𝛾 and 𝛿 to draw samples of the proposed approach (TBPR5). The
hyperparameters are selected based on NDCG.

To predict the pseudo-labeled interactions used to augment the
training set, we modeled the tabular feature set for xgboost consid-
ering the known interactions in the training set for each course
and each user. Additionally, we applied PCA for dimensionality
reduction. We trained xgboost for SA using default parameters6 and
we selected the 10% of observations with the highest predicted risk
score of dropout among the unseen interactions.

3https://www.xuetangx.com/
4https://www.canvas.net/
5Time-to-event BPR
6https://xgboost.readthedocs.io/en/stable/parameter.html

https://www.xuetangx.com/
https://www.canvas.net/
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Table 3: Results based on top@3 recommendations.

Xuentangx Canvas KDDCUP

ndcg@3 recall@3 ndcg@3 recall@3 ndcg@3 recall@3

Pop 0.048 0.055 0.057 0.063 0.188 0.207
BPR 0.143 0.156 0.139 0.153 0.447 0.485
GBPR 0.100 0.108 0.078 0.092 0.362 0.392
EBPR 0.153 0.167 0.124 0.140 0.458 0.495
MBPR 0.157 0.174 0.125 0.137 0.473 0.513
MBPR-P 0.067 0.075 0.107 0.119 0.320 0.352
TBPR 0.171 0.183 0.146 0.161 0.480 0.522

5 RESULTS AND DISCUSSIONS
The results of applying the proposed and the competing approaches
on the three datasets described in Section 4 are reported in Table 3.
The values in Table 3 are based on top@3 recommendation lists.
The proposed approach, TBPR, consistently outperforms the other
competing approaches in all datasets based on both performance
measures.

The MBPR-P approach performs inferior compared to MBPR
which indicates that adding the popularity bias to the model does
not help in the context of MOOCs. GBPR performs worse compared
to BPR. A possible reason is that the sampling approach in GBPR
is not flexible enough to express the differences between different
types of implicit feedback. The proposed approach (TBPR) is more
expressive as it is trained with additional information generated by
SA and therefore performs better than the competing approaches
which do not use this information.

6 CONCLUSION
Themain contribution of this paper is to apply survival analysis (SA)
to model time-to-dropout in the context of Massive Open Online
Courses recommendations and to extend Bayesian Personalized
Ranking (BPR) with the additional information, i.e., pseudo-labels,
generated from the SA model. The proposed approach performs
better compared to BPR and four other BPR extensions in three
datasets based on Normalized Discounted Cumulative Gain (NCDG)
and Recall for top@3 recommendations.

The experiments are still ongoing and therefore the results in
this paper are preliminary. There are several possible directions
for future work. While we showed that using the pseudo-labels
generated by the SAmethod has positive impact on the performance
of BPR, we believe there is still room for improvement as the models
(the SA method and BPR) are optimized separately. A possible
future work is to cast the problem as a multi-task learning setting
where the tasks are time-to-event prediction and course ranking.
Another promising direction for future work is to consider the
choice of SA model as a hyperparameter and tune it based on the
dataset. For instance, one could consider the use of a cure survival
model [1] which might provide less biased dropout prediction in our
setting. Furthermore, one can apply survival analysis to model time-
to-completion and further extend the training set. In this paper,
the proposed approach and baselines are evaluated only based
on relevance performance measures. Other performance criteria,
such as diversity [7], can be considered to evaluate models based
on different perspectives. Finally, the proposed approach can be

extended by including pair-wise comparisons within a class, for
instance, two courses that resulted in dropout but with different
time-to-dropout.
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