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ABSTRACT

Reconnecting current sheets (CSs) in the solar wind near 1 AU have been previously identified that exhibit a modified Hall magnetic field
perturbation of the nominal guide field characterized by a “tripolar” structure with depressions on both sides of a central maximum
[Eriksson et al., Astrophys. J. 805, 43 (2015)]. Such CSs were inferred to contain multiple interacting islands based on measurements from all
four Cluster satellites. A new set of 2D particle-in-cell simulations have been performed providing the foundation for a theoretical model for
the origin of the tripolar guide-field perturbation. The simulations are initialized with a thin CS unstable to the formation of many small
islands that undergo pairwise coalescence and growth. The guide field depressions develop as the result of a balance between the electrostatic
(curl-free or irrotational) and electromagnetic (divergence-free or solenoidal) components of the parallel electric field. Field-line and
flow-line tracing provide additional support for the model by demonstrating how a level of charge separation sufficient to support a large
electrostatic potential can be maintained following island coalescence. A parameter study reveals that the plasma beta is the primary quantity
controlling the evolution of the tripolar field. Dependence on the initial guide-field strength is also investigated.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0102906

I. INTRODUCTION

Current sheets (CSs) occur throughout the solar wind wherever
the vector magnetic field B changes over a small distance such that the
current, approximated by J / r� B, is localized to a narrow layer.
While an isolated CS can be a fairly simple structure, turbulent regions
may consist of a tangled superposition of CSs, as suggested by
Borovsky (2008). A primary example of a CS in the solar wind is the
heliospheric current sheet (HCS) (Smith, 2001) associated with
boundaries between sectors of opposite magnetization on the solar
surface. The HCS can develop substructure (Crooker et al., 1996;
Khabarova et al., 2015), which is the subject of a recent multi-scale sta-
tistical analysis (Eriksson et al., 2022).

In its simplest form, an idealized isolated CS can be treated as a
plasma structure in which spatial variation is confined to one dimen-
sion. Such a CS can be associated with a discontinuity in the solar
wind plasma, such as a tangential discontinuity (TD) or a rotational

discontinuity (RD) (Tsurutani et al., 2011 and references therein),
although actual CSs are typically more complex. The primary differ-
ence between a TD and an RD is that the latter can have a component
of B that is normal to the CS while a TD does not. It has been sug-
gested (Artemyev et al., 2019) that RDs evolve into TDs due to mag-
netic field line stretching.

A TD and its associated CS can be treated as an interface between
two separate plasma regions with B1 and B2 being the respective mag-
netic field vectors on the two sides of the interface. Other plasma
parameters (e.g., density and temperature) can also differ on the two
sides. It is usual to use (L, M, N) coordinates to orient observed CSs,
with N being normal to the plane forming the interface. For an ideal
TD,M is defined as the direction normal to B2 � B1 and L completes
the right-hand coordinate system. Thus, B1M ¼ B2M , which is referred
to as the guide field Bg êm, while B1L and B2L point in opposite direc-
tions—although not necessarily equal in magnitude—and are referred
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to jointly as the reversing magnetic field. These conditions, however,
do not necessarily hold within the narrow width of the CS itself. In the
special case where the plasma on the two sides of the CS is the same,
except for the sign of BL, the CS is referred to as being symmetric.

Closely related to the magnitude of Bg relative to the reversing BL
component is the magnetic shear angle Dh ¼ cos�1ðB1 � B2=jB1jjB2jÞ,
which specifies the angle of rotation of B across the CS. This rotation
angle lies in the range 0 < Dh � 180�, with the maximum value asso-
ciated with Bg ¼ 0 and the low end of the range associated with guide
fields much larger than the reversing field.

A subset of CSs are distinguished by the fact that they are under-
going magnetic reconnection somewhere along their length. This sub-
set of CSs is particularly important because magnetic reconnection
mediates the transfer of energy from magnetic fields to particles. In
fact, the presence of accelerated ion jets in conjunction with a rotating
magnetic field is a key identifying signature of a reconnecting CS
(Gosling, 2012). However, not all CSs are equally likely to exhibit evi-
dence of reconnection.

There is a significant difference between the distribution of shear
angles for all CSs compared to the distribution for reconnecting CS,
with the former (Malaspina et al., 2013; Vasko et al., 2021, 2022)
favoring smaller values of Dh relative to the latter (Gosling, 2012;
Eriksson et al., 2022). This difference is consistent with the identifica-
tion (Borovsky and Denton, 2011) of CSs with Dh > 45� as “strong.”
Electron heating is another signature of reconnection that has been
associated with strong CSs (Zhou et al., 2022). Strong heating can also
be inferred from the partial variance of increments (PVI) and was
found to be skewed toward large shear angles, with weaker heating
identified for smaller shear angles (Chasapis et al., 2015).
Reconnecting CSs with a very small shear angle have, nevertheless,
been observed in the solar wind (Gosling and Phan, 2013).

Another observable signature of a reconnecting CS is the pres-
ence of a perturbation to the guide field BM. In the case of reconnec-
tion about a single isolated X-line, this perturbation, which is known
as the Hall magnetic field, has quadrupolar symmetry about the X-line
when Bg¼ 0—a configuration referred to as antiparallel reconnection.
This symmetric Hall-field pattern becomes distorted in the presence of
a guide field (Ricci et al., 2004).

Reconnection exhausts observed in conjunction with a tripolar
guide-field perturbation have been reported using data from the
ARTEMIS and WIND missions (Eriksson et al., 2014) and from the
four-satellite Cluster mission (Eriksson et al., 2015). This tripolar sig-
nature consists of an enhancement of BM bordered by depressions on
both sides of the central maximum. Such a tripolar signature is incon-
sistent with the quadrupolar Hall field predicted for reconnection near
a single X-line, with or without a background guide field. Eriksson
et al. (2014) proposed an interpretation of the tripolar BM perturbation
as resulting from the satellites crossing obliquely between two X-lines
so that the two negative depressions in BM were due to the negative
branches of the quadrupolar Hall field coming, respectively, from each
of the neighboring X-lines—taking into account the Hall-field asym-
metry due to the background guide field.

Subsequently, Eriksson et al. (2015) used the spatially separated
trajectories of the four Cluster satellites to infer the existence of inter-
acting magnetic islands in the vicinity of the observed tripolar BM.
This interpretation was supported by the results of 2D particle-in-cell
(PIC) simulations showing enhanced negative BM perturbations above

and below merging or coalescing islands. These simulations also
revealed the presence of a region near the magnetic separatrices associ-
ated with pairs of interacting islands in which the direction of the cur-
rent, when projected into the simulation plane, is opposite to the
direction near the center of the islands. This layer of reversed current,
which is predominantly due to electrons, was shown to be closely asso-
ciated with the BM reversals. We note that the tripolar BM signature
was not observed in simulations containing multiple islands not
undergoing coalescence (Huang et al., 2012), which instead exhibited
a dip in BM in the center of the islands. This difference also points to
the role played by island coalescence in the formation of the BM
reversals.

While previous 2D PIC simulations have verified the connection
between the structure of the current near the separatrix and the rever-
sals of the out-of-plane BM field associated with the observed tripolar
structure, it could not be determined why these features develop and
how they are causally connected. The primary focus of the present
study is, therefore, to identify the underlying mechanisms that lead to
the formation of the tripolar BM structure in the vicinity of coalescing
islands. Given the range of parameters that characterize reconnecting
CSs in the solar wind, only a limited region of this parameter space
can be simulated. We, therefore, consider primarily the single shear
angle in our new simulation of Dh ¼ 90� (Bg=BL ¼ 1:0), which is
intermediate between the values observed in Eriksson et al. (2014)
with Dh ¼ 127� (Bg=BL ¼ 0.5) and Eriksson et al. (2015) with Dh ¼
28:2� (Bg=BL ¼ 3:9), and only slightly higher than the median of
Dh ¼ 67:5� from Eriksson et al. (2022). Guide field dependence will,
however, be addressed briefly in Sec. IVC.

Our simulations also assume initial symmetry with all parame-
ters, except for the orientation of B, being the same on both sides of
the CS. They also start with equal ion and electron temperatures. As
shown in Sec. IIIA, the evolution of a tripolar guide-field perturbation
is governed largely by the ion plasma beta (the ratio of thermal to mag-
netic pressure). Since we initially assume that Te¼ Ti, the total plasma
beta is b ¼ bi þ be ¼ 2bi. Observed CSs are generally asymmetric in
that b is not the same on the two sides of the CS, with implications for
the initiation of reconnection.

Recently, Eriksson et al. (2022) performed a 10-yr survey of CSs
associated with reconnection exhausts in the solar wind using the
Wind spacecraft (e.g., Wilson III et al., 2021) at 1AU. They confirmed
a total of 3011 exhaust-associated CSs for which both ion and electron
b values were available. Of these cases, 2600 or 86% were observed
with local changes of Db ¼ jb2 � b1j and magnetic field rotation
angles Dh such that Db < 2ðL=diÞ tan ðDh=2Þ for L � 1di. Here, b1

and b2 are the average total b values on the leading and trailing
edges of the CSs, respectively, while Dh ¼ cos�1ðB̂1 � B̂2) from the
time averaged magnetic fields at the leading (B1) and trailing (B2)
edges of the same CSs. This condition for Db and Dh is required to
prevent a pressure-driven diamagnetic drift of the X-line along the
CS, thereby allowing a reconnection process to proceed for asym-
metric conditions of plasma pressure and magnetic field pressure
(Swisdak et al., 2003, 2010). Eriksson et al. (2022) assumed that
similar values of Db and Dh could have been present near the
remote X-lines to suggest a median L � 0:22di current sheet thick-
ness based on all 2600 exhaust events. In other words, 50% of the
2600 cases were possibly associated with very thin L < 0:22di CSs
in the vicinity of the X-lines to allow reconnection onset, while the
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other 50% of the 2600 exhausts were possibly associated with
somewhat wider CS widths 0:22di < L < 1di.

Another factor that can limit how thin a CS can be at the onset of
reconnection is dynamical in origin (Loureiro and Uzdensky, 2015;
Uzdensky and Loureiro, 2016). Consider a scenario where a disconti-
nuity forms through the thinning of the interface between two plas-
mas, which takes the form of a Sweet–Parker CS (Sweet, 1958; Parker,
1957). As the CS thins, it will cross the threshold for the formation of
plasmoid chains (Loureiro and Uzdensky, 2015). Once the plasmoid
chains form and start to grow, the thinning of the CS terminates when
averaged over the scale of many plasmoids. Therefore, the plasmoid-
chain threshold thickness serves as a rough lower bound on the CS
thickness.

The initial formation of a plasmoid chain from a thin
Sweet–Parker CS provides the initial step in the development of a tri-
polar BM perturbation as the individual plasmoids or magnetic islands
begin to merge with one another. Although there have been many
studies of interacting magnetic islands, the existence of tripolar BM
perturbations has not been discussed in the context of coalescing
islands, to the best of our knowledge, with the exception of Eriksson
et al. (2014, 2015).

Previous simulation studies of island coalescence have frequently
focused on the process of electron acceleration in a turbulent setting
(Zank et al., 2014, 2015) or in the absence of a guide field (Oka et al.,
2010). While the presence of turbulence does not necessarily preclude
the development of a tripolar BM perturbation, identification of such a
signature would likely be difficult. However, tripolar BM perturbations
do not form for an initially weak or zero guide field (see Sec. IVC).
Plasma energization was also the focus of a simulation study of an iso-
lated pair of islands with a strong guide field (Du et al., 2018).
Akhavan-Tafti et al. (2020) studied multiple X-line reconnection using
the Vlasiator hybrid-Vlasov code and found the area occupied by coa-
lescing islands was as likely to expand as contract but did not address
guide-field perturbations. 3D simulations (Sauppe and Daughton,
2018) provide insight into laboratory experiments of merging flux
ropes (Furno et al., 2005).

The process by which pairs of islands in a plasmoid chain coa-
lesce is necessarily indirect because particles—both electrons and
ions—in the interior of the islands cannot easily penetrate the mag-
netic separatrix layer that separates the islands from the exterior
plasma. However, the negative BM perturbations responsible for the
tripolar structure are typically outside the separatrix layer. The fact
that the BM reversals are remote from the particles within the merging
islands is a strong indication that the generation mechanism must be
mediated by the electromagnetic (EM) field, which, unlike the par-
ticles, is not impeded by the separatrix layer. The goal of this paper is,
therefore, to describe a physical mechanism whereby coalescing
islands drive the BM reversals. As will be shown, the negative BM per-
turbations arise due to a balance that develops between the electrostatic
(ES) (curl-free) part of the electric field E and the electromagnetic
(divergence-free) part of E. The former is a consequence of local
charge separation driven by island coalescence, while the latter, in
turn, drives the magnetic perturbations via Faraday’s law.

The remaining of this paper is structured as follows: Sec. II
describes the theoretical and simulation methodology employed in
this study. Section III contains the results of the simulations, including
a parameter study showing bi to be the fundamental determinant of

how the tripolar BM perturbation develops. This section also considers
in detail various field and particle diagnostics for a single parameter
set chosen to best illustrate the proposed source mechanism for the tri-
polar BM perturbation. The discussion in Sec. IV provides a physical
interpretation of the inferred source mechanism aided by diagnostics
based on inferred particle orbits as presented in Appendix A. This sec-
tion also briefly explores the dependence of the proposed model on
the initial guide field, or equivalently, magnetic shear angle.
Conclusions are presented in Sec. V.

II. THEORETICAL AND NUMERICAL MODEL
A. Fundamental equations and normalizations

All simulations are performed using the implicit moment parti-
cle-in-cell (PIC) method (Brackbill and Forslund, 1982; Lapenta et al.,
2006) implemented in the code iPic3D (Markidis et al., 2010; Lapenta,
2012), which solves Maxwell’s equations using as source terms the
densities and currents accumulated on a grid from the spatial distribu-
tion of particle positions and velocities. The particle positions and
velocities are, in turn, advanced via Newtonian mechanics subject to
the electric and magnetic (i.e., Lorentz) forces. In terms of the (L, M,
N) coordinates of Sec. I, the simulation coordinates (x, y) have the fol-
lowing associations: L! x and N !�y with the out-of-plane direc-
tion beingM ! z. The minus sign on y is imposed so that both (L,M,
N) and (x, y, z) are right handed. Because the iPic3D code uses a
Gaussian (rather than SI) representation of Maxwell’s equations, we
likewise use the Gaussian form in this study. We present here for later
reference the governing Maxwell equations

�r2/ ¼ r � E ¼ 4pq Poisson½ �; (1)

r� B ¼ 1
c
@E
@t
þ 4p

c
J Ampere½ �; (2)

and

r� E ¼ � 1
c
@B
@t

Faraday½ �: (3)

In the simulation, distance is normalized to the ion inertial length
di0 ¼ c=xpi0 and time is normalized to the inverse plasma frequency
x�1pi0 , where xpi0 ¼ ð4pn0e2=miÞ1=2. Here, n0 is the nominal density.
It immediately follows that velocities are normalized to the speed of
light c. The implicit iPic3D algorithm remains numerically stable even
when the time step Dt and grid spacing Dx is unable to resolve waves,
such as electron plasma (Langmuir) oscillations with frequencies
f > 1=Dt or wavelengths k < Dx. Within the simulation, all of the rel-
evant quantities are dimensionless (designated by a tilde here) and
relate to their physical counterparts for quantity A as follows:
A ¼ ½A�0~A. Thus, square brackets with subscript zero designate the
conversion factor from code to physical units. All conversion factors
can be built up from the most fundamental ones (velocity and density)
using the aforementioned scale factors for length and time, together
with Maxwell’s equations (1)–(3).

As previously indicated v ¼ ½v�0~v with ½v�0 ¼ c. The normaliza-
tion of density is less obvious. Here, we define n ¼ ð4pn0Þ~n so that
½n�0 ¼ 4pn0. Including the factor of 4p in the definition simplifies the
analysis elsewhere. These scaling relations apply on a species-by-spe-
cies basis as well. Thus, with the current of species s defined as
Js ¼ qsnsvs, the current scales as Js ¼ 4pn0ec~Js so that ½J�0 ¼ 4pn0ec.
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Here, we use the fact that qs ¼ 6e while ~qs ¼ 61, depending on the
sign of the charge on species s. Balancing the terms in Ampère’s law
(2) together with the fact that r ¼ d�1i0

~r and @t ¼ xpi0
~@t , the con-

version factor for both E and B are ½E�0 ¼ ½B�0 ¼ ½J�0=xpi0

¼ ð4pn0mic2Þ1=2. Finally, from Poisson’s equation (1), it follows that
the conversion factor for the electrostatic potential / is
½/�0 ¼ ½E�0=di0 ¼ mic2=e. In other words, the potential energy e/ is
normalized by the rest energy of a protonmic2 ¼ 938 MeV.

An alternative way to understand the conversion factors ½E�0 and
½B�0 is to note that energy density carried by electric and magnetic fields
in Gaussian units is, respectively, E2=8p and B2=8p. Thus,
½E�20=8p ¼ ½B�

2
0=8p ¼ n0mic2=2, which (except for the final factor of 2)

is the natural unit of energy density when energy is normalized to the
proton rest-mass energy. It can also be easily shown that the dimension-
less value of the simulation magnetic field strength can be related to the
Alfv�en speed VA ¼ B=ð4pnimiÞ1=2 by ~B ¼ VA=c which also equals the
frequency ratio Xci=xpi, where Xci ¼ eB=ðmicÞ is the ion cyclotron fre-
quency. In all of the preceding discussion, the scaling factors can be con-
verted to SI units by making the substitution 4p! ��10 ¼ c2l0.

While the above normalizations allow the simulations to be eval-
uated in terms of physical units (e.g., B in Gauss), in the interpretation
of our results, we use an alternative normalization scheme that allows
for a simpler comparison between runs with different initial parame-
ters. As will be argued in Sec. IIIA, the aspects of the evolution that we
are focusing on remain quantitatively comparable when the initial
bi ¼ Pi=PB is held constant, where Pi ¼ nikBTi and PB ¼ B2=8p are,
respectively, the ion thermal pressure and the magnetic pressure,
and kB is the Boltzmann constant. An equivalent definition is
bi ¼ ðvth;i=VAÞ2, where vth;i ¼ ð2kBTi=miÞ1=2 is the ion thermal
velocity and VA ¼ B=ð4pn0miÞ1=2 is the Alfv�en speed. In the simula-
tions, bi is determined by the ratio of vth;i and VA, which are both
parameters that are varied from run to run. The comparison between
runs must be made at times corresponding to equal values of Xci0t
(not xpi0t), where Xci0 varies across runs in proportion to the initial
Alfv�en velocity VA0. The right side of Faraday’s law (3) scales as V2

A0
since both B and @t scale as VA0. Therefore, E must also scale as V2

A0
since r does not vary with run parameters. Since Ti0 / VA0 at con-
stant bi0, we choose a run-dependent normalization for E (Sec. IIID)
and quantities derived from E (Sec. III E) proportional to Ti0.
Specifically, we multiply the conversion factors previously discussed
by a factor Ti0=mic2. Thus, for example, ½E� ¼ ðTi0=mic2Þ½E�0.
Another conversion factor with a particularly straightforward physical
interpretation is ½/� ¼ ðTi0=mic2Þ½/�0 ¼ Ti0=e. In other words, the
parameter-independent potential energy e/ (at constant bi) is scaled
by the ion thermal energy Ti0. Other conversion factors will be dis-
cussed at the point they are employed.

B. Field decomposition: Electromagnetic
vs electrostatic

Any vector field V can be expressed as a sum of a divergence-free
and a curl-free part, with the proviso that a spatially uniform vector field
hVi can be included as part of either or both components. In this study,
we apply this decomposition primarily to the electric field E and refer to
the curl-free part as electrostatic (ES) and the divergence-free part as elec-
tromagnetic (EM). These components are alternatively referred to as irro-
tational and solenoidal (Pongkitiwanichakul et al., 2021). Thus,

Eðx; tÞ ¼ EESðx; tÞ þ EEMðx; tÞ; (4)

where

EES ¼ r r�2ðr � EÞ
� �

: (5)

The symbol r�2 is the inverse Laplacian and is easily computed
in Fourier space (which is well-defined for the periodic boundary con-
ditions employed in the simulations described here) as multiplication
by �1=k2 for k 6¼ 0. The k¼ 0 component is the arbitrary constant
field previously mentioned, which is typically set to zero. In Poisson’s
Eq. (1), r�2ðr � EÞ ¼ r�2ð4pqÞ ¼ �/, so EES ¼ �r/ obeys the
standard definition of an electrostatic field.

We will use the same ES and EM notation for other vector fields
as well, such as the current J. Of course, B has no ES component since
r � B ¼ 0. Thus, we can split and rearrange Ampère’s law (2) into
two parts

JEM ¼ �
1
4p
@EEM

@t
þ c
4p
r� B; (6a)

JES ¼ �
1
4p
@EES

@t
: (6b)

While extracting the scalar potential / from the total electric field
is straightforward, extracting the vector potential from a divergence-
free field, such as A fromr� A ¼ B, is less so. However, for 2D sim-
ulations in the x–y plane (i.e., where @z 	 0), Az can be numerically
evaluated as

AzðxÞ ¼ Azðx0Þ þ
ðx
x0

B2D � ds; (7)

where B2D is the projection of B into the x–y plane, and the integral is
along any path between the starting point x0 and x following a path
with differential element ds. Paths that are piecewise parallel to the
Cartesian directions x and y are computationally natural choices and
are used to compute the magnetic field lines (contours of constant Az)
in all of the 2D plots.

The quantity Azðx0Þ is a constant of integration that controls the
location of the contours, but not their spacing, which is proportional
to jB2Dj�1. We choose x0 to be the point ðx0; y0Þ ¼ ð0; 15Þdi0, which
is halfway (in y) between the two initial CSs, where B exhibits minimal
change over the course of the simulation. Thus, by setting Azðx0Þ ¼ 0,
independent of time, the contours of Az represent the same 2D field
lines at different times (e.g., as in Fig. 2) to a reasonable degree of
approximation.

While the decomposition of a vector field after removing any
nonzero spatial average into a curl-free (ES) and divergence-free
(EM) part is well-defined mathematically, the two components of
the electric field, EES and EEM play different physical roles in the
dynamics of island coalescence. Specifically, EES is associated with
charge separation via Poisson’s equation (1), whereas EEM is associ-
ated with time-varying magnetic fields via Faraday’s law (3). The
two components of E are then coupled via Ampère’s law (2), and its
decomposition into EM and ES parts (6a) and (6b). In Sec. III E 3
and the Discussion of Sec. IV, the interplay between these different
components is interpreted based on the results of the numerical
simulations.
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C. Simulation setup

For this study, all simulations are 2 1
2 D (also referred to as 2D3V)

and performed in a box of size Lx � Ly ¼ 50di0 � 30di0 on a grid of
dimension Nx � Ny ¼ 640� 384, where x and y are the direction of
the reversing magnetic field and the current-sheet normal, respectively.
Periodicity along x is assumed. Each simulation is initialized with a
pair of oppositely directed current sheets located at y1 ¼ Ly=4
¼ 7:5di0 and y2 ¼ 3Ly=4 ¼ 22:5di0 such that the integrated out-of-
plane current Iz vanishes, thereby allowing for periodic boundary con-
ditions in y as well. The initial profile of the reversing magnetic field
BxðyÞ takes the following form:

BxðyÞ ¼ Bx0 tanh
y � y1

d1

� �
� tanh

y � y2
d2

� �
� 1

� �
; (8)

where d1 and d2 are the respective widths of the current sheets at
y ¼ y1 and y ¼ y2. Thus, Bx ¼ �Bx0 at the periodic boundaries y¼ 0
and y ¼ Ly, while Bx ¼ þBx0 at the midline y ¼ Ly=2. Equation (8)
assumes that the distances from the center of each current sheet yj to
periodic boundaries at y¼ 0 and y ¼ Ly are large compared to the
widths dj for j¼ 1, 2. In this study, we restrict consideration to the case
where d1 ¼ 0:5di0 and d2 ¼ 0:05di0. We note that d2 is less than the
grid spacing Dy ¼ Dx ¼ 0:078di0, so the current is largely localized to
a single grid point in y. Even for the lower (thicker) sheet the distance
to the nearest boundary at y¼ 0 is 15d1 for Ly ¼ 30di0. Our focus will
be on the upper current sheet at y¼ y2, which is deliberately chosen to
be much thinner than the plasmoid-chain instability threshold
(Loureiro and Uzdensky, 2015).

As discussed in Sec. I, there are reasons why one would not find
reconnecting CSs in the solar wind as thin as d2 in our simulations; either
due to suppression of reconnection in the presence of asymmetry
together with a guide field (Swisdak et al., 2003) or disruption by plas-
moid chain formation before the CS becomes that thin (Loureiro and
Uzdensky, 2015). Nevertheless, the decision to use such a thin initial CS
was made to ensure that the simulation domain was sufficiently small
and the run times sufficiently short for computational efficiency in the
context of a parameter study, while allowing for an initial set of islands to
undergo many generations of merging—as discussed below in relation to
Fig. 2. We hypothesize a similar multigenerational sequence of island
mergers in the actual solar wind, but beginning with the tearing of a
thicker current sheet and progressing over large regions in both the L
and N directions, and evolving over longer time scales. These differences
in both spatial and temporal scale would impose prohibitive demands on
simulations that must resolve kinetic phenomena at the de scale.

There are a number of advantages to employing a simulation
domain with two oppositely directed CS of differing width, thereby
allowing for periodicity in the y direction:

(1) Periodic boundary conditions in y are less susceptible to
numerical artifacts than the conducting boundary conditions
need to simulate a single CS.

(2) Fully periodic boundary conditions permit the use of Fourier
methods for evaluating the terms in Maxwell’s equations.

(3) A spatially uniform electric field hEi that cannot be identified
uniquely with either EEM or EES (see Sec. II B) is time indepen-
dent under periodic boundary conditions. Thus, if hEi initially
vanishes, it will do so throughout the simulation run. The same
applies for hJi.

(4) The thicker initial CS with d1 ¼ 0:5di0, while also unstable to
tearing, evolves much more slowly than the thinner CS and,
therefore, interferes minimally with the thinner CS over the
duration of the simulation run.

Each current sheet is initialized as an approximate force-free
equilibrium with JkB. While rigorous force-free kinetic equilibria have
been developed (Allanson et al., 2016; Wilson et al., 2018; Neukirch
et al., 2020), we simply impose the initial current by adding a drift
velocity to a Maxwellian distribution. For our initial conditions where
B ¼ BðyÞ, with ByðyÞ ¼ 0, the orientation of B in the x–z plane can
vary its orientation, but its magnitude is independent of y. We, there-
fore, must include a y-dependent guide field BzðyÞ, where BzðyÞ
¼ ½B2

z0 þ B2
x0 � B2

xðyÞ�
1=2. Here, Bz0 is the initial guide field asymptot-

ically far from the current sheet. Since the initial state is in pressure
balance, the density at t¼ 0 is also independent of y. All of the primary
runs have Bz0 ¼ Bx0, corresponding to a typical solar-wind shear angle
of Dh ¼ 90�. Guide-field dependence is addressed in Sec. IVC.

Both electrons and ions—with artificial mass ratio mi=me

¼ 256—are modeled as isotropic Maxwellians with run-dependent
temperature Te ¼ Ti. The initial current JðyÞ ¼ cr� BðyÞ=4p is
incorporated into the initial conditions by imposing a uniform drift
parallel to B proportional to

����r� BðyÞ
BðyÞ

���� ¼ �B2
x0 � B2

xðyÞ
Bx0BzðyÞ½ �d (9)

for a current sheet of width d. Evaluating the maximum current
J ¼ 4pr� B=c at the center of each sheet yields the following expres-
sion for the electron–ion drift (assuming quasineutrality):

vi � ve
VA0

¼ Bx0

B0

� �
di0
d

� �
; (10)

where B0 ¼ ðB2
x0 þ B2

z0Þ
1=2. In our initial condition, this current is car-

ried exclusively by electrons. Under this condition, the maximum elec-
tron drift in the center of the current sheet normalized to the electron
thermal velocity is

ved0
vth;e0

¼ 6:3� 10�2
Bx0

B0

� �
d
di0

� ��1
b1=2
e : (11)

D. Model parameters

The PIC simulations employed to study the origin and evolution
of tripolar guide field perturbations observed in reconnecting solar
wind current sheets (Eriksson et al., 2014, 2015) require an appropri-
ate choice of model parameters. Two key parameters set the velocity
scales of the simulation. The first is the Alfv�en speed as a fraction of
the speed of light (VA=c) and the second is the temperature (where we
assume Te ¼ Ti for initially isotropic electrons and protons) such that
each species s has thermal velocity vth;s ¼ ð2kBTs=msÞ1=2. A recent sta-
tistical survey of solar-wind parameters at 1AU (Klein and Vech,
2019, replacing their subscript p for protons with i) gives the following
range for the Alfv�en speed: VA ¼ [23.1: 43.5: 70.8] km/s, the proton
temperature Ti ¼ [3.2: 10.7: 28.1] eV, and the electron temperature Te
¼ [8.4: 12.7: 18.8] eV, where the numbers in brackets mark the bor-
ders of the tenth percentile, the median value (bold), and the 90th
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percentile. (For clarity, we suppress the Boltzmann constant kB when
expressing temperatures in units of eV.) Accommodating these small
values with VA=c in the range of 10�5–10�4 in simulations would be
prohibitively costly. We, therefore, considered whether the ratio
vth;i=VA provides a better characterization of the plasma environment
than the thermal and Alfv�en speeds taken individually. This conjecture
is equivalent to having bi play a determining role in the evolution of
the current sheet since bi ¼ ðvth;i=VAÞ2. According to the table of
Klein and Vech, bi ¼ [0.37: 1.14: 3.04] (based on the parallel proton
temperature).

Since the simulation box size is specified in multiples of di0,
which depends on the plasma density, we note the range at 1AU
(Klein and Vech, 2019) to be ni ¼ ½2:52 : 5:46 : 12:7� cm�3, with the
corresponding range for the proton inertial length being di ¼ ½64:0 :
97:6 : 144� km. Based on these values, we will take as a typical value
di0 ¼ 100 km for the purpose of interpreting the simulation output in
physical units. This value for di0 also implies our simulation box corre-
sponds to a physical domain of Lx � Ly 
 5000 �3000 km2.

III. NUMERICAL RESULTS
A. Parameter study

Before further considering the details of tripolar guide-field gen-
eration in the presence of island coalescence, we first performed a
parameter study in which we varied both the Alfv�en speed and ion
thermal velocity for different values of bi ¼ ðvth;i=VAÞ2. Specifically,
the guide-field perturbation ðBzðx; yÞ � Bz0Þ=Bz0 at the end of each
run is plotted in Fig. 1 for eight parameter sets corresponding to five
different values of bi. Only the upper half of the simulation box
(15di0 � y � 30di0) associated with the initially thinner current sheet
is displayed. Except for the smallest and largest values of bi ¼ 0:0008
and bi ¼ 8, respectively, two different combinations of VA0 and Ti0

(or, equivalently, vth;i) are chosen to yield each of the three intermedi-
ate values of bi ¼ 0:08, 0.5, and 2.0. The right column for these cases,
which are aligned vertically, are for runs with higher values of both
VA0 and Ti0. All runs use a time step Dt ¼ 1:72� 10�3X�1ci . Thus, the
time step is variable in units ofx�1pi0 , which is the time unit in the simu-
lation code, since xpi0=Xci0 ¼ c=VA0, and the Alfv�en speed differs
from run to run.

Even though each run starts from the same initial particle distribu-
tions (with velocities of species s scaled in proportion to T1=2

s ), the subse-
quent evolution is essentially chaotic in that the spatial distribution of
islands at late times is unpredictable, with no discernible correlation
between runs with different parameter values. Nevertheless, our primary
diagnostic, the guide magnetic field perturbation dBz ¼ ðBz � Bz0Þ=Bz0

can be compared qualitatively for the different runs.
Immediately obvious is the difference in character of dBz for runs

with bi < 1 and bi > 1. In the higher-bi regime, dBz is dominated by
small (di0-scale) structures localized in both x and y. These small struc-
tures, however, are embedded in larger elongated islands characterized
by weaker guide-field perturbations. As we are not focusing on this
regime here, we will not discuss the details of these runs except to note
that the two bi ¼ 2 runs [panels (d) and (d’)] are qualitatively much
closer to one another than to the bi ¼ 8 run [panel (e)]. The two bi
¼ 0:5 runs [panels (c) and (c’)] are again qualitative more similar to
one another than to runs with different values of bi. However, they are
closer in appearance to the runs with lower values of bi than to those
with higher values.

The low-bi runs [panels (a), (b), and (b’)] all show well-defined
islands with the largest positive (red) dBz perturbation in the center,
surrounded by narrow bands of negative (blue) dBz . As for the higher
bi values, the two runs with bi ¼ 0:08 [panels (b) and (b’)] are qualita-
tively more similar to one another than to the run with bi two orders
of magnitude smaller [panel (a)]. The differences, however, are subtle,
with the higher bi resulting in islands somewhat narrower in y.

Based on this parameter study, we infer that the value of bi plays
a much greater role in determining evolution of the system than the
particular values of VA0 and Ti0 that jointly control the value of bi

independently do. Our analysis of the origin of the tripolar dBz pertur-
bations in the sections that follow will take the run corresponding to
Fig. 1(b’) as representative of the low-bi regime. In doing so, an obvi-
ous question arises as to why analyzing this run is preferable to analyz-
ing the run corresponding to Fig. 1(b), despite the latter having both
VA0=c and Ti0 closer to actual solar-wind parameters. Because answer-
ing this question depends on relations explored in the course of our
analysis, we defer further discussion of this point until Sec. III E 1.

Using Eq. (11), the initial force-free current in the center of the
upper (narrow) current sheet for our representative low-bi run with
Bx0 ¼ B0=

ffiffiffi
2
p

and be ¼ bi ¼ 0:08 is carried by electrons with a maxi-
mum drift velocity of vde0 ¼ 3:15vth;e0. We note that the maximum
electron drift (relative to the thermal velocity) is an order of magnitude
larger for the parameters of Fig. 1(a).

B. Evolution of an initially thin current sheet

A sequence of snapshots showing the evolution of dBz in the
upper half of our nominal run is presented in Fig. 2. The upper thin
current sheet initially undergoes rapid tearing (panel a) resulting in a
string of di0-scale islands by time step 500 ðt ¼ 0:86X�1ci Þ. Since Bz0 ¼
Bx0, the initial fractional perturbation dBz at the center of the sheet
(y ¼ 22.5di0) is 2

1/2 �1 
 0.41, and is uniform in x. The maximum
dBz of � 0.6 in Fig. 2(a) represents an � 46% increase over the initial
maximum value. This increase is compensated by the regions of nega-
tive dBz on the edges of the small islands, in keeping with the fact that
@tdBz / ðr� EÞz averaged over a periodic domain in x and y must
vanish.

By Xcit ¼ 3:43 [panel (b)] at time step 2000, the number of iden-
tifiable islands is approximately a factor of two smaller due to early
island mergers. By this time, the distinctive pattern of a narrow ribbon
of negative (blue) dBz , which persists throughout the remainder of the
run, has developed. Another factor of �2 reduction in the number of
islands has occurred by time Xcit ¼ 13:72 [panel (c)] at time step
8000. The merged islands are larger in both x and y. However, the
maximum dBz in the center of the islands has increased only slightly
from the initial value of 0.41 to dBz 
 0:8. We note that this is
approximately the maximum value for the entire run.

The rate of island coalescence slows significantly beyond this
point. Nevertheless, the two relatively close times Xcit ¼ 13:72 and
17.15 [panels (c) and (d)] at time steps 8000 and 10 000 are chosen
because there are three pairs of islands undergoing coalescence during
this interval. Specifically, the pair of islands between x � 30di0 and
40di0 [panel (c)], which have already begun to merge, have mostly
completed the merging process at the later time [panel (d)].
Meanwhile, two sets of islands comprising pairs at the earlier time
[panel (c)]—the first pair between x � 15di0 and x � 28di0, and the
second pair spanning the periodic boundary between x � 41di0 and
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x � 4di0—have not yet undergone a significant degree of coalescence.
However, by the later time [panel (d)], they are in approximately the
same early state of merging as the pair between x � 30di0 and 40di0
[panel (c)] previously referred to. These similarities will provide a basis
for comparing key diagnostics across multiple similar coalescence
events. For other diagnostics, we will focus specifically on the single
timeXit ¼ 17:15 [panel (d)] at time step 10 000.

Figures 2(d)–2(f) together with Fig. 1(b’) are each separated
sequentially by 10 000 time steps revealing occasional additional
island merging events. The islands separated by the X-line in Fig.
2(d) near x ¼ 4di0 slowly merge over the remainder of the simula-
tion. The two islands separated by the X-line near x ¼ 42di0 in Fig.
2(f) only begin to merge during the final 10 000 time steps of the
simulation. In both of these cases, the qualitative behavior of the
diagnostics discussed in detail below are similar to the merging
events previously referenced with regard to Figs. 2(c) and 2(d).
Nevertheless, we have not performed an in-depth analysis of the
later island mergers.

C. Currents associated with guide-field perturbation

According to Ampère’s law (2), in the absence of the displace-
ment current _E=4p, which is typically much smaller than the physical
current J, one can determine J directly from the magnetic field:
J 
 cr� B=4p. The electron and ion components of the current are
plotted in Fig. 3 at time Xcit ¼ 17:15 (time step 10 000). The scaling
factor for the plotted current, ½J� is defined in Sec. IIA such that the
magnitude of the current J in dimensional units equals ½J� for flow
velocities equal to the initial ion thermal velocity vth;i for the nominal
(initial) density n0.

The components of the electron and ion currents are plotted in the
local field-aligned-coordinate (FAC) basis in preference to the simula-
tion Cartesian coordinates. We define our FAC basis vectors as follows:
êk ¼ b̂ ¼B=jBj; ê?1 ¼ ðb̂ � ẑÞ=jb̂ � ẑ j; and ê?2 ¼ êk � ê?1, thereby
forming a right-handed orthonormal set of basis vectors. According to
this definition, if B helically wraps counterclockwise around an island
(as is typical for the islands in the upper current sheet), ê?1 will point
outward from the center of the island and be oriented normal to the

FIG. 1. Perturbed guide field ðBz � Bz0Þ=Bz0 at time step 40 000 (end of run) Xci t ¼ 68:60 for eight combinations of VAx0=c and Ti0 corresponding to five different values of
bi: (a) bi ¼ 0:0008; (b) and (b’) bi ¼ 0:08; (c) and (c’) bi ¼ 0:5; (d) and (d’) bi ¼ 2; and (e’) bi ¼ 8. Note that VAx0 is the Alfv�en speed based on the asymptotic reversing
magnetic field Bx0 only while bi is based on the total (reversing plus guide) magnetic field.
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projection of B into the x–y plane. We will occasionally refer to the unit
tangent vector of this in-plane projection of B as êk2D. Because certain
simulation diagnostics—especially those based on summing over par-
ticles or involving spatial derivatives—can exhibit a significant level of
noise, we sometimes employ multiple iterations of nearest-neighbor
smoothing (with a uniform 3� 3 convolution kernel) to aid in the visu-
alization. When employed, we note in the respective figure caption the
number of iterations used.

The largest contribution to the total current is Jek [panel (a)],
which is predominantly positive (red) and almost an order of
magnitude greater than Jik [panel (a’)]. The narrow regions of neg-
ative (blue) Jek on the outer edges of merged islands is associated
with the reversal of the tripolar (negative–positive–negative) guide
field perturbation dBz in Fig. 2(d). This connection was discussed
in Eriksson et al. (2015) in terms of the projection of the parallel
differential velocity into the 2D simulation plane. This projection

FIG. 3. Components of [(a)–(c)] electron and [(a’)–(c’)] ion current in field-aligned coordinates at Xci t ¼ 17:15 (time step 10 000). [(a) and (a’)] Jðe;iÞk; [(b) and (b’)] Jðe;iÞ?1;
and [(c) and (c’)] Jðe;iÞ?2. Normalization factor ½J� ¼ 4pn0eðTi0=miÞ1=2. Four iterations of nearest-neighbor smoothing have been applied.

FIG. 2. Perturbed guided field ðBz � Bz0Þ=Bz0 at time step (a) 500, (b) 2000, (c) 8000, (d) 10 000, (e) 20 000, and (f) 30 000 for the same run as Fig. 1(b’), which shows the
same quantity at time step 40 000.
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suppresses the strongest parallel currents near the centers of
islands where B is almost normal to the simulation plane.

The two components of the perpendicular electron and ion cur-
rents are also typically smaller in magnitude than Jek and, furthermore,
are roughly equal to one another but of opposite sign. Thus, the elec-
trons and ions have comparable perpendicular velocities indicative of
both species being approximately frozen in. The alternating red–blue
pattern in Ji?1 can be understood in terms of the in-plane perpendicu-
lar flow pattern. From the definition of the basis vector ê?1; Ji?1 < 0
(blue) corresponds to flows within the simulation x–y plane directed
inward toward the initial current sheet or, once active X-lines have
formed, as exhaust outflow directed toward the centers of islands.
Thus, the blue regions of Ji?1 correspond to the inflow above and
below the active X-lines and outflow into the reconnection exhausts.
The red regions, therefore, correspond to the outward bulging of the
coalescing islands. The colors are reversed for Je?1 due to the opposite
charge of the electron (i.e., the velocities are comparable). The direc-
tion of basis vector ê?2 is harder to visualize as it points in a direction
oblique to the simulation plane and is a linear combination of êz and
b̂2D, which is the unit vector in the direction of B2D. The approximate
quadrupolar structure of Js?2 associated with pairs of merging islands
is similar to the behavior of other diagnostics discussed later. We will,
therefore, defer for now further discussion of this component of the
current.

While Jek is the largest component of the total current, it does not
immediately follow that it is the dominant contributor to the tripolar
dBz via Ampère’s law. To quantify the relation between dBz and the
different contributions to J, we use the procedure described in Sec. II B
to invert the EM part of Ampère’s law (6a) after first extracting the
EM part of the components of J using Eq. (5) with E replaced by J.
Figure 4 shows how the different components of J contribute to dBz

using the analog of Eq. (7) following the substitutions Az ! Bz and
B! J. This substitution is based on the EM part of Ampère’s law (6a)
with the displacement current neglected.

The perturbed guide field dBz along the two vertical dashed lines
in Fig. 2(d) are plotted as the thick black curves in panels (a) and (a’)

of Fig. 4 at x=di0 ¼ 20.0 and 35.0, respectively. The other curves are
the reconstructed contributions to dBz for the components of total
current J as color coded by the annotations in panel (a). In both cuts,
the dark blue curve due to Jek alone closely follows the shape of the
total dBz , especially near the outer minima that are the characteristic
feature of the overall tripolar structure. However, there is a small but
significant overshoot in the vicinity of the central maximum. The
green curve due to Jik is small throughout and cannot account for the
overshoot in Jek. The thin gold and light blue curves due to Je? and Ji?
taken in isolation each have a bipolar form of significant amplitude,
but are roughly equal and opposite in sign to one another, consistent
with the appearance of Fig. 3 [panels (b) and (c) vs (b’) and (c’)].
This near cancelation is evident in the contribution from the sum
J? ¼ Je? þ Ji? plotted as the red curve. This residual contribution
from the total perpendicular current, nevertheless, is sufficient to
almost completely account for the overshoot in the Jek contribution.
Finally, the dashed pink curve, which is the result of reconstructing
dBz from the total current J, follows very closely the black dBz curve.
The small deviations can be attributed to the contribution of the dis-
placement current @E=@t in Ampère’s law. This deviation will be dis-
cussed later in Sec. IIID.

One clear difference between the two cuts plotted, respectively, in
Figs. 4(a) and 4(a’) is the opposite polarities of the bipolar contribu-
tions of Je? and Ji? to dBz . We attribute this difference to the fact that
while both cuts pass near the center of pairs of merging islands, the cut
at x=di0 ¼ 20 transects the island on the left side while the cut at
x=di0 ¼ 35 transects the island on the right side of the respective
merging pair. Indeed, cuts through panels (c) and (c’) of Fig. 3 show
similar reversals in polarity in J?2 (although not in J?1).

Figures 4(b) and 4(b’) plot the parallel electron current Jek (black)
along the same two vertical cuts at x ¼ 20di0 and x ¼ 35di0 along
with the decomposition into ES (blue) and EM (green) parts in accor-
dance with Eqs. (6a) and (6b). These are cuts through Fig. 3(a), but
without any nearest-neighbor smoothing. The current Jek in panels (b)
and (b’) are related to the dark blue curves in panels (a) and (a’)
through the integral Eq. (7) with Az and B2D replaced by Bz and

FIG. 4. [(a) and (a’)] Thick black curves are cuts through guide-field perturbation dBz at time Xci t ¼ 17:15 [Fig. 2(d)] at (a) x ¼ 20di0 and (a’) x ¼ 35di0. Other curves indicate
contribution to dBz from different components of the current via Ampère’s law (2) as indicated in panel (a). The same color coding is used in panel (a’). [(b) and (b’)] Cuts for
same values of x of parallel electron current Jek (black) and decomposition into curl-free (ES) and divergence-free (EM) parts (blue and green, respectively).
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Je k EM;2D, which is the projection of Je k EM into the x–y plane. [Recall
that the right side of Eq. (7) must be divergence free.] Despite the
highly structured character of Jek, the resulting contribution to dBz is
quite smooth. (Note that we use vector notation Jek instead of scalar
notation Jek to emphasize that the parallel direction varies throughout
the x–y plane.)

It is evident from Figs. 4(b) and 4(b’) that Je;kES is much smaller
than the dominant EM component. This ordering holds for the total
parallel current Jk ¼ Jek þ Jik as well as for the total perpendicular
current J?, although not for Je? and Ji? separately, as they are essen-
tially equal and opposite to one another. The relative insignificance of
the curl-free (i.e., ES) current is a point that will be considered further
in Sec. IIID.

While Ampère’s law without displacement current describes to a
high degree of accuracy the relation between J and B, the role of the
electric field E is critical to the evolution of J since only electric fields
can do work on the particles. Therefore, we turn now to the structure
of the electric field.

D. Electromagnetic and electrostatic components
of the electric field

Just as the current J and its components were split into curl-free
(ES) and divergence-free (EM) parts in Sec. IIIC, we likewise contrast
the ES and EM components of the electric field E here. Figure 5 plots
the decomposition of the in-plane components Ex and Ey into ES and
EM parts. Because @Ez=@z ¼ 0 in a 2D simulation in the x–y plane,
Ez;ES is identically zero.

Unlike the current, for which the EM part is much larger than
the ES part, the electric field exhibits the opposite ordering, although
not to as extreme a degree. Here, Ex and Ey in panels (a) and (a’) are

qualitatively indistinguishable from Ex;ES and Ey;ES in panels (b) and
(b’), while Ex;EM and Ey;EM in panels (c) and (c’) are at least a factor of
�5 smaller in magnitude and exhibit spatial characteristics distinctly
different from those of the total Ex and Ey in panels (a) and (a’). The
EM part, nevertheless, plays a critical role in the development of the
tripolar dBz guide-field perturbation because the temporal evolution
of B is governed by Faraday’s law (3), in whichr� E effectively filters
out the ES part of E leaving only EEM to contribute. For example,
@Ex;EM=@y in Fig. 5(c) will contribute to @Bz=@t in the regions above
and below merging islands [e.g., along the cuts x ¼ 20di0 and x ¼
35di0 in Fig. 2(d)].

The balance between the ES and EM part of Ek is different from
that just discussed for Ex and Ey, as seen in Fig. 6. Instead of the order-
ing jEx;EMj < jEx;ESj 
 jExj (and likewise for Ey, where the absolute
value here indicates the range of magnitudes), Ek obeys the ordering
jEkj < jEk;ESj 
 jEk;EM j. In other words, Ek;EM 
 �Ek;ES as evident in
a comparison of panels (a) and (b) of Fig. 6. For nominal solar wind
conditions at 1AU (Ti0 � 10 eV and di0 � 100 km), E=½E� ¼ 1 corre-
sponds to an electric field E � 0:1 mV/m, which is comparable to
measured E-fields such as DEN ¼ 0:22 mV/m in Eriksson et al.
(2014).

The out-of-plane electric field Ez (not shown) is very similar in
appearance and magnitude to Ek;EM . However, in a 2D simulation in
the x–y plane, Ez;ES 	 0 so that Ez is purely EM. Therefore, Ek;EM can
be viewed as a proxy for Ez, which is often referred to as the reconnec-
tion electric field since when positive it “drives” (via E� Bmotion) the
plasma and the frozen in field lines toward the X-line along y (inflow)
and away from the X-line along x (exhaust outflow). This interpreta-
tion accounts for the similarity between Ek;EM in Fig. 6(b) and the in-
plane perpendicular ion current Ji?1 in Fig. 3(b’)—except for the sign
difference due to the definition of ê?1.

FIG. 5. In-plane components of the electric field at time Xci t ¼ 17:15 (time step 10 000) and their decomposition into ES (curl-free) and EM (divergence-free) parts. [(a) and
(a’)] x and y components of total electric field; [(b) and (b’)] corresponding ES parts; and [(c) and (c’)] corresponding EM parts. The conversion factor from code to physical
units is ½E� ¼ ½/�=di0 ¼ Ti0=ðedi0Þ. All images were subject to four iterations of nearest-neighbor smoothing.
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The near cancelation of the EM and ES parts of Ek is understand-
able given the fact that a highly conducting plasma cannot easily sup-
port an electric field parallel to B due to the high mobility of electrons
along magnetic field lines. However, how this balance is maintained is
not trivial—in part because the magnetic field lines are curvilinear
(e.g., helical). If a substantial Ek were to develop, electrons moving
along field lines faster than the ions would result in charge separation,
thereby modifying EES. At the same time, the currents that a residual
Ek would drive can temporarily cause an imbalance between
ðr� BÞk and 4pJk, thereby modifying EEM via the displacement cur-
rent in Ampère’s law. Figure 6(d) plots the divergence-free (EM) part of
the instantaneous parallel displacement current _Ek;EM ¼ cðr� BÞk
�4pJk (the ES part is negligible). The values are several orders of mag-
nitude larger than _Ek;EM found by taking finite differences in the time
domain and dividing by the output interval. This discrepancy suggests
that _Ek;EM determined from Ampère’s law is associated with high-
frequency fluctuations. These fluctuations appear to be associated with
the structure of Jek in Figs. 4(b) and 4(b’). Given the alignment of _Ek;EM
in Fig. 6(d) with the in-plane magnetic field contours, it is reasonable to
conclude that these fluctuations are not statistical in nature (i.e., a result
of particle noise).

E. Quantities derived from the electric field

The curl-free and divergence-free parts of the electric field, EES

and EEM provide information about different aspects of island coales-
cence. While EES is associated with the charge separation q and elec-
trostatic potential / via Poisson’s Eq. (1), EEM is associated with the
evolution of the magnetic fields via Faraday’s law Eq. (3). This latter
dependence appears to play an important role in the origin of the tri-
polar guide-field perturbations dBz at the heart of this study. These
quantities inferred from the decomposition of E are plotted in Fig. 7 at
two different times, Xcit ¼ 13:72 (time step 8000) and Xcit ¼ 17:15
(time step 10 000), to illustrate common features associated with ear-
lier and later phases of the merging of pairs of islands.

The different stages of island coalescence are most easily seen for
the two times being considered in Figs. 2(c) and 2(d). At the earlier
time (Xcit ¼ 13:72), the pair of islands on opposite sides of x 
 33di0

are starting to coalesce whereas the pairs of islands on opposite sides of
x 
 22di0 and x 
 46di0, while approaching one another, are still sepa-
rated by a gap. (We will refer to this as the central pair and outer pairs.)
At the later time (Xcit ¼ 17:15), the islands constituting the central
pair have now largely merged, although two distinct maxima of dBz are
still evident. At this later time, the two outer pairs are at approximately
the same stage of merging as the central pair was at the earlier time.

While the pairs of merging islands meet at X-lines, these can be
thought of as regions of anti-reconnection where field lines oppositely
directed in y reconnect to form lines oppositely directed in x; with the
normal directions of inflow and outflow also reversed (i.e., inflow
is along x and outflow along y). We contrast this situation with the
active X-lines near x 
 29di0 and x 
 40di0. To provide further con-
text for the details of island merging and the contrast with reconnec-
tion at active X-lines, the fractional electron density perturbation
ðne � n0Þ= n0 is plotted for the two times under consideration in
Figs. 7(a) and 7(a’). Since the plasma is quasineutral, the correspond-
ing ion density perturbations are virtually indistinguishable from those
of the electrons. The active X-lines are characterized by significant
negative (blue) density perturbations forming channels along the
upper-left and lower-right separatrix branches. Weaker positive (red)
perturbations can be observed along the opposite two separatrix
branches. This asymmetry is typical of reconnection in the presence of
a significant guide field (Ricci et al., 2004; Eriksson et al., 2015). By
contrast, the merging islands are dominated by large positive perturba-
tions associated with the centers of the previously separated islands
now in the process of coalescence. Negative perturbations are
also observed along the upper-right and lower-left anti-reconnection
separatrix branches—especially during the early merger phases near
x 
 33di0 in Fig. 7(a) and near x 
 22di0 and x 
 46di0 in Fig. 7(a’).
These features of the electron (and ion) density are reflected in features
of the much smaller charge separation, as determined from r � E, as
discussed next.

1. Electrostatic signatures

Taking the divergence of the electric fieldr � E ¼ r � EES reveals
the charge separation ni � ne ¼ q=e ¼ ðr � EÞ=4pe, which is shown

FIG. 6. Parallel electric field and its time derivative (a) ES part Ek;ESðx; yÞ; (b) EM part Ek;EMðx; yÞ; (c) total Ek; and (d) time derivative of EM part from Ampère’s law (2). All
images subject to four iterations of nearest-neighbor smoothing.
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for the two chosen times in Figs. 7(b) and 7(b’). The scale factor
½n� ¼ n0ðTi0=mic2Þ allows for an approximate scaling for different
combinations of VA0 and Ti0 that yield the same value for bi as dis-
cussed in Sec. IIIA. In the simulation, we are focusing on the parame-
ters of Fig. 1(b’), Ti0 ¼ 7200 eV so that Ti0=mic2 ¼ 7:7� 10�6

corresponding to a maximum density imbalance of ðni � neÞ=n0

 1:5� 10�4. Thus, the conditions for quasineutrality are very well
satisfied. For realistic solar wind temperatures of Ti � 10 eV, the den-
sity imbalance would be almost three orders of magnitude smaller. In
fact, even with Ti ¼ 72 eV, as for Fig. 1(b), the smallness of the density
imbalance results in much less reliable electric field diagnostics. This is
a primary reason for choosing the run for Fig. 1(b’) rather than the
one for Fig. 1(b) as the focus of this study.

Before discussing the charge imbalance in pairs of merging
islands, it can be seen in Figs. 7(b) and 7(b’) that the signature near the
active X-lines mirrors the behavior of the electron density perturbation
[panels (a) and (a’)], but with the sign reversed. Thus, the channels of

depressed density (both electrons and ions) is associated with a small
excess of positive charge. Since these channels are aligned with the in-
plane projection of B, the positive charge imbalance in the center of
the channel can be attributed to electrons being more highly magne-
tized with a small gyroradius suppressing transport perpendicular but
not parallel to B. While this inverse correlation between ni � ne and
ne � n0 is roughly valid throughout, there are clear deviations—espe-
cially within pairs of merging islands where the charge separation is
more highly structured.

The structure of the charge imbalance in the vicinity of pairs of
merging islands correlates with the stage of the coalescence, as can be
seen by comparing Figs. 7(b) near x 
 33di0 and 7(b’) near x 
 22di0
and x 
 46di0. In all three cases, the positively charged region is char-
acterized by a sigmoid shaped ribbon separating two larger negative
regions. At the later time of panel (b’), the merger near x 
 33di0 has
progressed and the red ribbon has become more vertical while the
blue regions of negative charge imbalance have become more focused

FIG. 7. Quantities related to EES and EEM at two times associated with different stages of island merging. [(a) and (a’)] Electron density perturbation ðne � n0Þ=n0; [(b) and
(b’)] density imbalance ðni � neÞ ¼ r � E=4pe; [(c) and (c’)] electrostatic potential / ¼ �r�2ðr � EÞ; [(d) and (d’)] _Bz ¼ cðr � EÞz ; and [(e) and (e’)] _Bz under the
approximation EEM ¼ �EES;k so that the EM and ES parts of Ek largely cancel one another (see discussion in text). The electric field scale factors are ½n� ¼ n0ðTi0=mic2Þ
and ½ _B� ¼ Xci0Bz0. Four iterations of nearest-neighbor smoothing are used in panels [(a) and (a’)] and [(c) and (c’)], with ten iterations used in all other panels.
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and have exhibited a degree of clockwise rotation relative to the anti-
reconnection X-line. We will consider the source of this behavior later
in Appendix A2.

By inverting Poisson’s Eq. (1), the electrostatic potential / can be
extracted from the charge density q ¼ eðni � neÞ, as plotted in Figs.
7(c) and 7(c’). The pattern consisting of alternating regions of positive
and negative potential can be interpreted as having approximate quad-
rupolar symmetry about either the active X-lines or the centers of
island merging—but with opposite polarity for the two interpretations.
However, in light of the irregular behavior between the active X-line
near x 
 4di0 and the one near x 
 13di0, the latter interpretation is
the more consistent one. The similarity between the shape of four
lobes surrounding x 
 33di0 in Fig. 7(c) and those surrounding x

 22di0 and x 
 46di0 in Fig. 7(c’) further support this interpretation.
Thus, one can infer a direct connection between these quadrupolar
potential signatures of island merging and the corresponding regions
of charge imbalance in Figs. 7(b) and 7(b’). We note that this quadru-
polar potential pattern is distinct from the trapping electrostatic poten-
tials in the inflow region of single X-line reconnection (e.g., Egedal
et al., 2008; Egedal, Daughton, and Le, 2012; Haggerty et al., 2015).
These trapping potentials, identified as Uk, are computed by integrat-
ing Ek along magnetic field lines. As noted by Egedal et al. (2008), Uk
can differ significantly from the standard potential / found by invert-
ing Eq. (1). Since the method for integrating Ek along field lines is not
well suited for cases where the field lines encircle magnetic islands,
evaluation of Uk has not been undertaken in this study.

The inferred scaling of / with Ti0 at constant bi would imply a
maximum potential of / � 650 V for realistic solar wind parameters.
There are qualitative and quantitative correlations between the gradients
of / in Fig. 7(c’) and the components Ex;ES and Ey;ES in Figs. 5(b) and
5(b’). For example, the local minimum and maximum of e/=Ti0 � 65
at ðx; yÞ � ð24; 21Þdi0 and ð24; 24Þdi0, respectively, are consistent with
an Ey;ES ¼ �@y/ � 1:25½E� in Fig. 5(b’) averaged over the vertical line
segment connecting the minimum and maximum of /.

2. Electromagnetic signatures

We now turn to the divergence-free part of the electric field:
Ex;EM and Ey;EM plotted in Figs. 5(c) and 5(c’). Although smaller in
amplitude than the corresponding curl-free (ES) components, the EM
part of E plays a critical role in the development of the tripolar guide-
field perturbation dBz because only EEM contributes to _B / r� E
via Faraday’s law (3). If we focus on the pair of merging islands near
x 
 33di0 at Xcit ¼ 13:72 in Fig. 7(d), a region of maximal _Bz > 0
(red) near the anti-reconnection X-line is surrounded by four (blue)
minima where _Bz < 0 above and below as well as to the left and right
of the central maximum. We argue that it is the vertically displaced
minima that account for the negative excursion of dBz above and
below the merging islands.

Comparing _Bz for the same merging pair at Xcit ¼ 17:15 in Fig.
7(d’) reveals an outward (vertical) displacement of both the negative
region and positive region closer to midplane at y 
 22:5di0. This out-
ward motion is consistent with the evolution of dBz between the same
two times in Figs. 2(c) and 2(d). Specifically, as the (negative followed
by positive) pulse in _Bz moves outward, dBz first decreases and then
increases as the ribbon of negative dBz also propagates outward. We
note that at the later time of Fig. 7(d’), the pattern of regions where

_Bz < 0 near the merging island pairs at x 
 22di0 and x 
 46di0
resemble the pattern at x 
 33di0 at the earlier time in panel (d).

The regions of negative _Bz displaced in x to the left and right of
the anti-reconnection X-line have a different interpretation: By com-
paring the relative location of the maxima of dBz associated with the
two merging islands near x 
 33di0 in Figs. 2(c) and 2(d), one
sees that as they move closer together, they leave behind a region of
less-positive dBz where the island centers were at the earlier time;
hence, _Bz < 0 at those locations.

While we have focused on specific island coalescence events
between Xcit ¼ 13:72 and Xcit ¼ 17:15 in Fig. 7, these events follow
upon previous generations of island coalescence, as seen in Fig. 2.
Evidence of a negative dBz perturbation outside the separatrix layers
appears as early as panel (b) at Xcit ¼ 3:43. Thus, the proposed mech-
anism for driving these perturbations based on panels (d), (e), (d’),
and (e’) of Fig. 7 can be thought of as a pump that adds to the cumula-
tive negative dBz signature that includes contributions from earlier
coalescence events. However, the subsequent evolution of regions of
negative dBz as it expands along field lines outside the separatrix layers
cannot be followed via its time derivative in light of the noise level evi-
dent in Figs. 7(d) and 7(d’).

3. Relation between electrostatic and electromagnetic
fields

The analysis presented in Sec. III E 2 identified the source, via
Faraday’s law (3), of the reversal in dBz resulting in the characteristic
tripolar character associated with merging islands. However, the
description was merely descriptive and did not provide an explanation
as to why Ex;EM and Ey;EM have the structure seen in Figs. 5(c) and
5(c’), which results in _Bz having the structure seen in Figs. 7(d) and
7(d’). We now present evidence for the origin of the observed behavior
of EEM , although a discussion of the underlying mechanism is deferred
until Sec. IVB.

It was shown in Fig. 5 that in the simulation (x–y) plane, the
amplitude of EES is significantly larger than that of EEM . However,
along the direction parallel to the local magnetic field, Ek;ES and Ek;EM
are approximately equal but opposite to one another, as seen in Fig. 6.
We note that this difference between the in-plane and parallel decom-
position of E into EES þ EEM is not simply due to the orientation of B
relative to the x–y plane, but is also related to the fact that in a 2D sim-
ulation Ez;ES ¼ 0, which implies Ez;EM ¼ Ez .

As previously mentioned, the approximate vanishing of Ek is a
consequence of the ease with which electrons can move parallel to B.
Here, we make the Ansatz that any parallel electron flow induced by a
residual Ek will induce a change to EEM so as to counter that residual
parallel field. Consequently, we hypothesize that Ek;EM 
 �Ek;ES,
where Ek;ES is due to the in-plane charge separation plotted in Figs.
7(b) and 7(b’). To test this hypothesis, we computed _Bz from
Faraday’s law (3) under the approximation E 	 �Ek;ES. The result is
plotted in Figs. 7(e) and 7(e’) for the two times being considered. The
agreement with the actual _Bz in panels (d) and (d’) is quite good
except in the vicinity of the midplane y 
 22:5di0. This disagreement,
which also fails to account for the out-of-plane electric field driving
reconnection near active X-lines, is presumably due to the fact that
computing r� Ek;ES requires projection from the direction b̂ back
into the x–y plane, which is ill conditioned near the midplane where b̂
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is nearly orthogonal to the x–y plane. These differences, however, are
not relevant to the formation of the tripolar dBz characteristic of island
merging. According to our Ansatz, the origin of the tripolar dBz

can, therefore, be traced back to the charge separation proportional to
r � E in Figs. 7(b) and 7(b’), which is responsible for EES in Figs. 5(b)
and 5(b’). It should be emphasized that �Ek;ES is not divergence free,
but does contain a significant divergence-free (i.e., EM) part. It is this
EM part that produces the approximation to _Bz in Figs. 7(e) and 7(e’).
These issues are discussed further in Sec. IV.

IV. DISCUSSION

The preceding analysis of the simulations undertaken provide
empirical evidence for an electrostatic field due to charge separation
playing a key role in the generation of a tripolar guide-field perturba-
tion dBz characteristic of reconnection in a thin current sheet follow-
ing the merging of island pairs. Specifically, it is argued that if an
electromagnetic field develops that approximately cancels the projec-
tion of EES along B, then the curl of that field generates a temporal var-
iation _Bz in the out-of-plane magnetic field in the direction opposite
to the prevailing guide field. This interpretation requires that the fol-
lowing two questions be addressed: (1) How do the dynamics of
islands merging result in the pattern of charge separation observed in
the simulations? and (2) How does the resulting ES field lead to an
approximate equal and opposite EM response? We consider these two
questions in turn next, followed by a brief examination of how the pro-
cess of island coalescence varies as a function of the initial guide-field
ratio.

A. Dynamics of island coalescence

If we use the guide-field perturbation dBz as an indicator of how
islands merge, the progression in Fig. 2 suggests that regions of high
dBz develop in the interior of islands as they approach one-another
and transition fairly smoothly from multiple maxima to a single maxi-
mum inside a new larger island. For example, the two pairs of maxima
near the vertical dashed lines in Fig. 2(d) have each merged into a
unimodal dBz maximum by the time of Fig. 2(e). Other diagnostics,
such as the charge separation in Figs. 7(b) and 7(b’) are more struc-
tured, with both positive and negative perturbations in the vicinity of
the merging islands.

We emphasize the charge separation here because of the impor-
tant role played by EES as summarized below in Sec. IVB. However,
the structure of the electron density in Figs. 7(a) and 7(a’) is qualita-
tively similar to the structure of the charge separation / r � E in Figs.
7(b) and 7(b’), but of opposite sign. Since the plasma is quasineutral
with ni � ne � ni � ne, plots of the ion density are virtually indistin-
guishable from plots of the electron density. Nevertheless, the small
difference between them is essential for the existence of EES. The max-
ima of ne are particularly large, for example, in the region 30di0 � x
� 40di0 in Fig. 7(a’). These maxima are suggestive of compression or
focusing of the electrons (and, therefore, the ions as well) in the cores
of the two islands undergoing coalescence. The fact that these density
maxima are associated with minima in the charge density [panel (b’)]
indicates that the electrons are slightly more focused than the ions.
This relation is consistent with the electrons being more strongly tied
to the field lines, which point primarily in the ẑ direction near the
maxima, than the ions with their larger gyroradius.

We present in Appendix A an illustrative example of how the
evolution of the magnetic field and the electron flow differ by follow-
ing, respectively, the evolution of magnetic field lines, which remain
parallel to the instantaneous value of B and the evolution of electron
flow lines, which, under several simplifying assumptions, are parallel
to the instantaneous electron fluid velocity. Specifically, it is assumed
that the electron velocity perpendicular to B is dominated by the
E� B drift velocity, which has been confirmed via direct comparison
for the spatial region and time range under consideration. A second,
more approximate assumption is that a single average value for the elec-
tron flow velocity parallel to B is used without accounting for spatial
and temporal variations. Despite these approximations, the resulting
field and flow lines correspond well with the actual evolution of dBz and
the charge separation (proportional tor � E), as depicted in Figs. 9 and
10, respectively. Nevertheless, we present the results in Appendix A as a
plausible explanation for the difference observed in the simulations
pending a more rigorous derivation,

In Sec. IVB, we connect these and previous findings to construct a
model by which the concentration of electron charge in localized spatial
regions associated with merging islands contributes to the development
of the tripolar dBz signature observed in the simulations—and charac-
teristic of in situ observations in the solar wind.

B. Physical interpretation of tripolar dBz generation
mechanism

Interpreting the origin of the tripolar dBz perturbation based on
the 2D simulations presented here relies heavily on the splitting of vec-
tor fields into curl-free (ES) and divergence-free (EM) parts. While B
is, by definition, always divergence free, both E and J (the other vectors
participating in Maxwell’s equations) can, in general, contain both ES
and EM parts. The relations between these parts are expressed in Eqs.
(6a) and (6b). Furthermore, Eq. (5) describes how EES is derived from
r � E, which, as discussed in Appendix A2 appears to be related to
behavior of electron flow lines.

Despite the fact that JES is associated with @EES=@t via (6b) and
JEM is associated with @EEM=@t via (6a), the balance between the EM
and ES parts of J and E is quite different. As seen in Fig. 5, the in-
plane x and y components of E are predominantly ES, with EEM mak-
ing a relatively small contribution. Of course, in a 2D simulation
the out-of-plane Ez is entirely EM in nature, but still has a smaller
maximum amplitude than the in-plane EES. By contrast, J consists
almost entirely of JEM , as seen in Figs. 4(b) and 4(b’) for the decompo-
sition of Je;k.

Because Eq. (6a) also depends on r� B, a more appropriate
comparison would be to compare the EM and ES parts of @E=@t. The
EM part, which is plotted in Fig. 6(d), is highly structured—a point we
will return to shortly. However, the ES part (not plotted) is indistin-
guishable from the contribution of discrete particle noise. Thus, unlike
E itself, its time derivative is predominantly EM rather than ES. We
note that the smallness of @EES=@t determined from JES is consistent
with estimating its magnitude through evaluating finite differences of
EES in the time domain.

While EES is the dominant component of E in the x–y plane, the
parallel component of E is small due to near cancelation of the Ek;ES
and Ek;EM [see Figs. 6(a)–6(c)]. As discussed in Sec. IIID, this near
cancelation is a consequence of the fact that a residual total Ek can
effectively drive parallel electron currents that in turn modify E via
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Ampère’s law. One can, nevertheless, ask whether EES is adjusting to
cancel EEM or vice versa; or, perhaps both parts are simultaneously
adjusting to cancel one another. The dominance of Jk;EM over Jk;ES in
Figs. 4(b) and 4(b’) suggests that the interpretation whereby EEM

adjust to cancel EES is more consistent with the simulations.
The above interpretation is further bolstered by the favorable

comparison of Figs. 7(e) and 7(e’) with Figs. 7(d) and 7(d’) using the
Ansatz EEM ¼ �Ek;ESb̂. This comparison implies that when comput-
ing @B=@t from Faraday’s law (3), replacing EEM in its entirety with
�Ek;ESb̂ is a good approximation—especially away from the centers of
the islands where the negative parts of the tripolar dBz signature are
observed. This comparison also highlights the fact that it is only the
subdominant EM part of E that contributes to the temporal evolution
of B through Faraday’s law becauser� E selects only the EM part of
E while filtering out the (generally larger) ES part.

Piecing together the multiple diagnostics considered in this study,
a source mechanism for the generation of the commonly observed tri-
polar dBz signature along the exterior of merging islands can be built.
The primary process is involved with the dynamical evolution of the
island mergers. Specifically, the focusing of regions of negative charge
density, as suggested by the flow-line tracing in Appendix A2, serves
as a source for the global ES field structure. The twisting of the flow-
line centers associated with pairs of merging islands results in the
chain of roughly quadrupolar electrostatic potentials of Figs. 7(c) and
7(c’). The magnitude of these potential maxima and minima are sev-
eral times the ion thermal energy density, although separated by many
ion inertial lengths. If the projection of EES in the b̂ direction were not
largely canceled by an oppositely directed parallel projection of EEM ,
the parallel current driven by that residual Ek field would in turn pro-
duce the requisite oppositely directed Ek;EM via the EM part of
Ampère’s law (6a). Finally, the resulting EEM drives a negative outward
propagating perturbation to Bz via Faraday’s law (3), which may be
suppressed for higher values of bi.

The preceding overview of the tripolar dBz generation mecha-
nism leaves out many important details. Most notably, the way in
which parallel currents evolve so as to generate Ek;EM approximately
equal and opposite to Ek;ES in Figs. 6(a) and 6(b) needs to be better
understood. As previously mentioned, there is significant spatial struc-
ture in both Jk;EM [Figs. 4(b) and 4(b’)], and in @Ek;EM=@t [Fig. 6(d)].
This spatial structure is suggestive of a wave-like process being
involved. We leave the resolution of this issue as a topic for future
investigation.

C. Guide-field dependence

The model for the origin of tripolar guide field perturbations
developed in this study have been based on simulations initialized
with an initial asymptotic guide-field ratio Bz0=Bx0 ¼ 1:0, which cor-
responds to a shear angle Dh ¼ 90� across the current sheet. While
these values are typical for CSs in the solar wind at 1AU, observations
of reconnecting current sheets (Gosling, 2012; Eriksson et al., 2022)
support a range of shear angles Dh spanning most of the range between
Dh � 180� for near antiparallel reconnection with Bz0 � Bx0, and
Dh � 0� for guide-field dominant reconnection with Bz0 � Bx0. Figure
8 compares the guide-field perturbation dBz and the charge separation
r � E=4p for guide-field ratios of Bz0=Bx0 ¼ 0.1, 0.5, 1.0, and 2.0, corre-
sponding to shear angles of Dh ¼ 2 cot�1ðBz0=Bx0Þ ¼ 168.6�, 126.9�,
90.0�, and 53.1�.

The simulation runs are all initialized with the same value of Bx0

so that the magnitude of B0 scales as ðB2
x0 þ B2

z0Þ
1=2 ¼ Bx0=

sinðDh=2Þ. The guide-field perturbation dBz in the left column will be
considered first. When comparing runs with different values of Bz0,
there is no unambiguous way to choose comparable times. In Figs.
8(a)–8(d), comparable times Xcit 
 20 are shown, where Xci is based
on the run-dependent value of jB0j. These times are labeled in green
in the figure. For the largest guide field Bz0 ¼ 2:0Bx0, the coalescence
process has not advanced as far at this time. Therefore, in Fig. 8(e), we
consider a later time when Xcixt using the ion cyclotron frequency
based on Bx0 alone (labeled in red) is the same as for the Bz0 ¼ Bx0

case in Fig. 8(c). For the stronger guide-field runs, Xcixt appears to be
a better indicator for comparable stages of evolution. The similarity of
the locations of the islands in the runs with different Bz0 is not coinci-
dental since the particle distributions in all of the runs are seeded with
the same set of random numbers. Only the initial electron drift veloc-
ity from Eq. (11) differs from run to run.

The intensity scale for each panel of Figs. 8(a)–8(e) is normalized
to the value of Bz0 the particular run. Therefore, the plotted value of
dBz is the relative rather than the absolute guide field perturbation.
The range of the (symmetric) intensity scale is determined by the max-
imum positive dBz in the centers of the islands. The regions of nega-
tive (blue) perturbation in panel (a) with Bz0 ¼ 0:1Bx0 are very small,
both as relative and absolute quantities. Thus, there is at most a very
weak tripolar signature for this large shear angle (Dh 
 170�) run.
Increasing Bz0 to 0:5Bx0 in panel (b) results in a significant increase in
the relative dBz < 0 guide-field perturbation, and therefore, an even
larger increase in the corresponding absolute perturbation. This trend
continues for Bz0 ¼ Bx0 (c) and Bz0 ¼ 2Bx0 (d) and (e).

In addition to the increase in amplitude of the negative dBz per-
turbations with Bz0, there is also a shift in the location of the minima.
For example, in Fig. 8(b) for Bz0 ¼ 0:5Bx0, the darkest blue regions sur-
rounding the merged islands is offset to the left of center above and to
the right of center below each large island. The corresponding offsets in
Fig. 8(a) for Bz0 ¼ 0:1Bx0 are even more pronounced, but less obvious
because of the lower amplitude of the maximum negative dBz pertur-
bations. For the runs with larger initial guide fields of Bz0=Bx0 ¼ 1.0 in
panel (c) and 2.0 in panels (d) and (e), the maximum negative dBz per-
turbations are mostly centered above and below the merged islands.

The offsets just described for weaker initial guide-field ratios is
consistent with the interpretation put forward by Eriksson et al.
(2014), which included the results of a PIC simulation with the same
value Bz0=Bx0 ¼ 0:5 as in Fig. 8(b). In that study it was argued that
the negative dBz perturbations were related to the Hall magnetic field
perturbation originating at the active X-lines between the large
post-coalescence islands. These Hall-field signatures are evident in the
negative (blue) regions extending along the upper-right and lower-left
separatrix arms relative to the active X-lines such as the one near
x ¼ 28di0 in Fig. 8(b). A similar pattern is evident in panel (a) for
Bz0=Bx0 ¼ 0:1. In fact, weak dBz enhancement (red) can be seen along
the lower-right separatrix branch extending from the active X-line
near x ¼ 12di0. This positive dBz enhancement is a vestige of the
quadrupolar Hall field associated with strictly anti-parallel reconnec-
tion with Bz0 ¼ 0 and Dh ¼ 180�, where the positive and negative
dBz perturbations are of equal magnitude along opposite pairs of sepa-
ratrix arms—positive along the upper-left and lower-right arms and
negative along the lower-left and upper-right arms.
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The fact that the offsets in the location of the negative dBz pertur-
bations in Fig. 8(b) are intermediate to those in panels (a) and (c) sug-
gest that the origin of these negative perturbations may involve a
combination of influences: the Hall magnetic field from active X-lines
together with the negative perturbation due to the island coalescence
process discussed in Sec. IVB. An examination of the diagnostics
for _Bz analogous to those in Figs. 7(d), 7(d’), 7(e), and 7(e’) but for
Bz0 ¼ 0:5Bx0 reveals some evidence of a contribution from the coales-
cence mechanism. However, given the overall weaker dBz magnitude
for this run, the noise level in the _Bz diagnostics is too large to draw a
definitive conclusion. In the opposite case of the Bz0 ¼ 2:0Bx0 of Fig.
8(e), evidence for the role of the proposed coalescence mechanism for
negative dBz perturbations is unambiguous. We, therefore, limit our
claims regarding this mechanism to the regime Bz0  Bx0, even
though we suspect that it plays a role for weaker guide-field ratios as
well. Therefore, although not considered explicitly in the present com-
parison, the mechanism associated with island coalescence should be

applicable to the case with an even stronger guide-field ratio
Bz0=Bx0 ¼ 3:9 analyzed in Eriksson et al. (2015).

To help better understand the role of the asymptotic guide-field
ratio Bz0=Bx0 or, equivalently, the shear angle Dh on the development
of negative dBz perturbations, the charge separation ðni � neÞ
¼ r � E=4pe is plotted in Figs. 8(a’)–8(e’) for the same runs and at the
same times as Figs. 8(a)–8(e). This diagnostic was chosen in light of
the role ascribed in Sec. IVB to the post-coalescence charge separation
as a driver of the negative dBz perturbations. As illustrated in
Appendixes A1 and A2 for the nominal case with Bz0 ¼ Bx0, the
structure of positive and negative regions of charge-separation are
maintained following island coalescence longer than the time required
for the magnetic field structure of two initially disjoint islands to
merge. Thus, over the 5.2 X�1ci spanned in panels (b’)–(d’) of Figs. 9
and 10, the magnetic field lines have undergone almost complete mix-
ing while the regions of strongest negative charge density remain sepa-
rated from one another.

FIG. 8. Guide field perturbation dBz [(a)–(e)] and charge separation r � E=4p [(a’)–(e’)] for different background guide fields Bz0 with initial reversing magnetic field Bx0 kept
constant. [(a) and (a’)] Bz0=Bx0 ¼ 0:1; [(b) and (b’)] Bz0=Bx0 ¼ 0:5; [(c) and (c’)] Bz0=Bx0 ¼ 1:0; and [(d) and (d’)] and [(e) and (e’)] Bz0=Bx0 ¼ 2:0. The first four rows are at
the same approximate time �20X�1ci for the ion cyclotron frequency based on the total initial asymptotic magnetic field. The final row [(e) and (e’)] is at a later time when
Xcix t, based on the ion cyclotron frequency using the initial asymptotic reversing magnetic field only is the same as for panels [(c) and (c’)].
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In Fig. 8(a’), for the weakest initial guide field Bz0 ¼ 0:1Bx0, the
charge separation shows little structure, with a largely symmetric
region of excess negative charge (blue) in the center of the merged
islands. The negatively charged regions largely mirror the maxima in
dBz in Fig. 8(a). Therefore, one should not expect island coalescence
to play a significant role in the generation of negative dBz perturba-
tions for this weak guide field.

For guide field ratios of Bz0=Bx0 ¼ 0:5 and above
[Figs. 8(b’)–8(e’)], there is greater structure in the charge separation
ðni � neÞ than in the corresponding dBz in the interior of post-
coalescence islands, with a magnitude increasing with guide-field
strength. The longevity of the charge-separation structure also
increases with the strength of the initial guide-field.

V. CONCLUSIONS

The development of a characteristic tripolar pattern in the pertur-
bation of an initial out-of-plane guide field is a robust feature of 2D
PIC simulations initialized with a thin force-free CS over a range of
initial guide fields—or, equivalently, magnetic rotation angles Dh—
and for values of the ion plasma beta bi � 1. This tripolar pattern takes
the form of a negative guide-field perturbation outside the magnetic
separatrices (e.g., blue regions in Fig. 2) together with guide-field
enhancements (red regions) in the interior of magnetic islands. Thus,
a CS in the solar wind sweeping past a satellite would exhibit temporal
negative–positive–negative BM signature for a significant fraction of
satellite positions and CS velocities.

This tripolar pattern does not develop when magnetic reconnec-
tion is limited to a single X-line, in which case the BM perturbation (Bz
in the simulations) takes the form of a quadrupolar Hall field; symmet-
ric for anti-parallel and asymmetric for guide-field reconnection.
While the tripolar guide-field perturbation could be described as a
modified Hall field, we generally avoid that terminology since the ori-
gin of these two phenomena are not necessarily the same.

The initialization of the simulations with a very thin CS results in
the rapid formation of a plasmoid chain consisting of many very small
islands. The sequential pairwise coalescence of these small islands to
form fewer but larger islands appear to play a critical role in the forma-
tion of the negative BM perturbation layers. The focus of this study has
been to develop a theoretical understanding of how these negative per-
turbations develop. This theoretical analysis was aided by expressing
the electric field in the simulation as a superposition of electromag-
netic (divergence-free) and electrostatic (curl-free) parts:
E ¼ EEM þ EES. The two components of E play different essential
roles in the evolution. EES is a manifestation of charge separation,
which persists in the interior of a post-coalescence merged island well
after the magnetic fields wrapping the two initially separated pre-
coalescence islands have become well mixed. However, only EEM can
couple to the evolving B through Faraday’s law, thereby providing a
source for the negative BM perturbation. It is the fact that the plasma
cannot easily maintain a significant Ek that forces EESk and EEMk to
adjust to one another. Analysis of the simulation output indicates that
EEM adjusts to cancel EESk, which in turn generates a negative _BM out-
side the separatrix above and below pairs of merging islands. It is this
interplay between the electrostatic and electromagnetic parts of E that
provides the heretofore missing link in causal chain linking island coa-
lescence to the development of a tripolar BM structure.

Due to the limited box size of the simulation, the islands cannot
grow beyond a width of �10di0. This width is small compared to the
widths of reconnecting CSs observed at 1AU (e.g., Eriksson et al.,
2022). This scale discrepancy is consistent with the fact that the
observed CSs have had a much longer time to evolve without the artifi-
cial constraint of a finite simulation box. It can be inferred that the
CSs observed at 1AU originated closer to the sun where bi is generally
smaller. Our focus has been on a simulation with a low bi ¼ 0:08.
Such low values, while atypical at 1AU, have been observed; but it
may also be indicative of a source region nearer the sun. Based on the
comparison of Fig. 1, similar evolution can be expected for bi as large
as 0.5, which is more typical at 1AU, but not for values of bi ¼ 2 and
larger.

Another limitation of the simulations used in this study is their
restriction to two spatial dimensions. This restriction, nevertheless,
rendered the interpretation of key diagnostics more tractable. The fact
that tripolar BM perturbations are observed in the solar wind, which is
intrinsically 3D, suggests that the restriction of the simulations to 2D
is not a fundamental limitation. Existing 3D simulations (e.g.,
Daughton et al., 2011; Markidis et al., 2013) show that interacting
magnetic islands in 2D simulations assume the form of more compli-
cated interacting flux ropes. Extending the analysis presented here into
a full 3D domain is the subject of ongoing investigation.
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APPENDIX A: ANALYSIS OF ISLAND COALESCENCE
USING VECTOR-FIELD TRACING

In this appendix, we will focus on the pair of islands that are in
the process of merging between x 
 30di0 and x 
 40di0 starting at
time Xcit ¼ 13:72 (left column of Fig. 7) through Xcit ¼ 17:15
(right column of Fig. 7 as well as Figs. 3 through 6), and continuing
for an equal time interval ending at Xcit ¼ 20:58 (not shown in pre-
vious figures). Specifically, we will use field-line and flow-line trac-
ing to help understand the differences between the behavior of dBz

and the charge separation ni � ne ¼ q=e ¼ r � E=4p.
Field-line tracing involves integrating parameterized curves

through space that remain parallel to the local B along their trajec-
tory. In 3D simulations, these curves can be quite complicated.
However, in 2D simulations, the projection of the field lines into
the x–y plane are the contours of constant Az plotted in the previous
figures showing different quantities as functions of x and y.
Therefore, field-line tracing normally provides little information
beyond what can be discerned from plots of Bz superposed on con-
tours of constant Az. In order to gain further insight into the
dynamics of merging islands, we make the following two modifica-
tions to the field-line tracing method: First, we let the coordinate in
z serve as a proxy for time through a linear relation t ¼ t0 þ z= _z for
an assumed fixed value of _z . Second, we generalize the procedure
for following field lines to instead trace a proxy for flow lines by
including a term proportional to an inferred perpendicular ðE� BÞ
drift motion added to the parallel motion.

The field/flow-line tracing is implemented using MATLAB
(2021), by following streamlines of a specified vector field. For our
purposes, these streamlines satisfy the following parametric
equation:

dr
ds
¼ b̂þa

vD
c
; (A1)

where r is the position in x–y–z space, s is the integration parame-
ter, where the unit parallel vector b̂ ¼B=jBj and the drift velocity
vD=c ¼ ðE� B=B2Þ are both evaluated (from the simulation out-
put) at time t 	 tðzÞ based on the z component of rðsÞ. There are
two parameters that need to be specified: _z from the definition of
t(z); and a, which scales the contribution of the drift velocity when
evaluating flow lines. In order for Eq. (A1) to produce lines parallel
to the electron flow, the parameter a must be chosen so that
a ¼ c=uk, where uk is an estimate of the parallel electron flow veloc-
ity. The right side of (A1) is then proportional to ukb̂þ vD. This
model makes the simplifying assumption that a single value of uk
adequately approximates the parallel electron velocity throughout
the spatial and temporal range under consideration. Assigning a
specific value to a is deferred until Appendix A 2.

Regarding the parameter _z , there is no rigorous way to assign
a unique correspondence between z and t. A seemingly more natu-
ral approach might have been to associate t with the parametric var-
iable s. However, doing so would have resulted in a confusing
graphical representation in which each slice through the field/flow
lines at fixed values of z would contain information spanning a
range of values of t. Alternatively, one might attempt to associate _z
with a natural velocity of the system (e.g., the Alfv�en speed or a typ-
ical parallel electron flow velocity). This latter choice might seem

particularly apt when considering electron flow lines in Appendix
A 2. Instead, we choose a mapping between z and t in such a way
that the field/flow lines exhibit a substantial excursion through 3D
space over a period during which both B and E change by only a
small amount. The relation between t and z we settle upon was
determined largely through trial and error, as discussed further in
Appendix A 1. Since the illustrative examples in Figs. 9 and 10 are
intended to convey qualitative rather than quantitative behavior,
the exact relation between t and z is not critical. However, we have
confirmed that the qualitative behavior is consistent over a wide
range of values for the parameter _z .

FIG. 9. Field-line tracing along curves parallel to b̂ðx; y; tÞ with Xci t ¼ 13:72
þ 0:1715z=di0 starting from nx � ny ¼ 36� 6 array of equally spaced points in
the x–y plane (at z¼ 0) in the range 30:5 � x=di0 � 37:5 and
22:0 � y=di0 � 23:0. Field lines starting at x < 33:9di0 are colored blue and
those starting at x > 33:9di0 are colored red. (a) Side view of all field lines in the
range z < 40di0; [(b)–(d)] Top view limited to the range of z values corresponding
to the time interval indicated, which correspond to 0 � z=di0 � 10; 15 � z=di0
� 25, and 30 � z=di0 � 40, respectively. [(b’)–(d’)] Plots of dBz over the same
region of th x–y plane at the midpoint of the time range spanned by the correspond-
ing field-line plot.
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1. Magnetic field-line evolution

To study the evolution of field lines during the merging of two
islands, we setup a grid of points in x and y at the initial time
Xcit ¼ 13:72 (corresponding to left column of Fig. 7) in the range
30:5 � x=di0 � 37:5 and 22:0 � y=di0 � 23:0. We identify this ini-
tial time with z¼ 0. To differentiate the field lines originating in the
two initially separate islands, we color those starting with x
< 33:9di0 as blue and those starting with x > 33:9di0 as red. The
field lines for the entire period under consideration are plotted in
Fig. 9(a), with cuts at specific times side by side with simultaneous
plots of dBz in the remaining frames.

The field lines, which satisfy Eq. (A1) with a ¼ 0 naturally extend
in z as they circulate either about the two islands—either separately or
jointly—during different states of merging. The more slowly t increases
as a function of z the more times the field lines are able to wraparound
the islands before reaching the end of the interval under consideration

(Xcit ¼ 20:58). In these illustrative examples, we chose a maximum
excursion Dz of 40di0 for the duration Dt ¼ 6:86X�1ci0 , which corre-
sponds to _z ¼ 5:83di0Xci0 ¼ 5:83VA0.

An overall sense of a transition from two separate islands near
z¼ 0 to a single merged island near z ¼ 40di0 can be appreciated
from the oblique side view in Fig. 9(a); with red and blue field lines
originally associated with the two initial islands wrapping around
each other. We emphasize that the field-line color is determined
solely by its original location in the x–y plane at z¼ 0. Thus, the
juxtaposition of red and blue lines is an indication of mixing, with
the exception of a few lines that initially wraparound the exterior of
oppositely colored islands due to imperfect assignment at z¼ 0.

A clearer picture develops when looking at three localized slices
(in both z and t) projected onto the x–y plane in Figs. 9(b)–9(d).
The first (earliest) slice (b) covers the range 0 < z=di0 < 10 before
significant merging of the two islands has occurred. This is evident
from the well-defined segregation of the red and blue field lines. It
is worth noting that if B were held at its starting value throughout
the field-line tracing, slices over any comparable interval in z would
look qualitatively the same. This reiterates the previous statement
that field lines for a fixed time in a 2D simulation, when projected
into the x–y plane, trace out contours of constant Az.

The second slice (c), covering the range 15 < z=di0 < 25,
shows the centers of the two initial islands about which the field
lines are circulating to have moved closer together, with a subset of
field lines having crossed the separatrix dividing the two islands and
are now wrapping around the partially merged pair. The final slice
(d), covering the range 30 < z=di0 < 40 shows little evidence of any
remaining centers of circulation for the two initial islands, with the
merger largely complete.

Despite the approximate nature of this method, the results
closely mirror the behavior of the actual magnetic-field structure
and seen in the corresponding plots of dBz in the respective panels
(b’)–(d’) covering the same region in the x–y plane. The darkest red
regions in panels (b’) and (c’) are associated with the centers of the
pre-merging and merging islands, respectively. Their locations
agree well with the centers about which the field lines are orbiting
in corresponding panels (b) and (c).

At the final time (d’) there is now essentially one extended
region where dBz is maximal corresponding to near completion of
the merging process. Although one cannot draw an exact associa-
tion between the figures in panel (d’) with those in panel (d), the
overall size and shape of the merged islands in the two representa-
tions are quite similar. This is to be contrasted with the behavior of
the flow lines—and the distribution of charge separations to which
they are compared—as will be discussed next in Appendix A 2.

2. Electron flow-line evolution

We display electron flow lines in a manner analogous to the
way the field lines were exhibited in Fig. 9, except for the fact that a
assumes a nonzero value. We will be focusing in this section on the
origin of the charge-separation patterns seen in Figs. 7(b) and 7(b’),
which are largest in the interior of the pairs of coalescing islands.
Therefore, when interpreting flow lines, we will use the parallel elec-
tron current plotted in Fig. 3(a) from these same regions for guid-
ance. This quantity exhibits significant spatial variability—especially
near an anti-reconnection X-line where the sign of the parallel

FIG. 10. [(a)–(d)] Similar to corresponding panels of Fig. 9 except line tracing fol-
lows trajectories of electrons consisting of motion parallel to B as well as E� B
drift, as described in the text. [(b’)–(d’)] Plots of charge separation ni � ne
¼ r � E=4pe with same normalization as in Figs. 7(b) and 7(b’).
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current Jek can reverse. However, Jek is predominantly positive in
the interior of the merging islands under consideration. For specif-
icity, we assume a typical value of Je;k=½J� � 4. Using the definition
of ½J� from the caption of Fig. 3 (as explained in Sec. II A), with Ti0

¼ 7200 eV [from Fig. 1(b’)] and a physical proton mass with
mic2 ¼ 9:38� 106 eV, a normalized parallel electron current of �4
corresponds to a parallel electron velocity ve;k=c � 0:011 (which we
round to 0.01). We note that for a positive Je;k, the parallel electron
flow velocity is negative. However, the results that follow depend
only on the magnitude of ve;k, so we have dropped the minus sign.
Given that the E� B drift velocity should be normalized to the
characteristic parallel flow velocity (also normalized to c), we use
the value a ¼ 100 in Eq. (A1).

Figures 10(a)–10(d) shows the evolution of electron flow lines
using the same layout as Figs. 9(a)–9(d) for the field lines. However, the
field-line structure was compared to the guide-field perturbation dBz

[in panels (b’)–(d’)], whereas the flow-line structure is compared to the
charge density / r � E. In order to simplify the comparison, we use
the same value for _z in both figures. While it may appear inconsistent
to choose a value for _z that is not based on the estimated parallel flow
velocity, it must be reiterated that _z does not correspond to a physical
velocity. Instead, the flow lines should be interpreted as having charac-
teristics at each value of z based on the B and E fields at the local time
t(z). In this regard, the (green) temporal values for the vertical axis in
Fig. 10(a) should take precedence over the (black) spatial values. To
reiterate, there is nothing special about the exact relation between z and
t employed in these figures. It should be noted, however, that the spatial
scale does provide a basis for visualizing the pitch of the field and flow
lines in the 3D representations.

The three temporal slices projected onto the x–y plane in Figs.
10(b)–10(d) are for the same time intervals (and, therefore, ranges
in z) as the corresponding panels in Fig. 9. The earliest slices are
similar to one another, with field/flow lines confined largely to the
island from which they originate. However, the centers about which
flow lines circle exhibit a clear offset in y (positive for the left island
and negative for the right island), which is a consequence of includ-
ing the E� B drift velocity (i.e., a 6¼ 0). We note that if both E and
B are held constant at their starting values (i.e., for Xcit ¼ 13:72),
the flow-line structure would remain approximately the same for all
three slices in z, with the same offset as in Fig. 10(b). However,
unlike for the field lines, where the z-independence of the slices (for
time-independent B and E) is a consequence of the vanishing of
r � B, the z-independence is only approximate when a 6¼ 0.

The flow lines in Figs. 10(c) and 10(d) show the centers of the
two islands maintain their identity while wrapping around one
another in a clockwise sense. This is in contrast with the field lines
in Fig. 9 [especially panel (d)], where the two islands have essen-
tially merged into one. This difference is attributable to the inclu-
sion of the E� B drift in Eq. (A1) through the parameter a.

Figures 10(b’)–10(d’) contain plots of the normalized charge
density / r � E for the same three slices in t and z as panels
(b)–(d). [See Figs. 7(b) and 7(b’) for plots showing the structure of
this diagnostic over a larger spatial region.] There is a clear corre-
spondence between the flow lines associated with the two merging
islands and the (blue) minima of r � E for all three slices. This cor-
respondence suggests a physical connection between the structure
of the flow lines and the simultaneous charge density distribution.

Since the minima of r � E are regions of excess electron density
(relative to the ions), a plausible connection with the flow-line
structure is that electrons, which exhibit motion parallel to B simul-
taneous with E� B drift motion perpendicular to B, are “focused”
into the regions where the flow lines circulate around their respec-
tive island centers.
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