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Preface

择高处立，就平处坐，向宽处行。1 2 ——左宗棠

My father often tells me this phrase. The pursuit of a PhD is a climb
towards the summit of my life, a process that is a mixture of flavours; it
is challenging, yet bland and enduring; it is aspirational, yet fragile and
unbearable. It has been an intertwining of personal struggle, life lessons,
sharing friendships, experiencing love and more, and it has allowed me
to grow and climb higher.

However, the height of the climb itself may not be the most important
thing, but more importantly what I experience in the process of climbing.
When I stand on the heights, everything returns to the ordinary, and all
I want to do is to find the next high place. I would like to thank from
the bottom of my heart everyone who has helped me, inspired me and
forgiven me during this time.

First of all, I would like to thank my supervisor Toon, who infected me
with his rigour, his approach to life, his pursuit of art and some cold
humour. He was not only inspiring in his research, but also enormously
helped me to correct my papers and thesis again and again, and always
supported me, even when I made mistakes that seem silly.

1Literally translation: Choose the high ground, sit on the level ground, and walk
towards the wide ground. – Zuo Zongtang

2Interpretation: If you stand high, you can be far-sighted; if you lower your posture,
you can eliminate disasters and distress; if you adjust your direction at the right time,
you can travel unhindered.

i



ii PREFACE

I would also like to thank my co-supervisors, Luc and Peter, for Luc’s
recognition and trust in me at the beginning to undertake the m-Sense
project, which led me to start my PhD research. I would like to thank
Peter for his enormous help, encouragement and inspiration, and for
doing everything he could to help me without letting me worry.

I am grateful to the members of the supervisory and examination
committee for carefully reading my dissertation and for the interesting
discussions. Thank Hugo, Bart, Merijn, Vincent, Dorothea, as well as
the chair Greet.

Thanks and greetings also go to former and current colleagues and
friends who have encouraged and supported me, thanks Ahmed, Aldona,
Alam, Ally, Amin, Arina, Ann, Benjamin, Bruno, Bram, Bilgesu, Celien,
Chetanya, Elena, Elisa, Elise, Enzo, Esmael, Evelien, Fanghui, Feiteng,
Filip, Gabriel, Georgios, Gertjan, Giacomo, Giuliano, Hannes, Hannelore,
Heereen, Huizi, Ine, Jesper, Jeroen, Jelimo, Jenny, Jonas, Julian,
Jujian, Julia, Jingwei, Kathleen, Karsten, Kenny, Kristoff, Kymeng,
Lucas, Lichen, Maja, Mathias, Martin, Mina, Min, Mohit, Naveen,
Niccolò, Paul, Peng, Pourya, Qi, Qinghua, Randy, Richard, Robbe, Rob,
Santiago, Stefano, Shu, Sung-kyo, Siya, Site, Taewoogn, Tao, Teng,
Thomas, Wouter B., Wouter T., Xueru, Xueying, Yanyue, Yangyi, Ying,
Yingyi, Yiyuan, Xue, Xuemeng, Xingyue, Xin, Zixuan, Zihan, Zhenxiang,
Zhaohong, and all those that I keep deeply in my heart.

Finally, I would like to thank my family. I would like to thank my parents
for their guidance and support in the trajectory of my life, allowing me
to pursue my goals without worry and also giving me a shelter when
I encountered difficulties. I am grateful to my brother Duolang, who
has a great personality and we exchanged many ideas during my PhD.
I am even more grateful to my girlfriend Melissa who at her wonderful
age chooses to take care of me, bear me, give me understanding, and
support me mentally during this most stressful period. Thanks to my
girlfriend’s father Gino for always helping us unconditionally to build our
horse farm, to my girlfriend’s mother Agna for always quietly helping us
cleaning our house, and to my girlfriend’s grandmother Moeke for always
being an elder to guide the trajectory of my life and her delicious bunny
stew. Thank my girlfriend’s brother Sammy for the inspiring talks and
his many helps with the maintenance of my car, and thank his girlfriend
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Indiana for her exquisitely prepared gifts in my birthdays. 3

I value every person I meet in my life, and my life is spectacular because
of all of you.

September, 2022

Duowei Tang
3 译文：最后，我要感谢我的家人。我要感谢我的父母，感谢他们对我人生的

指引和支持，让我可以无忧无虑地追求我的人生目标，并且在我遇到困难时给予我
一个避风的港湾。我要感谢我的弟弟铎朗，他有着美好的品质和性格，也在我博士
期间与我交流新鲜的想法。我更要感谢我的女朋友Melissa，是她在她最青春年少的
年纪和我压力最大的这段时间选择照顾我，忍耐我，给予我理解，并在精神上支持
我。我要感谢我女朋友的父亲Gino，是他总是无条件地帮助我们修缮我们的马场，我
女朋友的母亲Agna，她总是默默地帮助我们打扫我们的房子，还有我女朋友的外祖
母Moeke，是她作为长者指引着我人生的轨迹，还有她美味的炖兔肉。感谢我女朋友的
哥哥Sammy，与我无数次迸发灵感的对话，并且帮助我保养我的汽车，并且感谢他的
女朋友Indiana在我生日时精心准备的礼物。





Abstract

Speech contains a large amount of useful information, as not only
it constitutes one of the main mechanisms of human-to-human
communication, but it also provides one of the indispensable modalities
in human-computer interaction. In order to accommodate processing
and information retrieval from speech, computational speech processing
systems convert speech sound waves into one-dimensional discrete time
series, i.e., the digital speech recording. However, the quality of these
speech recordings is hampered by various undesirable artefacts such
as reverberation, background noise, distortions due to the non-ideal
response and limited numerical precision of the recording device, etc.
Therefore, an effective speech information retrieval system needs to
simultaneously identify and interpret meaningful temporal content in the
speech recording while also resisting against interference of artefacts and
irrelevant components.

Present-day deep-neural-network-based data-driven models have sur-
passed the human average performance in a variety of perceptual tasks,
and provide powerful and applicable tools for modern speech/audio
processing, including speech information retrieval. In this thesis, we
propose to use deep neural network models to first retrieve features that
capture high-level speech representations reflecting the intrinsic structure
of the data, and then explore the temporal relationships among these
features through a sequence model. We apply this modelling paradigm
to two speech/audio processing tasks, namely binaural sound source
localisation and speech emotion recognition.
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vi ABSTRACT

For these two tasks, binaural sound source localisation and cross-
language/cross-corpus speech emotion recognition, we design distinct
models to learn representations which reflect the intrinsic structure of
the acquired data that is relevant to the envisaged task. In the binaural
sound source localisation task, we propose a parametric embedding
by defining a similarity metric in a latent space using a deep neural
network architecture known as the “siamese” network. This model can
be optimised to map points that are close to each other in the latent space
(the space of source azimuths and elevations) to nearby points in the
embedding space, thus the Euclidean distances between the embeddings
reflect their source proximities, and the structure of the embeddings
forms a manifold, which provides interpretability to the embeddings. We
show that the proposed embedding generalises well in various acoustic
conditions (with reverberation) different from those encountered during
training, and provides better performance than unsupervised embeddings
previously used for binaural sound source localisation. We also extend
this embedding to use both supervised learning and weakly supervised
learning, and show that in both conditions, the resulting embeddings
perform similarly well, whereas the weakly supervised embedding allows
to estimate source azimuth and elevation simultaneously.

In the cross-language speech emotion recognition task, we aim to mitigate
the model performance degradation problem in cross-language and
cross-corpus conditions, and propose a transfer learning method that
uses a pre-trained wav2vec 2.0 model. This model can transfer the
time-domain audio waveforms into a shared embedding space across
different languages (i.e. 53 different languages), and it is trained in
a way that contextual information is kept thus marginalising out the
influence of language variability. Then, we propose a Deep-Within Class
Covariance Normalisation (Deep-WCCN) layer that can be inserted into
the artificial neural network model for further reducing its susceptibility
to other variabilities such as speaker variability and channel variability.
Experimental results show that the proposed method outperforms a
baseline method that is based on common acoustic feature sets for speech
emotion recognition in the within-language setting, as well as the baseline
model and the state-of-the-art models for the cross-language setting. In
addition, we experimentally validate the effectiveness of the Deep-WCCN,
which can further improve the model performance. Finally, we show
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that the proposed transfer learning method exhibits good data efficiency
when merging target language data into the fine-tuning process.

We also address the problem of modelling the temporal dependencies in
long speech/audio sequences (especially for end-to-end learning), and
propose a novel end-to-end learning deep neural network model for speech
emotion recognition. This model is based on the concept of dilated causal
convolution with context stacking, is parallelisable and has a receptive
field as large as the input sequence length while maintaining a reasonably
low computational cost. We evaluate the proposed model in speech
emotion recognition regression and classification tasks, and show that
it improves the recognition performance over the state-of-the-art end-
to-end model. Moreover, we also study the impact of using various
input representations such as the raw audio samples versus log mel-
spectrograms and illustrate the benefits of an end-to-end approach over
the use of hand-crafted audio features.





Beknopte samenvatting

Spraak bevat een grote hoeveelheid nuttige informatie; het vormt
niet alleen een van de belangrijkste mechanismen voor communicatie
tussen mensen, maar het levert ook een van de onmisbare modaliteiten
in de mens-computerinteractie. Om het mogelijk te maken nuttige
informatie uit spraak te verwerken en extraheren, zetten computationele
spraakverwerkingssystemen spraakgeluidsgolven om in eendimensionale
discrete-tijdreeksen, d.i. de digitale spraakopname. De kwaliteit van deze
spraakopnamen wordt echter aangetast door verschillende ongewenste
artefacten, zoals nagalm, achtergrondruis, vervormingen ten gevolge
van de niet-lineaire respons en de beperkte numerieke precisie van het
opnameapparaat, enz. Daarom moet een effectief systeem voor het
analyseren van spraakinformatie niet alleen de relevante temporele inhoud
in de spraakopname identificeren maar tegelijk ook de interferentie van
artefacten en irrelevante componenten beperken.

Hedendaagse diepe-neurale-netwerk-gebaseerde data-gedreven modellen
hebben de menselijke gemiddelde prestatie in een verscheidenheid
van perceptuele taken overtroffen, en bieden krachtige en toepasbare
hulpmiddelen voor moderne spraak/audio-verwerking, waaronder het
analyseren van spraakinformatie. In dit proefschrift stellen we voor
om diepe neurale-netwerkmodellen te gebruiken om eerst kenmerken
te bekomen die spraakrepresentaties op hoog niveau vastleggen en
zodoende de intrinsieke structuur van de data kunnen weergeven, en
vervolgens de temporele relaties tussen deze kenmerken te onderzoeken
via een sequentiemodel. We passen dit modelleringsprincipe toe op
twee spraak/audio processing gerelateerde taken, namelijk binaurale
geluidsbronlokalisatie en spraakemotieherkenning.
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Voor deze twee taken, binaurale lokalisatie van geluidsbronnen en
herkenning van spraakemoties over meerdere talen en corpora, ontwerpen
we specifieke modellen om representaties te leren die de intrinsieke
structuur van de verzamelde data weerspiegelen die relevant is voor de
beoogde taak. Voor de binaurale lokalisatie van geluidsbronnen stellen
we een parametrische inbedding voor door een gelijksoortigheidsmetriek
te definieëren in een latente ruimte met behulp van een diepe neurale-
netwerkarchitectuur die gekend is als het “siamese” netwerk. Dit model
kan worden geoptimaliseerd om punten die dicht bij elkaar liggen in
de latente ruimte (de ruimte van azimut- en elevatiecoördinaten van
de bron) af te beelden op nabijgelegen punten in de inbeddingsruimte,
zodat de Euclidische afstanden tussen de inbeddingen de afstanden in
de coördinatenruimte van de bron weerspiegelen. De structuur van de
inbeddingen vormt bovendien een variëteit, die interpreteerbaarheid biedt
aan de inbeddingen. We tonen aan dat de voorgestelde inbedding goed
veralgemeenbaar is in verschillende akoestische omstandigheden (met
nagalm) die verschillen van de omstandigheden tijdens de training, en
betere prestaties levert dan niet gesuperviseerde inbeddingen die eerder
zijn gebruikt voor binaurale geluidslokalisatie. We breiden deze inbedding
ook uit om zowel gesuperviseerd leren als zwak gesuperviseerd leren te
gebruiken, en tonen aan dat in beide omstandigheden de resulterende
inbeddingen even goed presteren, terwijl de zwak gesuperviseerde
inbedding het mogelijk maakt om de azimut- en elevatiecoördinaten
van de bron tegelijkertijd te schatten.

In onze aanpak van de spraakemotieherkenningstaak willen we de
prestatievermindering van het model in scenario’s met meerdere talen
en corpora tegengaan, en stellen we een transfer-leermethode voor
die gebruik maakt van een voorgetraind wav2vec 2.0 model. Dit
model kan de tijdsdomein audiogolfvormen overbrengen naar een
inbeddingsruimte die gedeeld wordt over verschillende talen (d.w.z. 53
verschillende talen), en het is getraind op een manier dat de contextuele
informatie wordt behouden waardoor de invloed van de taalvariabiliteit
wordt gemarginaliseerd. Vervolgens stellen we een Deep-Within Class
Covariance Normalisation (Deep-WCCN) laag voor die kan worden
ingevoegd in het artificiële-neurale-netwerkmodel om de gevoeligheid
van het model aan andere variabiliteiten, zoals sprekervariabiliteit
en kanaalvariabiliteit, verder te reduceren. Experimentele resultaten
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tonen aan dat de voorgestelde methode beter presteert dan de
referentiemethode die gebaseerd is op gemeenschappelijke akoestische
kenmerkverzamelingen voor spraak-emotieherkenning met een enkele
taal, evenals het referentiemodel en de state-of-the-art-modellen voor de
setting met meerdere talen. Bovendien valideren we experimenteel de
effectiviteit van de Deep- WCCN, die de prestaties van het model verder
kan verbeteren. Tenslotte tonen we aan dat de voorgestelde transfer-
leermethode een goede data-efficieëntie vertoont bij het invoegen van
data met de beoogte taal in het fine-tuningproces.

We behandelen ook het probleem om de temporele afhankelijkheden
in lange spraak/audio-sequenties te modelleren (in het bijzonder voor
end-to-end leren), en stellen een nieuw end-to-end diep neuraal-netwerk-
model voor spraakemotieherkenning voor. Dit model, gebaseerd op het
concept van gedilateerde causale convolutie met context stacking, is
paralleliseerbaar en heeft een receptief veld zo groot als de lengte van de
inputsequentie, terwijl de computationele kost redelijk laag blijft. We
evalueren het voorgestelde model in regressie- en classificatietaken voor
spraakemotieherkenning, en tonen aan dat het de herkenningsprestaties
verbetert t.o.v. het state-of-the-art end-to-end model. Bovendien
bestuderen we ook de impact van het gebruik van verschillende
inputrepresentaties zoals de ruwe audiobemonsteringen versus log mel-
spectrogrammen en illustreren we de voordelen van een end-to-end aanpak
ten opzichte van het gebruik van specifiek ontworpen audiokenmerken.
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Chapter 1

Introduction

Speech is one of the most basic forms of human communication through
the syntactic and phonetic vocalisation of language. Complex, diverse,
syntactic language as the basic content of speech is an important
factor that has contributed to the evolution of human intelligence
and distinguishes humans from other animals [40]. Speech has more
ways of expression than written language, such as different ways of
pronouncing phonemes, varying intonations, high and low loudness, and
paralinguistic elements that can describe the entire universe concretely,
briefly, abstractly, vividly, emotionally and bluntly as well as expressing
personal emotions, feelings, thinkings, memories, revealing one’s gender,
age, physical conditions, origins, etc.

Speech encodes a vast amount of information from one’s brain into
propagating sound waves that will be received by other listeners. From
the information theory point of view, even in the narrowband case (below
7000Hz), with additive Gaussian noise at a Signal to Noise Ratio (SNR)
of 24 dB, human speech has a capacity of 3680 bits/s [54]. Some bits can
be used to encode a word in a certain language containing, for example,
a yes/no answer, a country name, the weather condition, whereas other
bits to determine the speaker’s more stationary characteristics, such as
emotion state (i.e. happy, sad, angry, neutral), health condition, gender,
identity, etc. At the receiver’s side, the listener decodes the information
using his/her own “codebook” (i.e. the definitions of the words and
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articulations). This natural innovation, evolving over millions of years,
has created the most basic channels of communication from human to
human.

In this information age, humans are not satisfied with human-to-human
communication only, and in turn pursue interaction with digital devices
and create human-like robots or virtual humans that exist in a virtual
metaverse [46]. In addition to being a basic and expressive human-
to-human communication channel, speech also has the advantage of
being more accessible than images/video and physiological signals (e.g.,
recording speech does not require a camera oriented towards the face,
nor a wearable biosensor that has to be mounted closely to the user),
which makes it suitable as a complementary and essential modality in
human-machine interfaces.

The demand for computational speech processing has given rise to
many speech processing research areas, which subsequently make up
the wide range of applications (e.g., voice assistant, conversational robot,
speech dictation, etc.) that facilitate our modern lives. Those successful
applications benefit from the fast developing technologies in this digital
world. Physically, an exponentially increasing trend of the number of
transistors in an integrated circuit is still observed (i.e. the Moore’s law).
Algorithmically, mathematical models tend to contain more and more
parameters and to deal with massive amounts of data [28, 23, 171]. In
Automatic Speech Recognition (ASR) systems, the first speech recogniser
(called AUDREY) was created almost 70 years ago [117]. This giant
machine was built with vacuum tubes and only performed well for a
designated speaker in single-digit recognition. In contrast, nowadays
speech recognition systems utilise Deep Neural Networks (DNNs), which
contain millions of parameters and have been trained on thousands
of hours or even half-million-hours of speech data [38, 10, 12], can be
accessed in a small smartphone and can perform robustly well towards
any speaker and in varying noisy environments [7].

In this thesis, we address two problems related to speech/audio
information retrieval: binaural Sound Source Localisation (SSL) and
Speech Emotion Recognition (SER). By solving these problems in a deep
learning framework, we develop general perspectives of learning robust
representations and modelling long temporal sequences.
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Before introducing the SSL and SER problems in Sec 1.3 and 1.4 and
elaborating on the challenges and contributions and outline of this thesis
in Sec 1.5, 1.6 and 1.7, we will first provide a concise introduction to
digital speech and audio processing in Sec 1.1 and 1.2.

1.1 Speech tasks

In computational speech/audio processing, sound waves are picked by
microphones that transform the oscillation of the propagation medium
into analog electrical signals, which can be digitalised to be further
processed. In the digitalisation process, which is illustrated in Figure 1.1,
if we only consider one microphone, the Analog-to-digital converter
(ADC) samples the analog microphone signal at a constant interval
called sampling period, and its reciprocal is the sampling frequency.
Conventionally, a sampling frequency of maximumly 48 kHz is used for
speech recordings according to the Nyquist criterion. Then, due to the
limited precision of the floating-point number representations in digital
devices, the samples are rounded to the closest number that the device
can represent, which in turn causes a quantisation error. The resulting
1-dimensional sequence is referred to as the discrete-time waveform of the
speech recording. From a causality point of view, the observed waveform
depends on many factors (i.e. the sources of influence). A non-exhausting
list of deterministic factors (i.e. factors that are considered stationary
for a relatively long period or potentially known) is as follows:

1. The vocal cord shape and condition determines the pitch of the
voice which results in a woman’s voice usually sounding “higher”
than a man’s voice. The vocal tract shape and condition, on the
other hand, determine the unique timbre of a person’s voice.

2. The interior arrangement of the recording room determines its
acoustic characteristic of a room, since the propagating sound wave
can be reflected, diffracted, and absorbed by the furniture, the wall,
the ceiling and floor, etc., and resulting a persistent sound that is
added to the original sound (known as reverberation).
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3. The speech content (e.g., the arrangement of the spoken words and
the articulations) results different waveforms.

4. The location and orientation of the speaker and the recording
device, especially in the presence of objects around the speaker or
microphone may contribute to changes in the observed waveform.

Next to this, there are also non-deterministic factors (e.g., factors
changing fast through time or not being consistent) that influence the
observed speech waveforms, such as

1. The speaker’s health condition (e.g., heavy breath, blocked nose,
swollen throat, depressed mind, etc.) influences the speech in terms
of loudness, speed, timbre, style and so on.

2. The speaker’s identity may give rise to variations to pronunciation,
accent, etc. Although the phonemes in one language (i.e. the basic
unit speech of spoken language is built) sound similar (i.e. have
similar frequency spectra), they are varying across speakers and
conditions.

3. The electroacoustic characteristics of the recording device also
lead to some differences between the acoustic waveform and the
digitalised electric waveform. An example is that each microphone
has its frequency-dependent polar pattern (i.e. the frequency
respond towards sound coming from different angles), which is
not only determined by the manufacturing process, but also by
temperature, electrical noise, pressure, etc. This pattern variation
causes the digitalised signals to have non-identical waveforms even
when recordings are made with the same or similar microphones.

4. The presence of background noise may interfere with the original
sound thus deteriorating or masking some components of the
original sound. Unfortunately, real-life background noise is
commonly non-deterministic and non-stationary.

5. The emotion of the speaker also results in variations in speech
pronunciation, pitch, timbre, speed, etc.
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The aforementioned factors are ingredients that are mixed, combined,
and interwoven into the 1-dimensional temporal sequence that we can
observe. However, most real-life speech applications require an inverse
problem to be solved, i.e. extracting and separating these factors from
the observed temporal sequence. Here, we briefly introduce 5 major
directions in speech processing.

1. Speech production modelling: is done through mathematical
modelling of the physical processes by which humans turn thoughts
into speech. One of the most basic models is the source-filter speech
model, which divides the process of speech production into two
parts, the first being an excitation generator (corresponding to
the vocal cord) and the second being a time-varying linear system
(corresponding to the vocal tract) [119]. A typical choice for the
excitation generator is an impulse train (which mimics the vocal
cord vibration when pronouncing voiced speech) or white noise
(which mimics the process when pronouncing non-voiced speech).
The linear system is typically represented by an all-pole filter.
For voiced sounds, each sound will be associated with a different
pole distribution and pole bandwidth. These poles represent the
resonant frequencies also known as formants.

2. Speech representation learning: is achieved by representing
a segment of speech with a low-dimensional feature vector that
ideally needs to be high-fidelity, disentangled, robust to noise and
reverberation, etc. A speech representation based on the source-
filter model is called Linear Predictive Coding (LPC), which obtains
an all-zero filter configuration (i.e. a Finite Impulse Response
(FIR) filter) by finding the inverse filter of the underlying all-pole
filter. LPC stores only the source-filter model parameters, thus
significantly reducing the storage space required for a segment
of speech (e.g., a raw audio waveform, sampled at 16 kHz and
quantised at 8 bits/sample would have a bitrate equal to about
128,000 bits/s, whereas, LPC requires a bitrate equals to 7800 bits/s)
[5]. However, LPC is only designed to retain formant information,
thus losing a great deal of time and frequency domain details.
Another widely used speech representation are the Mel-Frequency
Cepstral Coefficients (MFCC), which preserve more of the most
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important speech information by considering a cosine transform of
the mel-frequency spectrum. More advanced speech representations
through DNN and self-supervised learning [12, 38, 79, 10] will be
explained in detail in later chapters.

3. Speech information retrieval: is the extraction of contextual
semantic information from speech, such as speaker identity
recognition, speech recognition, speech emotion recognition, sound
source localisation, gender recognition, primary screening for
respiratory diseases (e.g., for Covid-19 screening [67]), etc. As
it is hard to have an accurate physical model to describe the
relationship between this semantic information and the speech
signal, these speech information retrieval systems are usually based
on data-driven models, and therefore it is particularly important
to achieve generalisability of the models to unseen data.

4. Language modelling: is the modelling of the linguistic
information embedded in speech. In general, the language
model and the speech acoustic model are separate, i.e. the
speech model first processes a phonological representation to
identify its corresponding phoneme sequence, then the language
model combines and arranges the phonemes into words according
to the content relations of the phoneme sequence (e.g., the
probability distribution of the phoneme sequence), and then forms
utterances through the contextual relations between words (e.g., the
probability distribution of the word sequence). Thus, the language
model can learn grammatical information, synonym information
and other high-level features, such as in the recent DNN-based
language models [28, 110].

5. Speech synthesis: different from the other tasks above, synthesis
is the process of converting a text into speech, so that speech is
no longer used as an input but as an output in this task. The
simplest speech synthesis systems take pre-recorded phonemes or
diphones (i.e. sound-to-sound transitions) and recombine them to
produce speech for different words and sentences. Today, DNN
based synthesisers can transform text into high-quality, natural,
human-like speech from end-to-end [142, 157, 139].
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system architecture.

1.2 Speech/Audio processing 2.0

The above brief overview of speech processing tasks shows that the trend
in computational speech processing is moving towards deep learning,
which is based on DNN models. Taking a speech information retrieval
system as an example, a conventional computational speech processing
pipeline is shown in Figure 1.2 (a) (adapted from [138]), in which a speech
recording needs to go through a few steps as follows,

• Step 1: Pre-processing, such as signal normalisation, pre-emphasis,
noise reduction, reverberation reduction, echo cancellation, Voice
Activity Detection (VAD), etc.

• Step 2: Feature calculation, where acoustic and speech features
such as signal-level features (e.g., loudness, zero-crossing rate),
frequency-related features (e.g., pitch, formant), and audio features
(e.g., MFCC, LPC, i-vector features) are extracted. In some systems,
some post-processing operations are applied to the features, such
as feature selection and vector quantisation.

• Step 3: Modelling, where mathematical models are designed
for specific tasks. However, there are practical problems in the
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conventional modelling, for example it may be difficult to apply the
model to big data because many calculations use large matrices and
in many cases the size of these matrices depends on the amount
of data. In addition, most conventional signal processing models
need to be redesigned to suit different input features or to add
supplementary information, e.g., additional reference microphone
signals for noise reduction, or varying forms of constraints such
as speech content for speech recognition applications, and gender
information for speaker recognition applications.

• Step 4: Decision making, for classification or regression problems.
With conventional signal processing models, the decision making
does not allow for much flexibility. Firstly, the decision output is
generally a continuous number, which for classification problems
requires further processing, e.g., thresholding. Secondly, the type
of objective function is limited by meeting the convex property.

A new wave of thinking has recently emerged and laid the foundation for
the speech/audio processing 2.0 era (illustrated in Figure 1.2 (b)), in which
a deep analyzer can take charge of the entire conventional speech/audio
processing chain (from pre-processing to decision making). The deep
analyzer learns audio features, predictive models and even decision
making in a purely data-driven manner, thus significantly reducing the
labour cost and professional threshold for feature design, model design,
etc. In addition, such deep analyzer models allow for end-to-end learning
and inference. Not only does this allow the model to learn appropriate
and effective features from lossless raw data or shallow features to improve
the system’s performance, but it also allows the use of the same model, or
parts of the model, for similar tasks (e.g., speech recognition and speech
emotion recognition), thus eliminating the need to redesign an entirely
new model for each task, define new features, or learn from scratch for
each dataset. A good example is transfer learning where multiple tasks
can share the same data-driven learned features, and by fine-tuning
the transfer learning models to each task, it can greatly increase the
generalisation capability of the model [38, 10, 141, 91, 172].

A good candidate for the deep analyzer is the Artificial Neural
Network (ANN), which has the following advantages for this new era of
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speech/audio signal processing 2.0. The list is non-exhaustive,

• It consists of a simple operation which is based on a linear
transformation plus a non-linear activation function, does not
require complex mathematical transformations (e.g., matrix
inversion) and allows the use of general-purpose tensor computing
hardware (e.g., tensor core [107]), which can also be adapted to
different computing infrastructure (e.g., parallel processing and
distributed computing [32]).

• It has a flexible structure which is inspired by the human brain. It
can be arranged and combined in a variety of graphical topologies to
create various models that are suitable for different inputs, different
outputs, different tasks, in including additional information, and
etc.

• It utilizes a simple and effective optimisation method (i.e.
the back-propagation algorithm) which is suitable for diverse
objective functions that are designed for supervised learning, semi-
supervised learning, unsupervised learning, self-supervised learning,
reinforcement learning, classification tasks, regression tasks, and
so on. This optimisation method can also be applied to extremely
large model learning, thus opening up the possibility of training
huge models with billions of parameters to increase the model
accuracy [28, 23, 171].

• It is suitable for big data, and its training complexity only increases
linearly with the amount of training data. Data augmentation is
also easy to implement in this training scheme, which adequately
uses the annotated data, and helps to marginalise out the
uncertainties from disturbing factors (e.g., noise, reverberation),
thus it enhances the generalisation capability of the model.

• It is a parametric model, and the trained model can perform
inferences directly on new inputs. One can also perform operations
such as retention, freezing, deletion, quantisation of parameters
according to task requirements (e.g., neural network pruning
to reduce its size and computational complexity, or partially
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initialising the model with pre-trained parameters for transfer
learning).

However, while entering into the era of big data and high-precision
large models, many challenges still need to be considered. For example,
trade-offs exist between model accuracy and computational complexity,
between the amount of training data and the training time, between the
interpretability and obscure, between the search for the optimal topology
and the searching time, etc. There are many studies exploring one or
more of these ANN problems, such as extracting information from a
large model to a small model through network distillation [74], creating
interpretable models [71], learning orthogonal (or disentangled) features
[152], integrating knowledge graphs [81], and adding physical constraints
to reduce the model’s dependence on data and increase generalisation
capabilities. In this context, this thesis will explore the applications
of deep learning in two speech/audio processing tasks by tackling a
few common problems in learning audio representations and sequence
modelling.

1.3 Introduction to Sound Source Localisation
(SSL)

Sound source localisation, which aims to estimate the azimuth angle,
elevation angle and distance of a sound source in a 3-D space, is an
intrinsic ability of human beings. This ability makes our lives more vivid,
helps us understanding the surrounding environment, and facilitates
us focusing on the sound in a certain direction in a noisy environment.
In computational speech/audio processing, SSL can be used in many
fields, such as noise suppression and speech enhancement front-ends,
hearing aids, Virtual Reality (VR) devices and robots to understand and
reproduce the physical world, etc.

In an indoor SSL scenario, sound waves are emitted by a source and
propagate away from the source. The waves will hit the wall, the ceiling,
the floor and the objects in the space, which leads to reflection, absorption,
and diffraction of the waves. Using a far-field assumption, the incoming
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Figure 1.3: Far-field propagating sound wave resulting in a plane
wavefront at the human receiver. The propagating wave results in
a time difference between the two ears of a human unless the sound
source is in the front/back of the human.

wavefronts to a human observer are assumed to be planar. If the source
is not directly in the front or back of the receiver (i.e. the azimuth angle
does not equal 0 or π), there will be a time difference between a wavefront
reaching one ear of the human and then the other ear (as illustrated
in Figure 1.3). Due to the shadowing effect of the head, diffraction
and absorption of the sound wave occurs, and therefore the intensity
of the same sound wave will also be different at both ears. This time
difference and intensity difference is represented by two binaural cues,
the Interaural Phase Difference (IPD) and the Interaural Level Difference
(ILD) [42]. Next to these binaural cues, the human head together with
the pinna and the torso act as filters that modify the incident waves, and
this filtering effect is charactered by the Head-related Transfer Function
(HRTF), known as the monaural cue [126]. The horizontal direction
of a sound source (i.e. azimuth), can be largely determined using the
binaural cues but vertical direction estimation (i.e. elevation) and depth
(i.e. distance) estimation rely highly on the monaural cue and the room
acoustic properties, respectively.

Computational SSL has mainly two approaches, with the first being
binaural SSL, and the second being multi-microphone SSL. There is a
major difference between these two approaches. In binaural SSL, the
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system mimics the human auditory system and relies on IPD and ILD
features, which to a certain extent requires a powerful model that can
learn subtle changes in the features. In multi-microphone SSL, multiple
microphones can be arbitrarily arranged in a 3-D space, so that the
horizontal, vertical, and depth localisation can all be treated in the same
way. Also, there are three technique catalogues for multi-microphone
SSL, with the first being the MUSIC method [134], which is based on the
measurement covariance matrix, the second being the TDOA method
[8], which is based on the measurement cross-correlation matrix, and the
third being the beam forming method [8], which is based on filter-and-
sum operation. A practical remark regarding multi-microphone SSL is
that, more microphones will lead to more peripherals and more costs.

1.4 Introduction to Speech Emotion Recognition
(SER)

People live emotional lives. Amidst all the activities, relationships, chores,
meetings we undertake, it is the emotions and moods we experience
that stand out, grasp our attention, and make life bright, or hard to
endure: our emotions may indeed also become dysregulated, and form
the core symptoms of psychopathology. How can we understand the
complexity with which our emotions are interwoven in our daily lives?
While research into the nature, antecedents, and consequences of emotions
has been fruitful, how they change and fluctuate in real life remains elusive.
Moreover, the emotions we experience certainly have consequences, they
determine for a large part mental flourishing and suffering. On the bright
side, happiness, or psychological well-being, relies greatly on how people
experience positive and negative emotions in their lives [88]. On the dark
side, emotions play a pivotal role in various forms of psychopathology, in
particularly mood disorder (such as depression or bipolar mood disorder).
Statistics show that there were approximately 253 million people (3.6%
of the world’s population) having a major depressive disorder in 2013
[84]. Mood disorder on the one hand lets people suffer from body and
mental discomfort, on the other hand produces huge burden on the
society. Understanding the behaviour of emotions in real life is therefore
a crucial challenge with key scientific and societal importance.
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In this information age, we can use digital tools to ponder this elusory
concept “emotion”. Modern Human Computer Interaction (HCI) systems
use image/video, speech, and physiological signals to determine people’s
emotion [132]. SER is particularly interesting since vocal expression
is a direct and affectionate way of expressing emotions, and it has the
advantage of being more accessible than image/video and physiological
signals. SER only needs speech signals recorded from a microphone,
whereas image/video and physiological signals require either a camera
that is positioned directly to the user’s face, or a well-fit wearable device.
The applications of SER range from daily services, such as, an assistant
robot that can provide emotional communication [31], and an in-car board
system that can provide aids or resolve errors in the communication
according to the driver’s emotion [136], to diagnostic tools that use the
user’s emotion to provide diagnostic information to the physiotherapist
for psychopathological treatments [56].

1.4.1 Emotion digitalisation

In order to quantify “emotion”, at the basic level, two types of
representations are widely used. The first representation is called
categorical emotion representation where a few basic and common
emotion classes are defined, such as anger, disgust, fear, happiness,
sadness, and surprise [49], and an extra neutral class. The second
representation is dimensional emotion representation where a set of
orthogonal axes determine the continuous space of emotions. The most
common psychological model, named the “circumplex model”, uses two
dimensions called valence (ranging from positive to negative) and arousal
(ranging from low to high arousal) [128]. In another psychological model,
the PAD emotional state model, a third dimension called “dominance”
(ranging from dominance to submissiveness) is added complementarily
to the valence and arousal dimensions [109].

1.4.2 Emotional dataset and annotation

There are two main ways of acquiring emotive speech data, the first being
performing emotions and the other being spontaneous emotions. On one
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hand, in recording performing emotive speech, a professional actor is
assigned to perform with a pre-defined script in an emotion catalogue
(e.g., happy). The annotation for the recording is automatically acquired
(i.e. the assigned emotion catalogue). On the other hand, in spontaneous
emotions, an emotive speech utterance can be a conversation between two
people, a storytelling from the past, or an actor spontaneously performing
a scenario. In this case, there are two means of annotation: the first is
to let the speakers annotate themselves by means of a questionnaire, e.g.,
with a symbolic questionnaire as shown in [125]. The second means is to
let an emotion analysis expert annotate the video and/or audio recordings.
The annotation here can be either an emotion category or continuous
valence/arousal values [125]. However, acquiring a large amount of
spontaneous emotional speech is time-consuming and expensive.

1.5 Challenges

Speech processing technology faces many challenges while painting a rosy
picture of the future. In the framework of speech/audio processing 2.0,
these challenges are divided into two folds. The first fold contains the
challenges inherent to the audio signal, and the second fold contains the
challenges involved to build good data-driven models.

1.5.1 Challenges inherent in the audio signal

Existence of reverberation and noise

In the observable signals, there are acoustic artefacts that affect speech
intelligibility, such as reverberation and background noise.

• Reverberation: is the persistence of sound in a room after
excitation. It is created when a propagating sound wave is partially
reflected and absorbed by the room interior, and the original sound
wave and all the decayed reflected waves are added together at the
receiver. The reverberation can be quantified by the reverberation
time, which is the time it takes for the sound pressure level to decay
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by 60 dB after excitation has ended. The reverberation time is short
in relatively small rooms, and rooms with more absorbent materials.
Perceptually, a short reverberation time is thus less disruptive to
the speech intelligibility. In contrary, in relatively large rooms
equipped with highly reflective walls, the reverberation time is long
and the accumulated reverberation reduces the comprehensibility
of the speech signal (e.g., talking loudly in a church).

• Background noise: may exist in an uncontrolled recording setting.
The background noise can be generated from varying sources,
such as, traffic noise, fan noise, electromagnetic coupling noise,
interfering speakers and so on. Background noise is often spatially
distributed and generally not stationary. In addition, unlike speech
we know the frequency range, the frequency spectrum of some of
the background noise can cover the entire audible frequency range,
and can be distributed uniformly (i.e. white noise), logarithmically
linearly (i.e. pink noise), and even arbitrarily. With a low SNR,
the signal of interest will be masked by the noise and will thus
become less audible and interpretable.

1.5.2 Challenges in data-driven modelling

Unlike physical modelling, in data-driven modelling, there is no
underlying physical law to support the training, nor is there a
mathematical model of the nature of the signal. In particular with
an end-to-end model, which is based on a DNN, the entire feature
extractor and model needs to be trained with data. This makes model
training susceptible to over-fitting to the training data and having low
generalisation capabilities. It is therefore challenging to make data-
driven models to learn truly relevant information. For example, using
training data with background noise, the data-driven models are likely
to fit irrelevant noise characteristics rather than the real signal we are
interested in. We discuss a few challenges in applying data-driven models
within the scope of speech/audio processing.
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Modelling of long sequences

When dealing with speech signals, temporal dependencies are particularly
crucial. This importance is reflected in two folds. First, if a sequence
is reversed in time, it will lose its meaning. For example, one can only
recognise the meaning of a word if the phonemes pronounced in the
correct chronological order. Second, sequences that are time-dependent
will have a certain correlation across time. This correlation can be at
a low level, close to the signal, e.g., two consecutive samples will have
similar amplitudes, or at a high and abstract level, e.g., the sound /l/ is
more likely to be followed by a vowel rather than a consonant.

From a modelling perspective, a good speech information retrieval model
thus needs to be able to represent this temporal dependency. Moreover,
this temporal dependency can be long in some tasks. For example, in a
speech recognition task, the model needs to learn the internal structure
from a sequence of audio features (or raw waveform samples) to recognise
the corresponding spoken phonemes. Since a phoneme typically has
a duration of about 30ms, the recognition model might need to learn
the dependency that has a span of 30ms, i.e. equal to the length of a
phoneme. However, in the case of SER, the story will be more complex.
Research shows that the time constants of emotion dynamics can range
from just a few seconds to over an hour [77], thus it requires the SER
model to capture correlations in the speech signal with a very long span
(in tens of seconds or minutes), which is more challenging than the 30ms
span compare to speech recognition.

Distributional shift

A very important hypothesis in statistics is called the independent and
identically distributed (i.i.d) hypothesis which means that the observed
data used to train and test a model are independently sampled from the
same underlying distribution. However, in many real-life scenarios, this
assumption is difficult to meet. Take SER as an example, if we assume
that all people express their emotion via speech using a same underlying
mechanism (i.e. speech is generated from the same distribution), then if
we can sample data independently via this mechanism, we can train a
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data-driven model that learns the mechanism of speech emotion. This is
apparently a chicken and egg problem since we don’t know the precise
mechanism of the generation of emotive speech, e.g., we don’t precisely
know how often factors such as health condition, language, speaker
identity, gender, age, influence this process. Thus the i.i.d assumption
will be violated in such cases:

• Violating the independently distributed assumption: this
implies we cannot acquire samples from the whole population that
represents all the influencing factors. And the existing speech
emotion datasets are a subset of the whole population, thus the
data has certain correlation with each other, e.g., the speech data
is all recorded from healthy people.

• Violating the identically distributed assumption: this occurs
when we train a data-driven model with a certain dataset, and
then apply it on testing data that comes from a shifted distribution
(i.e. not identically distributed). This is a very common case
where for example the testing speaker has not been seen during
the training, the training set consists of different language speech
from the testing set, the training set data is acquired with different
recording devices that have different electroacoustic responses from
the testing recordings, and so on.

In summary, practically, we are facing the challenge of using a small
portion of data sampled from the whole underlying distribution (which
including all kinds of influencing factors and their variations) for training
a data-driven model that should generalise to a broad variety of unseen
conditions, which we refer to as the distributional shift problem.

1.6 Solution strategy

To alleviate the problem of the inherent reverberation and noise in speech
signals, conventional speech processing methods attempt to explore the
system properties (e.g., use a mathematical room acoustic model for de-
reverberation [6]), the noise characteristics (e.g., estimate the noise and
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remove it from the signal [3]), and the intrinsic structure in the speech
signal (e.g., use a sequence model such as the Hidden Markov Model
(HMM) to model speech structure thus without modelling irrelevant noise
[59]).

The conventional methods estimate linear models on short time-domain
segments or frequency-domain bins, and therefore have limited capacity
and are unable to capture a very long-term temporal structure. Statistical
models also provide solutions to this and show robustness to reverberation
[108, 165]. Some subspace methods transfer the measurement space to
a subspace in which the signal and the noise components are separated
[134, 73]. From a representation learning point of view, these subspace
points can be considered as speech/audio representations or as features.
These audio features can be close to signal-level (i.e. low-level features), or
can represent abstract knowledge (i.e. high-level features). For example
in speaker recognition, the signal-level features are the MFCC features.
These features start from a mel-scale frequency spectrum in which each
mel frequency band represents perceptually similar intensities based on
the hearing sensitivity of the human ear, and then a Discrete Cosine
Transform (DCT) is applied to extract important spectral information,
thereby greatly reducing the amount of irrelevant information. Reynolds
and Rose then propose to use Gaussian Mixture Model (GMM) to model
the speakers’ MFCC distribution [122]. Each Gaussian component in
the GMM represents a model of the underlying acoustic class, and
the combination of the GMM components thus characterises a speaker
(i.e. how the speaker MFCCs distribute among the underlying acoustic
classes), and can be considered as a higher level feature than the MFCC.
In [41], the authors use the concatenation of the GMM means (referred
to as the supervector in [41]) as a high-dimensional representation and
then use it to extract the i-vector, which is a low-dimensional subspace
representation of the total variability (i.e. speaker variability and channel
variability to a universal background model). The i-vector feature brings
each speaker model into a common subspace and models the speaker and
channel variations, and can thus be considered as a high-level feature.

If we look at the problem from an another angle, that is, the presence
of reverberation and noise changes the clean data distribution and
consequently cause a distribution shift then it make sense to merge
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the challenge to eliminate reverberation and noise into the distributional
shift challenge and solve both in a unified approach.

To this end, the solution strategy proposed in this thesis follows a
representation learning perspective, by first constructing high-level
representations that reflect the intrinsic structure of the data, and then
using these for downstream tasks. This scheme can be flexible, that is,
the high-level features can be extracted from audio features, signal-level
features, or even from raw audio waveform samples, and then followed by
a sequence model (to explore the temporal dependencies in the high-level
features), or globally pooled (e.g., average across time) to generate an
utterance-level feature.

1.7 Contributions and outline

Both the representation learning and the sequence modelling can be
build upon a unified DNN model whose parameters are learned in a
purely data-driven approach. In this thesis, we employ this strategy and
propose novel DNN methods for robust binaural SSL, cross-language
SER, and end-to-end SER as outlined below:

Introduction to DNN

Sub-objective: To give a brief introduction to DNN topics relevant
to this thesis.

In Chapter 2, we first provide a brief introduction to DNNs, which includes
introductions to the perceptron, the feed-forward Neural Network (NN),
the Convolutional Neural Network (CNN), and the Recurrent Neural
Network (RNN). Next, we present the Stochastic Gradient Descent (SGD)
algorithm with back-propagation that can be used to optimise the DNN
model. Finally, for the training practice, we provide an introduction to
methods for model validation, hyper-parameters tuning and enhancing
the generalisation capability of the DNN model.
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Robust binaural SSL

Sub-objective: To propose a non-linear dimension reduction
technique that can preserve sound source proximities from binaural
cues.

In Chapter 3, we dive into manifold learning and propose a data-driven
method for binaural SSL. We implement this method using a non-
linear DNN architecture called the “siamese” network, which can learn
a parametric mapping that transfers the binaural feature space to a
low-dimensional embedding space where the sound source location is
preserved. Unlike the baseline Laplacian Eigenmaps (LEM) method
that estimates the source location proximity in the input space, the
proposed method learns a new metric in the embedding space, in which
the model is robust to mismatched training-testing conditions, additive
noise, unseen room acoustics, and small training sets. Chapter 3 is based
on publication:

• Tang, D., Taseska, M., and van Waterschoot, T., “Supervised
Contrastive Embeddings for Binaural Source Localization”, In
Proc. 2019 IEEE Workshop on Applications of Signal Processing
to Audio and Acoustics (WASPAA), 2019, pp. 358-362, doi:
10.1109/WASPAA.2019.8937177.

Cross-language SER

Sub-objective: To improve the performance of data-driven models
in cross-language/cross-corpus SER settings.

In Chapter 4, we tackle the cross-language SER problem that occurs
when data-driven models trained on general acoustic features or in end-
to-end approaches perform badly in case the testing data is in a different
language than the training set data, as well as when they come from
different datasets. To alleviate this problem, we propose an end-to-end
DNN model based on transfer learning for cross-language SER. We
use the wav2vec 2.0 pre-trained model to transform audio time-domain
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waveforms in different languages, with different speakers and in different
recording conditions into a feature space shared by multiple languages,
thereby reducing the language variabilities. Next, we propose a new
Deep-Within-Class Covariance Normalisation (Deep-WCCN) layer that
can be inserted into the DNN model and aims to reduce other variabilities
including speaker variability, channel variability and so on. The whole
model is fine-tuned in an end-to-end manner on a combined loss and
is validated on datasets from three languages (i.e. English, German,
Chinese).

End-to-end SER

Sub-objective: To design a sequence model that can learn long-
term temporal dependencies relevant to end-to-end SER.

In Chapter 5, we identify the problem of modelling very long sequences
(particularly in end-to-end learning for SER) and propose a novel end-to-
end DNN architecture based on the concept of dilated causal convolution
with context stacking for SER. Firstly, the proposed model consists only
of parallelisable layers and is hence suitable for parallel processing, while
avoiding the inherent lack of parallelisability occurring with the RNN
layers in state-of-the-art end-to-end SER models. Secondly, the design of
a dedicated dilated causal convolution block allows the model to have a
receptive field as large as the input sequence length, while maintaining a
reasonably low amount of parameters and computational cost. Thirdly, by
introducing a context stacking structure, the proposed model is capable
of exploiting short-term temporal structures through a local sub-network,
and long-term temporal dependencies through a global sub-network, in
which both sub-networks are related through local-conditioning. This
approach hence provides a unified model structure for representation
learning and sequence modelling, which is an alternative to the state-of-
the-art end-to-end CNN and Long Short-term Memory (LSTM) based
SER systems. Chapter 5 is based on the following publications:

• Tang, D., Kuppens, P., Geurts, L. and van Waterschoot, T., “End-
to-end speech emotion recognition using a novel context-stacking
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dilated convolution neural network”, EURASIP Journal on Audio,
Speech, and Music Processing, 18(2021), 2021, doi: 10.1186/s13636-
021-00208-5.

• Tang, D., Kuppens, P., Geurts, L. and van Waterschoot, T.,
“Adieu recurrence? End-to-end speech emotion recognition using
a context stacking dilated convolutional network”, In Proc. 28th
European Signal Processing Conference (EUSIPCO), January 2021,
doi: 10.23919/Eusipco47968.2020.9287667.

In Chapter 6, we conclude the thesis with a summary, and then some
suggestions for future research are given.





Chapter 2

Introduction to DNNs

2.1 Introduction

Deep Neural Networks (DNNs) are Artificial Neural Network (ANN)
models that consist of more than one layer between the input layer and
the output layer, and the ANN is a bio-inspired model which is built
up by nesting simple non-linear transformations. The basic element in
the ANN model is a neuron (i.e. a node) that has inputs and outputs,
and can be connected together with other blocks to create a network.
The design of the network topology is a big research area in machine
learning, and may require domain-specific knowledge. There are three
types of ANN layers that are often used, the feed-forward neural network,
the Convolutional Neural Network (CNN), and the Recurrent Neural
Network (RNN).

We will firstly give a brief introduction to the most common ANN
layers, then the Stochastic Gradient Descent (SGD) algorithm and back-
propagation that are used for optimising the DNNs are presented. Finally,
a few topics in the practical methodology of tuning the DNNs will be
discussed.

25
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Figure 2.1: An illustration of a perceptron.

2.2 DNN architectures

2.2.1 Perceptron

The perceptron only contains one neuron and is illustrated in Figure 2.1.
It is essentially representing a dot product between the vector of
n weights w = [w1, w2, w3, . . . , wn]T and the n-dimensional input
x = [x1, x2, x3, . . . , xn]T plus a bias b, to which a simply non-linear
transformation function σ (i.e. activation function) is applied,

y = σ(wT x + b) (2.1)

There are many choices for the activation function [66], for example:

• Rectified Linear Unit (ReLU): is one of the most popular
activation functions because despite not being differentiable at zero,
it has a gradient with favourable properties that is easy to compute.
It is defined as

ReLU(z) = max{0, z}, z ∈ R (2.2)

• Sigmoid: has a long tradition as an activation function in ANNs
since it has a range (0, 1) of which the delimiting values correspond
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to the Bernoulli distribution outputs (i.e. 1 or 0). The sigmoid
function is defined as:

σ(z) = 1
1 + exp(−z) = exp(z)

1 + exp(z) = 1− σ(−z), z ∈ R (2.3)

• Tanh: has a range of (−1, 1), which can be used for normalised
outputs of a regression problem. It is defined as,

tanh(z) = exp(z)− exp(−z)
exp(z) + exp(−z) , z ∈ R (2.4)

• Softmax: generalises the sigmoid function to Multinoulli output
distributions, and is widely used in a classifier to represent the
probability distribution over C classes.

Softmax(zi) = exp(zi)∑C
j=1 exp(zj)

, zi, zj ∈ R (2.5)

where
∑C

i=1 Softmax(zi) = 1, and i, j ∈ {1, 2, 3, . . . , C}.

• Linear activation: is sometimes used to refer to the situation
when there is no non-linear activation function applied to the output
of a neuron. It can also be used when representing a regression
output.

2.2.2 Feed-forward neural network

A feed-forward neural network consists of multiple layers that are stacks
of neurons, as illustrated in Figure 2.2. Each neuron takes inputs from the
previous layer (or from the input data in the first layer), and generates
an output for the next layer (or the final output in the last layer), and
can be considered as a perceptron. As an example, a feed-forward neural
network with one hidden layer (as in Figure 2.2), consists of nested linear
transformations with non-linear activation functions:

y = σ(WT
2 σ(WT

1 x + b1) + b2) (2.6)

where Wi is the weight matrix where the columns are the weights
associated with each neuron in layer i, bi is the bias associated with
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Figure 2.2: A feed-forward neural network with one hidden layer.

neurons in layer i, and the activation function σ is applied element-wise
to a vector argument.

The feed-forward neural network is a very flexible model and one can
add more and more layers to it. However, with large input dimension
and a large number of layers, it may lead to an enormous amount
of parameters, which subsequently slows down the computations for
training and inference and causes the model to easily over-fit the training
data. Actually, a feed-forward neural network with one hidden layer
and a sigmoid activation function is a universal estimator [76], but the
generalisation capability of the model, which has big practical significance
in present-day machine learning tasks.

A feed-forward neural network has three limitations in practical scenarios.
Firstly, it cannot be processed in parallel because each layer needs to
wait for all the neurons in the previous layer to be computed before it
can be processed. Secondly, it cannot be applied to inputs of variable
length, in other words, the length of the input needs to be determined at
the training time and cannot be changed. Thirdly, for very long inputs,
the feed-forward neural network results in a large amount of parameters,
it requires (m + 1)n parameters for a layer that has m inputs and n
outputs, which not only reduces the speed of computation, but also
makes it tend to over-fit the training data. For example, in the case of
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a 1 s raw audio input waveform that is sampled at 16 kHz, if the first
hidden layer of a feed-forward neural network contains 1024 neurons, it
will result more than 16 million of parameters only in this first layer.

2.2.3 CNN

Motivated by the need to increase computational efficiency of the ANN,
the CNN is designed to leverage three ideas of sparse interactions,
parameter sharing and equivariant representations [94, 66].

The CNN layer is based on the discrete convolution operation in (2.7),

y(t) = (x ∗ w)(t) =
∞∑

a=−∞
x(a)w(t− a). (2.7)

where x is the layer input, and w is the layer filter (or kernel). Since the
convolution operation is commutative, the convolution operation in (2.7)
can be rewritten as

y(t) = (w ∗ x)(t) =
∞∑

a=−∞
x(t− a)w(a). (2.8)

and the filter then can be implemented by an ANN layer.

An example of the 1-D CNN layer is shown in Figure 2.3 where the
filter size is 3. The filter is essentially a “perceptron” that takes three
successive inputs, and generates one output. The leading zeros in the
input x are added to maintain the same output length as the input in
the example. Adding zeros in front or at the back of the input is referred
as zero padding. To be noted, the input is not reversed in computing the
convolution as in (2.8). This is because the kernel w is learnable from
data, and the learning algorithm will learn the appropriate values of the
kernel even the input is not reversed. The filter then will move forward,
and the step size is referred as stride, which is equal to 1 in the example
in Figure 2.3.
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Figure 2.3: An illustration of the 1-D CNN layer with front zero-padding.

We refer to the motivations stated at the beginning of this section, and
we will first elaborate on the sparse interactions idea. The CNN layer has
a complexity of kn parameters with filter size k and n outputs, and since
k is normally several orders of magnitude smaller than the input size
m, it largely reduces the parameter size compared to the feed-forward
neural network. Second, the same CNN filter is moving across the input
resulting in the filter parameters being shared across “regions” in the
input, that is parameter sharing, which leads to a further reduction in
the parameter size. Third, due to the parameter sharing property, the
convolution operation will generate the same outputs for an input region
even if that input region is shifted (left or right). This invariance to
translation is referred to as the equivariant representations property.

Inputs

Outputs

Figure 2.4: The receptive field is 5 for a two-layer CNN with filter size
of 3 and stride equal to 1.
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The output value yn in the example in Figure 2.3 is influenced by 3 inputs,
and generally the size of influencing inputs is the receptive field of yn. If
another CNN layer with filter size 3 is added on top of y, the receptive
field of the model will become 5, as illustrated in Figure 2.4.

To increase the receptive field of a CNN, one can skip a few samples
in-between two successive inputs. The number of inputs to skip is a
time lag for time-series data, and it is defined as the dilation number. A
large dilation number results in a large receptive field as illustrated in
Figure 2.5 which is a dilated causal CNN. The causal property restricts
the CNN only to take past inputs and this property is widely required in
time-series modelling.

Dilation=1

Dilation=2

Dilation=4

Inputs

Figure 2.5: Example of a dilated causal CNN.

In addition to the excellent modelling properties of CNNs, it is also
possible to parallelise and distribute the CNN computations, which
provides it with better practical implications for real-world scenarios.

The CNN also facilitates 2-D inputs (e.g., images), but the 2-D CNN is
beyond the scope of the thesis. More information can be found in [66].

2.2.4 Pooling

A pooling layer can be considered as a special CNN layer. Instead of
performing a matrix multiplication and a non-linear transformation as
in a CNN layer, the pooling layer calculates a summary statistic of the
filter inputs. For example, instead of performing (2.1) as a CNN filter,
a pooling filter computes the maximum value among the filter inputs
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in a max pooling layer and computes the average value among the filter
inputs in a average pooling layer. A 1-D average pooling layer with filter
size of 3 and stride equal to 1 is illustrated in Figure 2.6.

Filter

1 3 5 2 1

0.3

Average

1.3 3

0 0

3.3

Average

2.6

Figure 2.6: An illustration of the 1-D average pooling layer with filter
size of 3 and stride equal to 1.

Pooling layers on one hand can reduce the input size, and thus allow to
produce more compact representations, a property that is widely used
behind CNN layers. On the other hand, a pooling layer helps to make
the representation approximately invariant to small translations of the
inputs. This invariance property provides robustness in for example a
pattern recognition system where we aim to find if a pattern exists in
the input.

2.2.5 RNN

The RNNs are a family of Neural Network (NN) layer architectures that
contain recurrent connections (i.e. current inputs contain information
from the past outputs) and are used for sequential data to explore the
temporal dependencies.

The idea behind RNN is somewhat analogous to that of a the Kalman
filter that is based on the Markov chain which represents a chain of
“states”. The Kalman filter models the transition between successive
states with a linear state-transition matrix and allows to predict the
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current state from the previous state and external inputs, associated with
an input affine transformation matrix, also taking into account process
noise and measurement noise. The vanilla RNN somewhat resembles a
non-linear state-space model where the state transition model is non-
linear.

x1 x2 xn…x3

h0 h1 h2 hn… hn-1

y1 y2 yn… yn-1

V V V V

W W W

U U U

Figure 2.7: An example of a time-unfolded RNN.

An illustration of a time-unfolded RNN adapted from [66] is shown in
Figure 2.7. The RNN state-transition and output equation are as follows,

h(t) = tanh(b + WT h(t−1) + UT x(t)) (2.9)

y(t) = c + VT h(t) (2.10)

where b and c are bias vectors (corresponding to the process noise
and measurement noise in Kalman filter, respectively), transformation
matrix W is associated with the previous system state, U is the input
transformation matrix, and V is the output transformation matrix. The
tanh(·) is the aforementioned non-linear activation function applied
element-wise. The h(t) is the hidden state vector at time-step t, and h(0)
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is the initial system state that can be initialised randomly, as zeros, or
based on prior knowledge.

A big challenge in sequential data modelling is to model the long-term
dependencies, which is especially crucial for end-to-end learning on audio
time-domain waveforms. For example in Speech Emotion Recognition
(SER), the time constants of emotion dynamics range from just a
few seconds to over an hour [162], hence a good SER model should
then be able to model sufficiently long temporal dependencies in this
scenario. However, the vanilla RNN suffers from the so-called gradient
vanishing/exploding problem as shown below. If we simplify the hidden
state adaptation as in [66],

h(t) = WT h(t−1) (2.11)

and the current hidden state h(t) is a recursive updating of the initial
state h0,

h(t) = (Wt)T h0 (2.12)

if W admits an eigendecomposition of the form

W = QΛQT (2.13)

then equation (2.12) can be expressed as,

h(t) = QT ΛtQh0 (2.14)

where the eigenvalues are raised to the power of t leading to the
eigenvalues with magnitude less than one to decay to zero and eigenvalues
with magnitude greater than one to explode [66], which is referred to as
the gradient vanishing/exploding problem.

This gradient vanishing/exploding problem of the RNN has been
alleviated by introducing the Long Short-term Memory (LSTM) layer
where a hidden state self-updating-loop (controlled by another hidden
unit) with a forgetting mechanism is designed. This structure can learn
a dynamic time scale of integration of the information in the hidden
state, and has been shown to be successful in many sequence modelling
applications [75].

Another problem is that the RNN has a sequential type of processing
and can not be parallelised. This makes it slow in the case of long inputs
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and limits its ability to increase the model capacity by deepening the
number of RNN layers in the DNN.

2.3 DNN optimisation

2.3.1 SGD

With the construction of a DNN, we get a parametric model that can
estimate a mapping between the input x and the target output y. The
performance of the DNN is measured by an evaluation metric, which is
calculated on the unseen data (e.g. testing data). This metric in general
can be arbitrary and task-dependent, however, it can be intractable
and not necessarily has an explicit form which makes it unsuitable to
be used to calculate the gradients for updating the model parameters.
Instead, we can indirectly optimise the model using a loss function in
which optimising the loss function can improve the evaluation metric.
Assume we employ the Maximum likelihood estimation (MLE), which
tries to maximum the conditional probability parametrised by θ,

θML = arg max
θ

P (Y |X;θ) (2.15)

where X = {xi, . . . ,xN} and Y = {yi, . . . ,yN} represent all the inputs
and targets, respectively. If we take logarithm of the likelihood, then the
maximum likelihood estimator can be re-write as follows

θML = arg max
θ

N∑
i=1

logP (yi|xi;θ) (2.16)

where N is the population size. Dividing (2.16) by the training set size
M , we can express it as an expectation (with notation E) with respect
to the empirical data distribution p̂data where the examples are assumed
to be independent and identically distributed (i.i.d) and denoted as
x,y ∼ p̂data,
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θML = arg max
θ

Ex,y∼p̂data
logP (y|x;θ) (2.17)

and the loss function to be minimised is defined as

J (θ) = Ex,y∼p̂data
L(x,y,θ) = 1

M

M∑
i=1
L(xi,yi,θ) (2.18)

where L is the per-example negative log-likelihood L(x,y,θ) =
−log P (y|x;θ).

In the big data era, a training set may contain an enormous amount
of data. For example, the XLS-R pre-trained speech model has been
trained on nearly half a million hours of speech [10], which is practically
infeasible to evaluate the loss on the whole training data set.

The idea of SGD is to estimate the expectation in equation (2.18) by
a small subset of training samples. The subset of samples, which are
randomly sampled without replacement, composes a mini-batch with
size m. A large value for m may give an accurate estimation of the
expectation in equation (2.18), but the value of m may be constrained
by memory size and computation time. Then the parameter gradients g
can be evaluated through the mini-batch loss,

g = 1
m

m∑
i=1
5θL(xi,yi,θ) (2.19)

and finally the SGD algorithm updates the parameters with a learning
rate α as follows,

θk ← θk−1 − αg (2.20)

where k is the iteration index. The learning rate α is a hyper-parameter
that can be tuned via a validation set, when a too large α generally
leads to the optimisation algorithm oscillating across the loss function
and being unable to converge, and a too small α will slow down the
convergence. There are also adaptive learning rate methods such as the
RMSProp [151] and the Adam [87] methods.
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2.3.2 Back-propagation

The idea of back-propagation [127] is based on the construction of a graph
of the forward operations through the DNN model, which is referred to as
as computation graph. The gradients for each parameter in each operation
can then be back-propagated via the chain rule of differentiation from
the end of the computation graph to the beginning.

w1 ŷixi
w0

Figure 2.8: A simple NN to demonstrate back-propagation.

A simple NN consisting of two neurons, one input and one output is
shown in Figure 2.8. First, we calculate the forward pass of the network
computation graph with randomly initialised weights w0 and w1, where
z0, a0 and z1 represent intermediate variables,

Forward pass:

xi → w0x→ z0 → σ(z0)→ a0 → w1a0 → z1 → σ(z1)→ ŷi (2.21)

If we employ the least-squares loss with respect to the ground truth y as,

L = 1
m

m∑
i=1

(yi − ŷi)2 (2.22)

then by applying the chain rule, the partial derivatives of the parameters
w0 and w1 for the ith training sample in a mini-batch can be calculated
as follows,
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Backward pass:

∂L
∂w1

= 1
m

m∑
i=1

∂L
∂ŷi

∂ŷi

∂z1

∂z1
∂w1

(2.23)

∂L
∂w0

= 1
m

m∑
i=1

∂L
∂ŷi

∂ŷi

∂z1

∂z1
∂a0

∂a0
∂z0

∂z0
∂w0

(2.24)

with each term is easy to calculate as follows,

∂L
∂ŷi

= −2(yi − ŷi) (2.25)

∂ŷi

∂z1
= σ′(z1) = σ(z1)(1− σ(z1)) (2.26)

∂z1
∂w1

= a0 (2.27)

∂z1
∂a0

= w1 (2.28)

∂a0
∂z0

= σ(z0)(1− σ(z0)) (2.29)

∂z0
∂w0

= xi (2.30)

To be noted that the results in equations (2.26) and (2.29) are properties
of the sigmoid function which do not hold for other activation functions.
Finally, giving the inputs xi and their corresponding targets yi for i =
1, . . . ,m in a mini-batch, the gradients in (2.25) to (2.30) can be evaluated
using the forward pass results and the model parameters are updated
using (2.23) and (2.24) as,

w
(k)
0 = w

(k−1)
0 − α ∂L

∂w0
(2.31)

w
(k)
1 = w

(k−1)
1 − α ∂L

∂w1
(2.32)
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Back-propagation with the SGD algorithm enables the training of a DNN
with arbitrary topology and mathematical operations as long as explicit
derivatives can be calculated, and hence forms the foundation of modern
deep learning.

2.4 Validation and regularisation for DNN

One of the most crucial requirements in machine learning is generalisation
capability, that is, how to learn a model that will perform equally well on
the training set and on unseen data. There are various methods to tackle
this problem, which are generally referred to as regularisation methods.
One of the most common regularisation methods is the inclusion of
parameter norm penalties (i.e. L1 and L2 regularisation) in the loss
function. When it comes to deep learning, a great variety of regularisation
methods are available, for example the use of a dropout layer, data
augmentation, weight decay etc. We will cover a few of the most common
regularisation methods in this section.

2.4.1 Model validation and hyper-parameter selection

A deep learning task may contain a number of hyper-parameters, such as
the learning rate, the batch size and so on. These hyper-parameters can
be set through prior knowledge, and hoping the model to perform well
on unseen data, or can be tuned through some tuning strategies. Also,
the training of a DNN is iterative, and as argued in section 2.3.1, the
model performance is measured by some pre-defined metrics which are
not necessarily the same as the loss that the model is trained on. In this
case, a stopping criterion is needed to guide us when to stop training.

After having a dataset at hand, a common practise is to divide the
dataset into three partitions, that are the training set, the validation set,
and the testing set. Mostly, a random partitioning of ratio 7:2:1 or 6:2:2
is used, but for specific tasks, the user can design their own validation
and testing sets that reflect the real target data characteristics.
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With the above partitions, a DNN can be trained using only the training
set, and evaluated by the pre-defined evaluation metrics at a constant
interval (e.g. every 50 iterations or every epoch, which is when all training
data has been used once), on the validation set. Then, the model with
the best validation performance is chosen as it has the best generalisation
capability. Since we can only see the iteration number that corresponds
to the best validation performance after proceeding with more iterations,
a trace back is required to first run the optimisation for a large number of
iterations, and then choose the model at the iteration that gives the best
validation performance, which is a procedure known as early stopping.
Finally, with the selected model, a final model performance is evaluated
on the testing set.

The procedure for hyper-parameter tuning is the same as described
above. In the training step, a set of hyper-parameters is set manually,
then the model is trained, evaluated, and finally selected based on the
best validation performance. The user can search for the optimal hyper-
parameters by for example linear search, grid search, random search, etc.
In addition, hyper-parameter values can also be determined based on
similar works.

Fold 1

Fold 2

Fold 3

Fold 4

Fold 5

Training
Validation
Testing

Figure 2.9: A 5-fold cross-validation partitioning.

In some applications, the dataset contains a limited number of samples
which makes the partitioning challenging. One can then use N -fold
cross-validation which allows to fully use the dataset and ensure a valid
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evaluation of the generalisation capability of the model. In N -fold cross-
validation, we first divide the whole dataset into N parts, as shown in
Figure 2.9 with N equal to 5. Then, in each fold, we use some parts
for training, some other parts for validation and the rest for testing
(in the example we use 3 parts for training, 1 part for validation and
1 part for testing). Next, the division of the parts is rotating, and a
new part is used for validation, another part for testing, and the rest
for training as illustrated in Figure 2.9. The use of the validation set in
N -fold cross-validation is still intended for model selection (e.g., early
stopping), and finally, after running N -folds, the testing results from
each fold are collected and averaged to yield the final performance of the
model.

In a more extreme scenario where only a few data samples are available,
one can also use leave-one-out cross-validation where every time only 1
sample is used for validation and 1 sample for testing.

Next to manual hyper-parameter tuning using those model validation
methods (e.g., with grid search, line search, random search and etc.) one
can also rely on some automatic hyper-parameter tuning toolboxes, such
as Hyperopt [18], which formulates the hyper-parameter search as an
optimisation problem and solves it with using numerical optimisation
algorithms. The drawback of the hyper-parameter optimisation
algorithms is that they need to often re-run the training experiment
(which can be slow with the DNN). In most cases, these hyper-parameter
optimisation algorithms randomly select values from a user-defined range
of hyper-parameters as initialisation. But it is very likely that these
initial hyper-parameter values are not optimal solutions. In order to
reduce the time used by the hyper-parameter optimisation algorithms on
these trivial experiments, the user can provide a smaller search range for
the hyper-parameters based on domain expertise, and design automatic
stopping criterion if the training loss in one search trial is decreasing too
slowly.

2.4.2 Bagging ensemble method

Bagging stands for bootstrap aggregating [25] and is an ensemble
technique to reduce the generalisation error by combining multiple weak
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models that are not identically trained (e.g., with different initialisation,
different model hyper-parameters, or different model configurations) on
different sub-sets of the whole training data set.

While a rigorous mathematical foundation can be found in [25], a
more intuitive explanation of the bagging ensemble method refers to in
resemblance with the “ask the audience” practice in the “Millionaire” TV
shows where a large number of people in the audience give their answers
to the same question, and the ensemble answer marginalises out to some
extent the uncertainties in the choices.

Formally, to apply bagging, one needs to firstly construct k different
sub-sets that consist of samples randomly taken from the whole training
set with replacement. Then, a model i is trained on the sub-set i. Finally,
the predictions of the trained models are aggregated to generate one
prediction for each input data point.

The bagging ensemble method is an extremely powerful and reliable
technique for better generalisation. Some machine learning methods
involve the bagging ensemble method in the algorithm, for example, the
Random Forest (RF) [26] method.

A boosting technique assigning learnable weights to the ensemble models
is sometimes combined with bagging ensemble methods, such as, the
AdaBoost [57] and Gradient Boosted Decision Trees (GBDT) methods
[58].

2.4.3 Dropout

The bagging ensemble method is good for increasing the generalisation
capability of a model, however, it requires a large amount of
computational power when applied to DNN.

Dropout [143] provides a way to regularise a DNN with low cost by
considering many sub-networks of a large DNN. Different than the normal
bagging ensemble method where each candidate model is independent
from the others, dropout allows the sub-networks to share the same
parameters in a large DNN.



VALIDATION AND REGULARISATION FOR DNN 43

To achieve this, dropout randomly removes non-output-layer neurons from
the DNN with a pre-defined probability p, which is a hyper-parameter that
can be tuned through the validation methods mentioned in section 2.4.1.

Apart from the benefits dropout brings, it does reduce the effective
modelling capacity of the DNN model. One can increase the size of
the DNN model to counteract this effect, but this may require more
computational resources and more iterations to train.

For training with a small dataset, dropout may be less effective to increase
the generalisation capability of the DNN. It may then be more interesting
to consider other regularisation methods or try other machine learning
methods (e.g. RF and statistical models).

2.4.4 Data augmentation for speech/audio applications

For training a data-driven model, more annotated data will always be
beneficial to the model generalisation capability since it marginalises out
the uncertainties in a large population space. Data augmentation builds
upon this idea and aims to artificially create more annotated data.

Data augmentation generally has been applied to various machine learning
tasks, such as image processing tasks [20], speech processing tasks [21] and
so on. In this thesis, we introduce a few data augmentation techniques
in speech/audio processing applications:

• Adding background noise: is to mix the audio recording with
pre-recorded background noise, which can be real-life noise, such
as, traffic noise, fan noise, babble noise, or it can be synthetic noise
such as Gaussian noise with varying standard deviation.

• Adding reverberation: in most of the real-life scenarios,
reverberation will be present. One can generate artificial room
impulse responses or use measured room impulse responses and
convolve these with the original audio recording to create multiple
recordings with different room effects.
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• Filtering: one can emphasise low frequencies, specific frequency
bands, or high frequencies with a low-pass filter, band-pass filter,
or high-pass filter, respectively.

• Pitch shift: is to shift the pitch of a speech signal without changing
the tempo and the content.

• Time stretching: is to elongate or shorten the speech recording
without changing its pitch.

• Time inversion: is to reverse the audio waveform along the time
axis which of course does change the content of the speech or audio.

• Sliding window: consists in applying a sliding window on the
entire audio waveform to generate multiple shorter waveforms.

The type of augmentation chosen should reflect the real data condition
where the model will be employed. To obtain the most general model, all
types of augmentation effects might need to be combined, yet considering
all possible combination may be costly. Note that, data augmentation
should not change the data ground truth, for example, pitch shifting might
be beneficial for speech recognition where speaker pitch is considered
as a disturbing factor which needs to be marginalised out, but it is not
applicable to speaker recognition and gender recognition where the pitch
is a strong feature to distinguish different speakers.

2.4.5 Weight decay

In addition to regularisation methods that penalise the parameter vector
norms (e.g., the l1-norm or l2-norm), weight decay provides another
way to constrain the parameters’ magnitude. Different from l1 and l2
regularisation where an extra loss term is added to the loss function, the
weight decay method directly adjusts the parameter values according
to their magnitude multiplied with a pre-defined weight decay constant,
such that for example in the case of l2 regularisation, the loss function
and the update equation in (2.18) and (2.20) are modified as follows,
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J (θ) = λ

2θ
Tθ + 1

M

M∑
i=1
L(xi,yi,θ) (2.33)

θk ← θk−1 − αg− αλθk−1 (2.34)

where λ is the weight decay constant. And writing in another way,

θk ← (1− αλ)θk−1 − αg (2.35)

When applying the weight decay method, some of the parameters in the
over-parametrised DNN will become very small, thus have no significant
effect on the overall decision making.

2.5 Conclusion

In this section, we have briefly introduced the common layers of a DNN,
the model training methods, the model validation and hyper-parameter
tuning methods and a few regularisation techniques for DNN. In addition
to these fundamentals, DNN is still a very active area of research nowadays
in which building generalised and robust models is a promising direction.
However, there are many other machine learning models and algorithms,
such as Support Vector Machines (SVMs) [24, 144], decision tree based
methods [118], logic programming [111], Bayesian methods [15], etc.,
and it is important to choose the best method for the problem at hand,
rather than using DNN exclusively.
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Abstract

Recent deep neural network based methods provide accurate binaural source
localisation performance. These data-driven models map measured binaural
cues directly to source locations hence their performance highly depend on the
training data distribution. In this paper, we propose a parametric embedding
that maps the binaural cues to a low-dimensional space where localisation can
be done with a nearest-neighbour regression. We implement the embedding
using a neural network, optimised to map points that are close to each other in
the latent space (the space of source azimuths or elevations) to nearby points
in the embedding space, thus the Euclidean distances between the embeddings
reflect their source proximities, and the structure of the embeddings forms a
manifold, which provides interpretability to the embeddings. We show that
the proposed embedding generalises well in various acoustic conditions (with
reverberation) different from those encountered during training, and provides
better performance than unsupervised embeddings previously used for binaural
localisation. In addition, the proposed method performs better than or equally
well as a feed-forward neural network based model that directly estimates the
source locations from the binaural cues, and it has better results than the
feed-forward model when a small amount of training data is used. Moreover,
we also compare the proposed embedding using both supervised and weakly
supervised learning, and show that in both conditions, the resulting embeddings
perform similarly well, but the weakly supervised embedding allows to estimate
source azimuth and elevation simultaneously.

Keywords—Manifold learning, Non-linear dimension reduction, Siamese neural
network, Binaural sound source localisation, Deep learning
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3.1 Introduction

Sound source localisation is aiming to estimate a sound source position in terms
of azimuth, elevation and distance. A large part of the source localisation
literature focuses on the azimuth and elevation estimation only, hence this is
also the scope we adopt in this paper. The human auditory system is capable
of localising acoustic signals using binaural cues such as the Interaural Phase
Differences (IPDs) and Interaural Level Differences (ILDs) [22]. Computational
localisation algorithms in robot audition [8], hearing aid[55], virtual reality [86],
etc., aim at mimicking this process and therefore estimate the binaural cues
from binaural microphone signals. The binaural microphones are typically two
identical microphones that are mounted at the entries of two ear canals of an
artificial head. In a sound source localisation scenario, the human/artificial
head together with the pinna and the torso act as filters that modify the
incident sound waves. This filter effect is crucial for sound source localisation,
especially vertical sound source localisation (i.e. elevation estimation), and can
be characterised by the Head-related Transfer Function (HRTF) [126].

Acoustic artefacts such as noise and reverberation, introduce uncertainties in
the binaural cues. Although the existence of reverberation can aid distance
localisation [126], the resulting noisy and reverberant binaural cues make sound
source localisation challenging. Traditionally, robustness to reverberation has
been tackled with statistical model-based approaches [108, 165, 106], which
outperform lookup tables and template matching methods that rely on an
anechoic assumption [85, 120]. Some works propose to estimate the direct-path
relative transfer function, which encodes the source azimuth information, in
order to avoid the contamination of audio from reverberation noise, however,
this type of methods highly rely on the onset of the source acoustic events [98].

In contrast, data-driven approaches are able to learn the non-linear functions
that map binaural cues to source locations [39]. Recently, Deep Neural Networks
(DNNs) has been used to learn the relationship between azimuth and binaural
cues, by exploiting head movements to resolve the front-back ambiguity [105],
and by combining spectral source models to robustly localise the target source in
a multiple sources scenario [104]. Additionally, a few works use DNNs to enhance
the binaural features so that they can eliminate reverberation and additive
noise [168, 114]. In [167, 161], the authors utilize DNNs to directly map the audio
spectrogram or its raw waveform to the source azimuth in an end-to-end manner,
which is also applicable to reverberant and noisy environments. However, those
works only consider source azimuth estimation and the localisation is done by
classification (i.e. the predictions can only be in a pre-defined grid).

A different data-driven approach was used in [43, 42], where the relationship
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between source locations and binaural cues was modelled with a probabilistic
piecewise linear function. By learning the function parameters, sources can be
localised by probabilistic inversion. An implicit assumption of the piecewise
linear model in [43, 42] is that similar source locations result in similar binaural
cues. The same assumption is also used in non-parametric source localisation
algorithms based on manifold learning in [92, 93]. In this paper, we focus on
data-driven source localisation approaches, inspired by low-dimensional manifold
learning [92, 93].

Manifold learning in sound source localisation is aiming to find a non-linear
transformation that transforms acoustic measurements to a low-dimensional
representation that preserves the source locality information. Manifold learning
methods in [92, 93] rely on smoothness in the measurement space with respect to
the underlying source locations, an assumption that might generalise poorly to
varying acoustic conditions. The uncertainties in the binaural cue measurements
introduced by reverberation, introduce variations in the measurement space
neighbourhoods that might not be consistent with their source locations. To
preserve neighbourhoods in term of the source location, we are inspired by the
“siamese” neural network in the machine learning community that is optimised
with a contrastive loss function [68]. This particular model learns a similarity
metric defined in the latent space (i.e. written digit classes and orientation of
air plane pictures in [68]). This paradigm, which doesn’t rely on an explicit
neighbourhoods definition in the measurement space, is suitable for problems
that have a large amount of classes and in each class there are only a few training
examples, such as face verification [146, 36] and signature verification [27], and
can also be used in sound source localisation. We have proposed and published
earlier a regression method for binaural sound source localisation based on the
“siamese” neural network and contrastive loss in [149]. This method converts
binaural cues into a low-dimensional embedding, and there is a small Euclidean
distance between the embeddings obtained from binaural cues of similar source
locations. A similar work using triplet loss somewhat resembles our idea [113],
but in their work, a model directly maps the binaural cues to source location
predictions, and pre-defined proximity for both positive and negative cases (i.e.
points with similar and dissimilar source locations) have to be present at the
same time for the triplet loss.

In this paper, we first propose an update on the model architecture introduced
in [149], and then validate its robustness with respect to three aspects:

1. mismatched audio content between the training and testing sets,

2. the presence of unknown reverberation and noise,

3. and the availability of only a small amount of annotated training data,
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through abundant experiments in fixed and varying acoustic scenarios,
respectively. Afterwards, we extend our method to a weakly supervised learning
scheme, where the annotation of source directions (i.e. azimuth and elevation)
is no longer required for training the embeddings, but only the relative source
position proximity is needed for any pair of training examples. Unlike the
supervised approach proposed in [149], which treats azimuth and elevation
estimation in two separate tasks, this weakly supervised embedding can be
used to estimate both the source azimuth and elevation at the same time, and
providing a good visualisation of the manifold.

The paper is organized as follows. In Section 3.2, we first revise the binaural cue
extraction and formulate the source localisation problem. Then, in Section 3.3,
we provide a brief overview of the related manifold learning work that has been
applied in binaural sound source localisation. Next, the proposed method is
presented in Section 3.4 and finally, experimental results are shown in Section 3.5.

3.2 Data model and problem formulation

3.2.1 Binaural cue extraction

Let s1(τ) and s2(τ) denote the signals captured at the left and right microphones
in a binaural recording setup in a noisy and reverberant environment. In this
work, we extract the binaural cues in the Short-time Fourier transform (STFT)
domain, as in [120, 42].

Let S1(t, k) and S2(t, k) denote the STFT coefficients of s1(τ) and s2(τ), where t
and k are the time frame and frequency index, respectively. At a time-frequency
bin (t, k) an ILD αtk and an IPD φtk are defined as

αtk = 20 log10
|S1(t, k)|
|S2(t, k)| , φtk = ∠

S1(t, k)
S2(t, k) . (3.1)

Assuming that a single sound source is active, we follow the binaural feature
extraction approach from [42], and compute time-averaged ILDs and IPDs
across T frames as follows

ak = T−1
T∑
t=1

αtk, pk = T−1
T∑
t=1

exp(jφtk). (3.2)

By concatenating the ILDs, and the real and imaginary parts of the IPDs
in selected frequency ranges [k1, k2] and [k3, k4], the binaural information is
summarised in a measurement vector x ∈ X ⊂ RD,

x = [ak1 , . . . , ak2 , R{pk3}, I{pk3}, . . . ,R{pk4}, I{pk4}]T (3.3)
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with dimensionality D = k2 − k1 + 2(k4 − k3).

It is known that IPDs carry reliable location cues below 2 kHz [22], while ILDs
contribute to localisation at higher frequencies as well [42]. Hence, we used the
ranges fs

K [k1, k2] = [200, 7000] Hz for ILDs and fs

K [k3, k4] = [200, 2500] Hz for
IPDs, where fs denotes the sampling frequency and K is the Discrete Fourier
transform (DFT) size used in the STFT, and ki = round(k̃i), i = 1, 2, 3, 4, where
the round() operation rounds k̃i to the closest integer. For a typical audio
recording with sampling rate fs = 16 kHz, and the DFT size K = 1024, the
dimensionality D is equal to 729 (i.e. a 729-dimensional feature vector x).

3.2.2 Measurement to embedding transformation

From the above binaural cue extraction process, a pair of signals s1(τ) and s2(τ)
is associated to a vector x ∈ X . We refer to X as the measurement space. Let
the unknown source location be denoted by u ∈ U . We refer to U as the latent
space. U is one-dimensional if one considers azimuth or elevation separately, or
two-dimensional if the localisation angles are considered simultaneously. Given
a training set of N pairs T = {(xi,ui)}Ni=1, the localisation problem consists of
finding a function h

û = h(x), h : X → U . (3.4)

that accurately maps measurements to latent variables. Although, one can
implement h with a powerful non-linear model (e.g., a DNN), the proposed
approach of first transforming the measurement space to an embedding space
and then performing the localisation in the embedding space comes with several
advantages:

1. Learning the transformation from measurement space to embedding space
does not necessarily require the latent space annotation information, thus
enables the possibility of semi-supervised learning and weakly supervised
learning.

2. The low-dimensional embedding can preserve the latent space neighbour-
hood relationships (in which the Euclidean distance in the embedding
space roughly corresponds to the latent space “semantic” relationship)
and the embedding eliminates useless information, which can be used to
study or visualise the latent space structure. A vanilla example of this is
the Principal Component Analysis (PCA).

3. By learning the structure of the latent space, the training of the model
will be less dependent on the distribution of the training data. In contrast,
if the mapping from measurement space to latent space is learned directly,
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the model is more likely to over-fit to the dense part of the training
data and its generalisation capability decreases when there is not enough
annotated training data.

Therefore, our main objective in this work is to learn an embedding function
f that maps the vectors x to a low-dimensional space which preserves latent
space neighbourhoods, i.e.,

z = f(x), f : X → Z ⊂ Rd, d << D. (3.5)

We propose a neural network framework to learn a parametric function f that
satisfies these properties both in a supervised and weakly supervised manner.
A nearest-neighbour regression function h : Z → U is then used for localisation.

3.3 Baseline manifold learning method

If the microphone location in a given room is fixed, the authors in [93] showed
that features extracted from binaural signals can be embedded in a low-
dimensional space Z, in a way that recovers source locations. The framework
in [93] is based on unsupervised manifold learning, in particular, Laplacian
eigenmaps (LEM) [16].

The Laplacian Eigenmaps (LEM) method defines the neighbourhood relation-
ships of the data using a similarity matrix K ∈ RN×N , with entries K[i, j]
related to the Euclidean distances ‖xi − xj‖2 between feature vectors xi and
xj , with i, j ∈ [1, N ]. One way to compute K is using nearest-neighbours, i.e.,
K[i, j] = K[j, i] = 1 if xi is among the M nearest neighbours of xj , or if xj is
among the M nearest neighbours of xi (in Euclidean distance). A second way
is using an exponentially decaying kernel function, such as the Gaussian kernel

K[i, j] = exp
(
−‖xi − xj‖

2
2

ε

)
, (3.6)

where ε is the kernel bandwidth. Such kernel is used for source localisation in [93].
Given the similarity matrix K, the neighbourhood-preserving optimisation
problem of LEM to find the embeddings z1, z2, . . . , zN is given by [16]

arg min
z1,...,zN

N∑
i,j=1

‖zi − zj‖2
2 K[i, j],

subject to ZTDZ = I

(3.7)
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which enforces that points xi, xj with large similarity K[i, j], are to be mapped
to points zi, zj with a small Euclidean distance ‖zi−zj‖2 whereD is a diagonal
matrix with entries D[i, i] =

∑N
j=1K[i, j].

The optimisation problem (3.7) has a closed-form solution, given by the
eigenvectors of P = D−1K corresponding to the largest eigenvectors. If {ψi}Ni=1
denote the eigenvectors of P , with eigenvalues 1 = λ1 > λ2 ≥ . . . ,≥ λN , the
d-dimensional LEM embedding is given by [16]

zi = f(xi) = [ψ2[i], ψ3[i], . . . , ψd+1[i]]T , (3.8)

where the constant eigenvector ψ1 is not included [16, 37] and [i] denotes the
vector element index. The LEM embedding f is non-parametric, and the low-
dimensional representation z of a new measurement x is obtained as a linear
combination of the training points {zi}Ni=1 [17]. However, this procedure is often
insufficiently accurate and represents a disadvantage of LEM and of spectral
embeddings in general. One can include every new testing data and re-run the
unsupervised training to get a more accurate representation for the new testing
data, however, this may prolong the training time, especially for large datasets,
and due to the fact that the kernel matrix K is N ×N , the computation of
eigenvectors will dramatically increase for a large N .

Besides the promising performance of spectral embeddings for localisation [93,
92, 150], their major drawback is the assumption that the neighbourhoods in
the measurement space are consistent with the source locations. Although the
assumption is shown to hold when all signals are recorded in one room for fixed
microphone locations [43, 93, 150], this is not the case when the signals are
filtered by various acoustic channels in different enclosures.

3.4 Contrastive embedding for localisation

We propose a parametric embedding, designed to preserve neighbourhoods
in terms of sound source locations. Such embeddings are robust to unseen
room reverberation and small training set size (e.g. when the training set does
not contain the complete latent space annotations). The proposed framework
firstly includes the definition of the neighbourhoods, which can be supervised
(Section 3.4.1) or weakly supervised (Section 3.4.2) depending on whether one
uses the azimuth/elevation label or the source relative proximity. Secondly it
includes the transformation from the measurement space to the embedding space
by training a DNN which is optimised on a contrastive loss function (Section 3.4.3
and Section 3.4.4). Finally the sound source localisation will be performed in
the embedding space using nearest-neighbour regression (Section 3.4.5).
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3.4.1 Supervised neighbourhoods definition

Consider two labelled measurements (xi, ui) and (xj , uj) where ui and uj are
denoted as scalars since we estimate azimuth and elevation separately. To avoid
the phase wrapping ambiguity, we define du(ui, uj) = min(|ui − uj |, 360◦ −
|ui − uj |) denote the shortest possible distance in the latent space U , where
ui, uj corresponds to the source azimuth or elevation angles in degree. A
neighbourhood indicator yij ∈ {0, 1} is defined as

yij =
{

0, if du(ui, uj) > εu

1, if du(ui, uj) ≤ εu,
(3.9)

for a user-defined threshold angle εu.

3.4.2 Weakly supervised neighbourhoods definition

As an alternative to directly using the latent space label information to define
the neighbourhoods, we can also use the relative proximity between sound
sources. Here, we only consider the sound sources at the ball with radius Φ and
centred at the receiver, or sources whose relative position to the receiver can be
found (then the source locations can be firstly projected onto a ball with radius
Φ around the receiver by distance normalisation).

In order to define the weakly supervised neighbourhoods, we can use the physical
distance ds(Si, Sj) between two sound sources Si and Sj which corresponds to
the Euclidean distance between the Cartesian coordinate vectors of Si and Sj .
Similarly,

y′ij =
{

0, if ds(Si, Sj) > εs

1, if ds(Si, Sj) ≤ εs,
(3.10)

for a user-defined threshold distance εs. The threshold εs and εu are related as
εs represents the arc length of the angle εu on a circle with radius Φ and hence,

εs ≈ εu · Φ · π/180◦ (3.11)

In particular, in our proposed method, one can also implicitly define the
similarity indicator y′ij by using it as a training data label. For example,
consider a scenario when multiple recordings are acquired from excitations
at each of the pre-defined sound source locations, then y′ij equals to 1 for
recordings acquired at the same or at close source locations, and y′ij equals to 0
for recordings acquired at different or far source locations.
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3.4.3 Contrastive loss

We seek to learn a parametric function fW : X → Z ⊂ Rd, with parameters
W , that maps xi and xj to their low-dimensional embeddings zi and zj . If
yij = 1, the Euclidean distance ‖zi − zj‖2 should be small, and if yij = 0, then
‖zi − zj‖2 should be large. For a given embedding function fW , we have

‖zi − zj‖2 = ‖fW (xi)− fW (xj)‖2. (3.12)

A contrastive loss function over the parameters W , tailored for neighbourhood
preservation has been proposed in [68] for non-linear dimensionality reduction,
and is given by

L(W ) =
N∑
i=1

N∑
j=1

(
yij ‖fW (xi)− fW (xj)‖2

2

+ (1− yij) max(0, µij − ‖fW (xi)− fW (xj)‖2)2
)
. (3.13)

The parameter µij is a positive real-valued margin, such that µij/2 can be
interpreted as the same radius of circles centered on zi and zj . If the circles
intersect and yij = 0, the two dissimilar pairs are too close in the embedding
space, thus increasing the contrastive loss in (3.13). On the other hand, if
yij = 1, large distances are penalised, enforcing fW to preserve neighbourhoods.

Intuitively speaking, during the training, each example in a mini-batch is
subjected to two “forces”. One force is between the similar pairs, pulls them
closer to each other in the embedding space. The other force between dissimilar
pairs is repulsive and it pushes the dissimilar pair away from each other in the
embedding space (if they are too close when ‖fW (xi)−fW (xj)‖2 < µij). During
training, the embeddings are moving according to the forces they encounter,
and thus will eventually lead to an equilibrium (i.e. convergence). Globally, the
embedding space convergences to a manifold. Since the forces are subjected to
latent space similarities, this will result in meaningful distances between each
pair of embeddings (i.e. the distance between a pair of embeddings somewhat
indicates the proximity of their corresponding sound sources).

It is important to note that in [68], where the contrastive loss was first proposed
for classification, µij ≡ µ is a constant margin. In our application, the latent
space of azimuths and elevations is continuous. To accurately preserve its
geometry, we propose an adaptive margin as follows,

µij = exp (dij)
exp (dij) + 1 . (3.14)
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As dij decreases, the margin µij decreases as well. One can compute dij either
in a supervised manner using the azimuth/elevation, thus dij = du(ui, uj), or
in a weakly supervised manner, where dij = ds(Si, Sj). In the case that there
is no quantitative measure in the latent space, a constant margin can be used
(e.g., µ = 1).

3.4.4 Learning the embedding

We implement fW with a DNN as shown in Figure 3.1(a). The DNN architecture
consists of two fully-connected hidden layers with D neurons in each layer.
Between the fully connected layers, we add batch-normalisation layers [80]
to speed up the convergence and dropout layers to prevent the model from
over-fitting [143]. The output layer has 3 neurons, corresponding to a 3-
dimensional embedding space i.e., d = 3. The hidden neurons have Sigmoid
non-linear activations, and the output neurons have linear activations. In
order to train the DNN model to minimise the cost function in (3.13), we use
the siamese architecture that was proposed in [27] and used for various tasks
in [36, 68]. This special DNN architecture consists of two identical branches
that are sharing the same model parameters. Taking a pair (xi,xj) as an
input, the measurements xi and xj are passed through the branches (one
per branch) and hence produce their corresponding embeddings zi and zj .
Then the cost is evaluated in (3.13) using the neighbourhood indicator yij
and the outputs zi and zj of the branches. Finally, the gradient per model
parameter is calculated and back-propagated to update the model parameters.
Depending on which definition for the neighbourhood indicator is used, we call
the corresponding embedding Supervised Contrastive Embedding (SCE) if the
supervised neighbourhoods definition is used, or Weakly supervised Contrastive
Embedding (WSCE) if the weakly supervised neighbourhoods definition is used.

A key aspect of the proposed framework is the selection of pairs (xi,xj) for
training. For small datasets, one could consider all pairs and proceed with
training on all training data pairs. However the polynomial growth of the
number of pairs results in memory problems even for moderately large datasets.
To solve this problem, we use mini-batches and calculate the neighbourhood
indicator yij for every pair of examples in each mini-batch. To be noted, we
suggest to choose a large enough batch size so that there are both similar
pairs and dissimilar pairs in one batch. Because a randomly selected mini-
batch generally contains examples from sources of different locations (i.e. those
examples will be defined as dissimilar pairs), if the batch size is too small, the
probability of having similar pairs in a batch will be very low, so that the
loss will be inaccurately evaluated and thus slow down the convergence rate.
Intuitively, if there is no similar pair in a batch, the embeddings will not be
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Figure 3.1: Model architecture. The proposed contrastive embedding
model in (a), and the feed-forward model in (b).

subjected to a pulling force to their similar points. This would lead to the
embeddings that just randomly reside in the embedding space and form local
clusters.
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3.4.5 Nearest-neighbour localisation

Once the weights of fW are optimised, we compute the embedding of a new
x by a forward-pass through the DNN model. Let z1, . . . ,zK denote the K
nearest-neighbours of z in the training set. The latent variable (azimuth or
elevation) is then estimated as

û =
K∑
i=1

wiui, with wi =
exp

(
−‖z−zi‖2

2
ε

)
∑K
j=1 exp

(
−‖z−zj‖2

2
ε

) . (3.15)

The bandwidth ε of the exponential kernel is obtained as the median of the
squared distances from the K neighbours, i.e.,

ε = median
(
‖z − z1‖2

2, . . . , ‖z − zK‖2
2
)
. (3.16)

Note that if the embedding is accurately preserving neighbourhoods, the choice
of regression weights is not critical. For instance wi can be inversely proportional
to ‖z − zi‖2

2. However, in our experiments, the latter generally leads to less
accurate location estimates than exponentially decaying weights.

3.5 Experiments

3.5.1 Experimental settings

To evaluate the proposed SCE in terms of the localisation error and robustness,
we compare the SCE with two baseline methods:

1. The LEM embeddings [92, 93] with nearest neighbour localisation.

2. A feed-forward neural network which is optimised with the Mean Squared
Error (MSE) loss. This feed-forward neural network has the same
structure as one of the branches in the proposed siamese structure except
for an additional output layer with tanh activation functions that outputs
the source location predictions, shown in Figure 3.1(b). Since the tanh
activation function has a range of (-1, 1), we normalise the training labels
also to the same range by ûi = ui/180◦, and i = 1 . . . N . Note that,
the original labels have a range [−180◦, 180◦]. During testing, the feed-
forward predictions are firstly converted back to degree before calculating
the localisation errors.
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As the neighbourhoods for LEM are defined in the input space, a single
embedding is used to estimate both azimuth and elevation. Similarly,
our proposed method can be trained to estimate azimuth and elevation
simultaneously as well by using the weakly supervised neighbourhoods definition
introduced in Section 3.4.2. However, a system with two separately trained
embeddings might provide better results for the same amount of data, which
we will compare for SCE and WSCE in the later experiments.

For the nearest neighbour regression in (3.15), K = 5 neighbours are used
in all localisation experiments. A few threshold values εu in (3.9) and (3.11)
are tested for both azimuth and elevation. We choose εu in {5◦, 15◦, 30◦} to
have a big span so that we can evaluate its impact on the localisation results.
Essentially, εu is a hyper-parameter that can be tuned with a validation set.
We implemented the LEM using a nearest neighbour kernel K with M = 10
nearest neighbours, which in our experiments, provided better results than the
Gaussian kernel used in [93, 150].

For DNN training, we use the Adam optimiser [87] with a learning rate equal
to 10−3 that is automatically halved if the validation performance does not
improve after 20 epochs. The mini-batch size is set to 128, and this will result
8128 pairs of measurements per mini-batch for training. We select the model
based on the best validation performance, and then the selected model is used
to calculate the testing set predictions.

All audio files are sampled at 16 kHz. To extract the ILD and IPD features, we
use the STFT with a cosine window of 1024 samples at 16 kHz, 75% overlapping.

3.5.2 Datasets

Fixed acoustic conditions

With the first dataset, we want to verify the effectiveness of our proposed
methods for preserving the locality information of the audio source when
the training and the testing set have different audio content (and different
spectral distribution). We employ the CAMIL dataset which consists of binaural
recordings and was gathered using a Sennheiser MKE 2002 dummy head in a
real-life reverberant room (i.e. a room with a few furnitures and background
noise) [42]. To generate recordings that have different azimuth and elevation
angles, a loudspeaker (i.e. the source) is placed at a fixed position, 2.7m
from the dummy head (i.e. the receiver). The dummy head is mounted on a
step-motor which generates 10800 pan-tilt states. This results in source azimuth
and elevation angle in the range [-180 °, 180 °] and [-60 °, 60 °] respectively (with
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2 °resolution). To only evaluate the methods in localising frontal sources, we
select the recordings that have source azimuth and elevation angle in the range [-
90 °, 90 °] and [-45 °, 45 °] respectively. The CAMIL dataset consists of a training
set made using white noise (1 s per recording), and a testing set made using
1-5 s speech samples from the TIMIT corpus [61]. We further randomly divide
the whole training set into a smaller training set (consisting of 70% samples
from the original training set), and a validation set (consisting of the remaining
30% samples from the original training set). Finally, spatially uncorrelated
white noise with a Signal to Noise Ratio (SNR) of 15 dB is added to the testing
set.

Varying acoustic conditions

With the second dataset, we want to verify the robustness of the proposed
methods for varying acoustic conditions. We use the VAST dataset [62] of
simulated binaural room impulse responses of a KEMAR dummy head [60, 133].
The training set consists of 16 different rooms with reverberation time 0.1-0.4 s.
For each room we select spherical grids of source positions with radii 1m, 1.5m
and 2m, centered at 9 predefined receiver positions (inside each room). Similarly
to the fixed acoustic conditions in Section 3.5.2, we use 70% of randomly selected
data as the training set, and the remaining 30% as the validation set. The
receiver’s height is fixed at 1.7m. Then two testing sets are provided:

• Testing-set-1 : The source and receiver are placed at random positions in
the same 16 rooms as the training set.

• Testing-set-2 : The source and receiver are placed in shoebox rooms of
random width and length between 3 × 2m and 10 × 4m, with absorption
profiles randomly picked from those of the training rooms. Those rooms
have reverberation time 0.1 s-0.4 s.

All the training set’s and testing sets’ Head-related impulse responsess (HRIRs)
are simulated using the image source method [4] and provided by the VAST
dataset [62].

As in Section 3.5.2, we have only selected recordings that have frontal angles. To
focus on the influence of the varying room acoustics while exciting all frequencies,
2 s white noise source signals were considered in this experiment.
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3.5.3 SCE for unidimensional source localisation

Tuning the dropout rate

We first determine an optimal dropout rate for both the SCE method and
the feed-forward model by line search. We test dropout rate values in
{0.0, 0.2, 0.5, 0.8}, and similarity threshold values εu for SCE equals to 5° and
15° (denoted by “_sim5” and “_sim15”, respectively). The azimuth/elevation
localisation error of the validation sets for both the CAMIL dataset and the
VAST dataset are plotted in Figure 3.2.

In Figure 3.2 (a) and (b), the azimuth and elevation estimation results for the
CAMIL dataset are illustrated respectively. We can observe that the SCE
has better validation performance than the feed-forward model for all testing
dropout rates, and its localisation error is essentially equal to zero when using
either similarity threshold value, i.e. 5° or 15°. The feed-forward model exhibits
a clear concave curve in median localisation error and has the lowest localisation
error at the dropout rate value of 0.2, thus indicating that a dropout rate equal
to 0.2 is an optimal value for the feed-forward method.

In Figure 3.2 (c) and (d), the median azimuth and elevation localisation error
for the VAST dataset are illustrated respectively. Both the SCE and the feed-
forward model in this case exhibit a concave curve in median localisation error
and they both exhibit an optimal dropout rate of 0.2. We also observe that,
in the VAST azimuth validation performance, the SCE_sim5 performs equally
well as the feed-forward model when dropout rate is 0.2, which is slightly better
than SCE_sim15. In the elevation estimation, SCE_sim5 performs the best
over the feed-forward model and SCE_sim15.

Based on the validation results, we choose the dropout rate equal to 0.2 for
both the SCE and the feed-forward methods for the next experiments.

Comparison with the baseline

In this experiment, we compare the localisation performance of the proposed
SCE with the baseline LEM embedding and the feed-forward model. For the
proposed SCE, we evaluate a small threshold angle (i.e. εu = 5 °) and a large
threshold angle (i.e. εu = 15 °), denoted by “_sim5” and “_sim15” respectively.

The testing set results are illustrated in Figure 3.3. It can be seen that in the
fixed acoustic condition with the CAMIL dataset, the proposed SCE performs
better than the LEM embedding and the feed-forward model in terms of
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Figure 3.3: Testing set localisation performance for the baseline LEM,
the baseline feed-forward and the proposed SCE methods. Localisation
errors in (a) the fixed acoustic condition using the CAMIL testing set,
and (b), (c) the localisation performance in the varying acoustic condition
using the VAST testing sets. “_sim5” and “_sim15” denote the use of
similarity threshold angles εu equal to 5° and 15° respectively.

median error and maximum error. Especially when using the small similarity
threshold, the SCE performs excellent, as the SCE_sim5 has almost zero median
error in azimuth and elevation estimations. It can also be noted that the feed-
forward model performs slightly better than the LEM embedding, with a median
error equal to 0.61° and 0.29° for azimuth and elevation respectively, whereas
the LEM model has median errors equal to 0.72° and 0.49° for azimuth and
elevation respectively. In summary, in the fixed acoustic condition, the proposed
SCE can almost perfectly preserve the source location information even when
reverberation and additive white noise are present, while the feed-forward model
performs better than the LEM embedding, but both exhibit some estimation
error. This could be due to the fact that the feed-forward model highly depends
on the training data, and due to the presence of audio content mismatch between
the training and testing sets, the feed-forward model has some difficulty to
generalise to unseen audio contents, thus negatively influencing the localisation
performance.

In the varying acoustic conditions with the VAST testing sets, the proposed
SCE_sim5 performs slightly better than the SCE_sim15 and equally well
as the feed-forward model. The SCE_sim5 and feed-forward model achieve
VAST testing-set-1 azimuth median errors equal to 1.96° and 1.95°, VAST
testing-set-1 elevation median errors equal to 3.32° and 3.24°, VAST testing-
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set-2 azimuth median errors equal to 2.1° and 2.01°, and VAST testing-set-2
elevation median errors equal to 3.94° and 3.99°, respectively. To statistically
verify the model performance, we employ the Wilcoxon signed-rank test on the
differences of localisation errors among the feed-forward model, the SCE_sim5
and the SCE_sim15. The p-values are listed in Table 3.1, which are further
compared with the confidence interval equal to 0.05. The conclusions are listed
in Table 3.2, indicating that there is no statistical difference in localisation
errors between the feed-forward model and the SCE_sim5 except in VAST1
elevation predictions, and there is no statistical difference between SCE_sim5
and SCE_sim15 in VAST1 with both azimuth and elevation predictions. In
addition, the localisation errors of the SCE_sim5 and the feed-forward model
in the VAST testing sets are relatively low (e.g. median error is less than 4°),
and in most of the statistical tests there is no significant difference between
two models, therefore we can conclude that both models can generalise well to
unseen acoustic environments, and show robustness towards reverberation and
noise.

The LEM embedding performs the worst in the presence of various reverberations.
It achieves median errors equal to 3.3 and 11.7 for azimuth and elevation in
VAST test-set-1, respectively, and 3.1 and 13.3 for azimuth and elevation in
VAST test-set-2, respectively. This may indicate that the LEM, which is
easily affected by geometric distortion in the measurements, is not robust to
reverberation.

Reduced training-set

A common problem related to data-driven methods is the model generalisability,
or in other words, how can a trained model generalise to unseen data. In the
source localisation scenario, the training set may not include training recordings
from every pair of azimuth/elevation angles, hence it is desirable that the
model can somehow interpolate the predictions that lie in-between the training
points. In this experiment, we are aiming to evaluate the robustness of the
proposed SCE towards the training size. With a smaller training size, there
will be more source locations that are not included in the training. We use a
similarity threshold angle εu = 5 ° for SCE in this experiment and all methods
are conducted with 10%, 25%, 50% and 70% randomly selected training sets.
The median localisation errors are illustrated in Figure 3.4.

As illustrated by these results, all methods show a decreasing trend in localisation
error when a larger training set is used, however, the median localisation error
of the proposed SCE does not vary much with the changing size of the training
set, and shows a flatter pattern. Although in the fixed acoustic condition, SCE
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results a in a higher median error when 10% of the training set is used (median
azimuth error equal to 0.81°) than when a larger training set is used, the error
is still lower than for the other two methods (as feed-forward and LEM achieve
median azimuth errors equal to 1.08° and 2.56°respectively when 10% of the
training data is used). This allows to conclude that the SCE is more robust to
the use of training data that not cover the entire latent space.

The results allow us to hypothesise that the proposed SCE, leveraged by the
contrastive loss and the adaptive margin (see Section 3.4.3), is aiming to learn
a similarity metric between input binaural cues from the latent space. This
similarity metric implies that the underlining structure in the latent space is
robust to unseen source locations. In contrast, the feed-forward model tends to
transform the measurement space to an abstract high-level space in which the
Euclidean distance between embeddings is not necessarily a similarity metric,
and thus it is difficult to infer the unseen source locations from this embedding
space.

3.5.4 WSCE for multidimensional source localisation

The LEM embedding as well as the proposed WSCE are capable of estimating
the sound source azimuth and elevation simultaneously. It should be noted that
both the proposed WSCE and the LEM need source annotations in order to
localise new examples under the nearest-neighbour localisation framework, thus
the localisation phase is still a supervised learning task for both methods.

To explore the learned latent space structure, we test several similarity threshold
angles εu ∈ {5°, 15°, 30°}, indicated as “_sim5”, “_sim15”, and “_sim30”
respectively. Since when calculating the similarity labels, we first normalise the
relative source location coordinates to have unit norm (i.e. source coordinates are
relocated to have unit distance to the receiver), chosen the similarity threshold
angles yield the following similarity threshold for the physical source distance:
εs ∈ {0.09m, 0.26m, 0.52m}. Figure 3.5 shows the training set embeddings and
the testing set embeddings for the CAMIL testing set and the VAST testing-set-
1. Firstly, it can be observed that the proposed WSCE method learns a manifold
from the binaural cues that can reflect the sound source location without any
azimuth/elevation annotations. This manifold has a clear structure and a similar
structure is obtained in both the CAMIL dataset (with reverberant speech)
and the VAST dataset (with varying reverberation). Secondly, when using
smaller similarity threshold angles (i.e. εu = 5°), the structure of the manifold
tends to become irregular and folded, and when using larger threshold angles
(i.e. εu = 15° and εu = 30°), the structure of the manifold tends to become
smooth and unfolded. Elaborating the intuition introduced in Section 3.4.3, this
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Figure 3.5: Visualisations of the WSCE embeddings. Column 1 and
2 are azimuth training and testing embeddings. Column 3 and 4 are
elevation training and testing embeddings.
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Figure 3.6: Testing set localisation performance for the LEM, the SCE,
and the WSCE methods.

may be due to the fact that when the similarity threshold angle is small, the
contrastive loss has a small range of action on penalising mislocated dissimilar
pairs, resulting in many dissimilar pairs not being subject to repulsive forces,
and instead, similar pairs are attracted and clustered in local areas. When
a large similarity threshold angle is used, each embedding is subject to both
attractive and repulsive forces from a large number of other embeddings, thus
maintaining an overall uniformly equilibrium state in the global perspective.

In addition to the above mentioned qualitative experiments, we also conduct
quantitative experiments to use the WSCE for source localisation and compare
the results to the LEM embeddings and the SCE_sim5. The localisation results
are shown in Figure 3.6. In the fixed acoustic condition with the CAMIL dataset,
the SCE_sim5 still performs the best but it trains separate embeddings for
azimuth and elevation. In contrast, both the proposed WSCE and the LEM
embedding train one embedding for both azimuth and elevation estimation and
shown a strong source localisation ability as well. In azimuth estimation, the
WSCE_sim15 performs slightly better than the WSCE_sim5, then followed
by LEM and WSCE_sim30 (achieving median errors equal to 0.64°, 0.69°,
0.72°, and 1.16°, respectively). In elevation estimation, LEM exhibits a median
error equal to 0.49° and performs slightly better than the WSCE_sim15 and
WSCE_sim5, which have the same median error equal to 0.58°. WSCE_sim30
performs worst in elevation estimation and achieves a median error equal to
0.82°. Nevertheless, the WSCE shows a comparable localisation ability to the
LEM in the fixed acoustic condition.

In varying acoustic conditions with the VAST dataset, instead, the WSCE
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shows a much lower localisation error than the LEM embeddings and it is
even approaching the SCE_sim5 performance. Firstly, with the VAST testing-
set-1, the WSCE_sim5, WSCE_sim15, and WSCE_sim30 perform equally
well (azimuth median errors equal to 1.96°, 1.94°, and 1.98°, respectively, and
elevation median errors equal to 3.69°, 3.64°, and 3.69°, respectively), and
the SCE_sim5 has slightly better elevation estimation than either WSCE
method (achieving azimuth and elevation median errors equal to 1.96° and
3.32°, respectively). For the VAST testing-set-2, similarly, the WSCE_sim5,
WSCE_sim15, WSCE_sim30, and SCE_sim5 perform somewhat equally well
(achieving azimuth median errors equal to 1.93°, 2.1°, 2.1°, and 2.1°, respectively,
and elevation median errors equal to 3.99°, 4.34°, 4.44°, and 3.94°, respectively).
We also conduct the Wilcoxon signed-rank statistical tests to verify if there is
significant difference in localisation errors between SCE_sim5 and WSCE_sim5,
SCE_sim5 and WSCE_sim15, and SCE_sim5 and WSCE_sim30. The H0
hypotheses and p-values are shown in Table 3.3, which are compared with
confidence interval equal to 0.05, and the test conclusions are drawn in Table 3.4.
The results indicate that there is almost no difference in localisation errors
between SCE_sim5 and the WSCE models except for VAST testing-set-1 which
differs between SCE_sim5 and WSCE_sim5, and SCE_sim5 and WSCE_sim30
in terms of elevation prediction. Although the unidimensional SCE_sim5 and
the WSCE with a small similarity threshold show narrower interquartile range
than other methods, we do suggest to use a similarity threshold angle εu = 15 °for
WSCE to achieve both good visualisation and localisation performance.

Secondly, the WSCE largely outperforms the LEM embeddings in varying
acoustic conditions where LEM only obtains an azimuth median error of 3.28°and
an elevation median error of 11.7° for VAST testing-set-1, and an azimuth median
error of 3.09°and an elevation median error of 13.27° for VAST testing-set-2,
respectively. Also, the WSCE has a much narrower interquartile range than
the LEM, which may indicate that the proposed WSCE is more robust to
reverberation than the LEM embeddings.

3.6 WSCE with unseen HRIRs

To further verify the generalisation capability of the proposed WSCE, we test
the WSCE with different HRIRs that are not seen during the training. To create
simulated binaural recordings, we use the CIPIC dataset [2] which consists of 45
real-life measured HRTFs. There are in total 45 subjects (43 human subjects and
2 dummy head subjects), and for each subject, 1250 HRTFs are measured for
each ear and from different azimuth and elevation angles. We select azimuth and
elevation angles in range the [-90°, 90°] and [-45°, 45°] respectively, corresponding
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Figure 3.7: Testing set localisation performance for the WSCE_sim15
and WSCE_sim15 retrained with 33 different HRTFs other than the
once used in generating test recordings.

to the other datasets mentioned in the former sections. The HRTFs are then
convoluted with simulated reverberant recordings (excited by 2 s white noise).
Those recordings are generated using the image method [4], in a shoebox room
that has dimension 3.5 × 5 × 2.8m, and reverberation time equal to 0.3 s.

We randomly select recordings from 10 subjects for testing, and use
WSCE_sim15 for estimating their source locations. The localisation results are
plotted in Figure 3.7. Since we train the WSCE_sim15 only using one HRTF,
the model could not generalise well to recordings made with unseen HRTFs.
Therefore, we observe a dramatic performance degradation, in which the median
errors of azimuth and elevation localisation are 24.3° and 20.1° respectively.

To overcome the performance degradation, we propose two approaches:

1. Personalised training (user-dependent): this approach is especially
interesting for hearing-aid applications since the hearing-aid is designed
for a specific user, and it is not shared with different people. Therefore,
the HRTF of the designated user can be measured and be used in the
model training or fine-tuning process to create a user-dependent model.

2. Increase training data variety (user-independent): another solution
consists in using more HRTFs to create the training data for training the
WSCE. Then, the trained model can generalise to people with different
HRTF than the ones in training data. A rule of thumb is that the
higher the variety of the training data (with annotation), the better the
generalisation capability of the model.



WSCE WITH UNSEEN HRIRs 75

-90° -45° 0° 45° 90°
Azimuth

-90°

-45°

0°

45°

90°

Pr
ed

ict
io

n 
(°

)

WSCE_sim15

-90° -45° 0° 45° 90°
Azimuth

WSCE_sim15_retrain

(a)

-45° -20° 0° 20° 45°
Elevation

-45°

-20°

0°

20°

45°

Pr
ed

ict
io

n 
(°

)

WSCE_sim15

-45° -20° 0° 20° 45°
Elevation

WSCE_sim15_retrain

(b)

Figure 3.8: True locations of sources in the testing set which uses unseen
HRTFs plotted versus the location predictions.

We adopt the second approach to retrain the WSCE_sim15 and use the rest of
the HRTFs from the CIPIC dataset, which are different from the data used in
the testing (i.e., user-independent). This results in 33 HRTFs that are used for
training, 2 for validation and 10 for testing. We also simulate random shoebox
rooms that have reverberation time between 0.1 s to 0.4 s. The localisation error
of the retrained model is shown in Figure 3.7 with name “WSCE_sim15_retrain”.
The azimuth and elevation median errors of the retrained model have been
largely reduced from 24.3° to 1.1° and 20.1° to 3.6° respectively, showing the
effectiveness of this approach.

The predictions are illustrated by the scatter plot in Figure 3.8. Each point
corresponds to a sample of the CIPIC testing set with its true azimuth
or elevation angle on the x-axis and its source position predicted using
WSCE_sim15 on the y-axis. For the original WSCE_sim15, the prediction of
the source azimuth in the range [-20°, 20°] is almost distributed over the whole
range [-80°, 80°], while the prediction of the source elevation angle is almost
random. This suggests that the original WSCE_sim15 trained with only one
HRTF cannot be generalised to unseen HRTFs. In contrast, the generalisation
to unseen HRTFs is much better after retraining WSCE_sim15 with 33 real-life
HRTFs. Even though there are some deviations (around 10°) in the predictions,
they show a clear agreement with the real sound source locations.

However, a limitation of our simulations is that we use synthetic rooms with
slightly different acoustic properties than real-life rooms. In addition, we always
excite the sound source with white noise, which has a broadband spectrum,
while real-life sounds may not have the same characteristics. We propose to
increase the variety of training data covering real-life conditions, using more
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HRTFs recorded at finer azimuth/elevation angles, and using Room Impulse
Responses (RIRs) from more complex rooms, which we believe will further
improve the generalisation capability of the proposed WSCE model.

3.7 Conclusions

We proposed a DNN framework for supervised dimensionality reduction of
binaural cue measurements, followed by a nearest-neighbour regression method
for source localisation. Our manifold-learning-based method has better binaural
sound source localisation performance than the baseline manifold learning
method in both know and unknown reverberant conditions and in a small
training set condition. In comparison with a feed-forward learning method,
our proposed method not only provides a better visualisation ability, but also
achieves a similar or better performance in binaural sound source localisation.
Moreover, our proposed method can capture a smooth manifold structure for
low data density regions and outperforms the baseline manifold learning method
and the feed-forward method in case of a small amount of training data.

In addition to the supervised dimensionality reduction method, we also proposed
a weakly supervised embedding, i.e. WSCE, that only requires implicit latent
space proximity labels for training. This WSCE can simultaneously estimate
the azimuth and elevation of the sound source, and is also robust to unknown
reverberation. Quantitative experimental results demonstrate that this WSCE
has almost similar localisation performance as the supervised method, and it
performs much better than the traditional unsupervised embedding in varying
acoustic conditions.

To further increase the generalisation capability of the proposed model, we
hope to learn the SCE and WSCE embeddings with big variety of training
data covering more real-life conditions, such as using more HRTFs recorded at
finer azimuth/elevation angles and using RIRs from more complex rooms. In
addition, we also aim to further investigate how to apply the proposed SCE and
WSCE in data synthesis. When combining these methods with a generative
model, we speculate that the embeddings can be used to synthesise binaural
features or even audio waveforms to aid data-driven binaural source localisation
models.

The proposed methods have potential in a number of practical applications
where the location of a sound source is to be identified, for example in signal
processing front-ends for hearing aids and intelligent interactive dialogue systems.
As such systems often have limited computational resources, reducing the model
complexity and the number of model parameters is therefore a relevant direction
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for future research. Possible approaches to achieve this include model pruning
(i.e. removing the DNN neurons that are associated with very small weights),
model information distillation [74] and model parameter quantisation. Note
that the proposed methods start from binaural signal features, which implies
that binaural rather than bilateral hearing aids are required when using these
methods for sound source localisation in hearing aid systems.
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Abstract

Data-driven models achieve successful results in Speech Emotion Recognition
(SER). However, these models, which are often based on general acoustic features
or end-to-end approaches, show poor performance when the testing set has a
different language than the training set (i.e. in a cross-language setting) or when
these sets are taken from different datasets (i.e. in a cross-corpus setting). To
alleviate these problems, this paper presents an end-to-end Deep Neural Network
(DNN) model based on transfer learning for cross-language and cross-corpus
SER. We use the wav2vec 2.0 pre-trained model to transform audio time-domain
waveforms from different languages, different speakers and different recording
conditions into a feature space shared by multiple languages, thereby reducing
the language variabilities in the speech embeddings. Next, we propose a new
Deep-Within-Class Covariance Normalisation (Deep-WCCN) layer that can be
inserted into the DNN model and aims to reduce other variabilities including
speaker variability, channel variability and so on. The entire model is fine-tuned
in an end-to-end manner on a combined loss and is validated on datasets from
three languages (i.e. English, German, Chinese). Experimental results show
that our proposed method not only outperforms the baseline model that is based
on common acoustic feature sets for SER in the within-language setting, but
also significantly outperforms the baseline model for the cross-language setting.
In addition, we also experimentally validate the effectiveness of Deep-WCCN,
which can further improve the model performance. Next, we show that the
proposed transfer learning method has good data efficiency when merging target
language data into the fine-tuning process. The model speaker-independent
SER performance increases with up to 15.6% when only 160 s of target language
data is used. Finally, when comparing with the results in recent literatures
which use the same testing datasets, our proposed model shows significantly
better performance than other state-of-the-art models in cross-language SER.

Keywords— Cross-language, Cross-corpus, Speech Emotion Recognition,
Transfer learning, Deep within-class covariance normalisation
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4.1 Introduction

The emotions we daily experience determine for a large part our mental
flourishing and suffering. Happiness, or psychological well-being, relies greatly
on how people experience positive and negative emotions in their lives [88].
Modern Human Computer Interaction (HCI) systems use image/video, speech,
and physiological signals to determine people’s emotion [132]. Vocal expression
is a direct and affectionate way of expressing emotions that has the advantage
of being more accessible than image/video and physiological signals, for which
a careful camera positioning or a well-worn wearable device is needed. As a
result, Speech Emotion Recognition (SER) is widely used in many applications,
such as, an in-car board system that can provide aids or resolve errors in
the communication according to the driver’s emotion [136], a diagnostic tool
that uses the user’s speech emotion to provide diagnostic information to
the physiotherapist [56], and an assistant robot that can provide emotional
communication [31].

SER using data-driven models has been successful in recognising emotions [137,
50, 166, 174, 173, 155, 148]. However, many data-driven models rely strongly
on the mechanism underlying the generation of the data (i.e. the independent
and identically distributed (i.i.d) assumption), and may hence fail when the
testing data is taken from a different distribution than the training data.
Alike other speech-related tasks, SER becomes highly challenging in cross-
language, cross-corpus, and cross-speaker scenarios [19, 78]. To facilitate these
challenges, traditional SER approaches use low-level-descriptor features that
have been selected and grouped in the Geneva Minimalistic Acoustic Parameter
Set (GeMAPS) feature set, including various acoustic features such as frequency-
related (e.g. pitch, formant), energy-related (e.g. loudness) and spectral (e.g.
spectral slope) features. In [166], the authors use low-level-descriptor features
in cross-language SER, showing that people speaking different languages may
express emotion in a similar way at the low-level signal level. To extract features
that contain higher-level information, the i-vector proposed in [41] for speaker
verification, has been further extended to SER where the “emotion i-vector”
shows robustness in an English-German cross-language SER setting [44].

In recent work, the complicated feature design process is taken over by a unified
Deep Neural Network (DNN) model that enables end-to-end learning from raw
data or shallow features [174, 173, 155, 148]. Robust features are then learned
from data to minimise an overall loss towards emotion recognition. Many works
achieve good SER performance on a single dataset [174, 173, 155, 148], but the
model performance degrades dramatically in cross-language and cross-corpus
scenarios [78]. To alleviate this problem, several transfer learning techniques have
been applied. In [112, 91], the authors pre-train a neural network with emotional
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datasets from one or two languages, then fine-tune the model with a small
portion of the target language data, which shows a performance improvement
compared to when the model is trained with one language and tested on another
languages (i.e. in the cross-language setting). In [63], a similar idea to pre-train
a DNN model using multiple emotional datasets is proposed, and the authors
propose to fine-tune only a task-specific parallel residual adapter which achieves
increased SER performance on each target task while keeping the amount of
parameters to be updated low.

Other than to adapt the pre-trained model to the target language, one can
also learn language-invariant or corpus-invariant features. This can be done by
transforming the input space to a common subspace among each corpus. In
[141], Song firstly proposed to transform the source and target input space to
a common subspace where the input source-target neighbourhood relations
are preserved. Zhang and Song later updated this framework to include
sparsity and add discriminative power to the learning of the subspace [172]. To
enable non-linear modelling with the DNN, the transformation to the common
subspace is merged into an encoder neural network with a discriminator, and
the learning is adversarial between the encoder and the discriminator where
the encoder transforms source and target inputs to embeddings that will fool
the discriminator who then needs to find the true related inputs (i.e. from
the source dataset or the target dataset) [90, 99]. However, these methods
require the definition of the “source” and “target” language beforehand, and
their application is limited to those two languages. In [64], instead of using a
binary discriminator, a Wasserstein distance [9] is used to measure the distances
between target and source embeddings, and the method minimises the distances
between them.

We propose an end-to-end transfer learning framework to facilitate cross-
language SER. This method lies in-between the transfer learning method and
the common subspace method. First, the proposed model uses a wav2vec 2.0
feature extractor which has been trained in a self-supervised manner on about
56,000 hours of raw speech waveforms from 53 languages. Since the pre-trained
wav2vec 2.0 feature extractor learns contextual structures across various speech
utterances, it may capture common speech factors among different languages,
hence transforming the speech waveform inputs to a common speech subspace
which is shared across languages [38], and in which the corresponding speech
embeddings are obtained. Next, a statistical pooling layer is applied that
pools a sequence of the embeddings into one feature vector per utterance. The
utterance-level feature vectors are then reduced in dimensionality, and a Deep-
Within-Class Covariance Normalisation (Deep-WCCN) operation is applied
to compensate for other variabilities (i.e. other than language variabilities).
Finally, the compensated feature is used to predict emotion class with a simple
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linear classifier (constructed by a dense neural network layer). The model
is fine-tuned on three emotional speech datasets with English, German, and
Chinese languages using a summation of the supervised cross-entropy loss
and the original wav2vec 2.0 loss. We evaluate its leave-one-language-out
performance on unseen speakers, and the experimental results show that the
proposed framework largely increases the cross-language SER performance
compared to two well-known feature sets extracted using openSMILE for SER.
It also largely outperforms many recent approaches to both within-language
and cross-language SER. Finally, additional experiments on the effectiveness of
the Deep-WCCN operation, and the effects of merging small amounts of target
language speech data into the training set will be presented.

The paper is structured as follows. First, Section 4.2 provides a brief overview
about the most recent studies related to our work. Then we introduce the
proposed model structure in Section 4.3, and propose some modifications
to a similar approach in Deep-WCCN [48]. In Section 4.4, we describe the
experiment datasets and the experimental settings. After that, we will present
the simulation results and discuss these in Section 4.5. Finally, Section 4.6
presents the conclusions and suggestions for future work.

4.2 Related work

4.2.1 SER features

Traditional speech information retrieval systems use hand-crafted features such
as the Mel-Frequency Cepstral Coefficients (MFCC) features and the Linear
Predictive Coding (LPC) features [69], and those features are designed to largely
reduce the data dimensionality and to encode temporal and spectral structures
per time frame in a speech recording. A group of low-level descriptor features
such as pitch, formant frequencies and bandwidths, loudness, and spectral slope
have been selected and compared in [137] for SER. Reynolds and Rose later
proposed to use Gaussian Mixture Models (GMMs) to model the speakers’
MFCC distribution [122]. Each individual Gaussian component of a GMM
encodes a general acoustic class (e.g., vowels, nasals, or fricatives), and the
spectral shape of the acoustic class can be characterised by the GMM component
mean vector and the GMM component covariance matrix. The concatenation
of GMM component mean vectors is a representation that contains abstract
information such as speaker identity. This high-dimensional representation
(referred to as the supervector in [41]) is then used to extract the i-vector which
encodes the speaker and channel information in a total variability subspace
[41]. However, these hand-crafted features are not designed for SER specifically,
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and may contain dominant misleading factors (e.g., speaker identities, language
factors) which leads to poor SER performance. This problem is tackled in [44]
where a two-step approach is proposed. The approach first compensates for
the speaker variability in the supvervector space, then an “emotion i-vector”
that encodes the variabilities of each emotion supervector centred around a
maximum likelihood emotion supervector is extracted.

4.2.2 End-to-end learning

With the growing popularity of deep learning, the traditional learning pipeline
(i.e. pre-processing, feature extraction, modelling, inferencing) is replaced
by a single DNN which learns the features and performs the modelling in a
data-driven manner. In this case, raw data or shallow features are directly
fed into the learning process, and the DNN model predicts the target (e.g.
class labels, parameter estimates) at its output. This is referred as end-to-end
learning. Due to the data-driven nature of end-to-end learning, very little
domain expertise is used for learning, and brute-force feature validation is
avoided, thereby significantly reducing labour costs. In addition, compared to
the hand-crafted features that unavoidably leads to information loss during
the extraction process, the end-to-end framework fuses feature learning and
selection into one process so that dedicated features for the target problem can
be learned, thus contributing to the modelling performance.

In the context of SER, Trigeorgis et al. first proposed an end-to-end DNN that
consists of Convolutional Neural Network (CNN) layers for feature extraction
from raw audio waveforms and Long Short-term Memory (LSTM) layers to
model the temporal information in the feature space [153]. In [130], the authors
replace the CNN with a Time-Delay Neural Network (TDNN) to create a larger
receptive field. A similar idea has been proposed in [148] where a dilated CNN
having a receptive field as large as the input sequence is used for both feature
extraction and temporal modelling. However, generalisability remains a problem
in supervised end-to-end learning since annotated SER datasets are general of
small scale and recorded in specific environments, hence a model learned from
these datasets may perform poorly when the test conditions are different from
the training conditions, as well as in a cross-language setting.

4.2.3 Self-supervised learning and transfer learning

Self-supervised learning provides an end-to-end learning pathway for con-
structing speech features from large quantities of data without annotations.
Self-supervised learning methods first transform time-domain raw audio
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waveforms to an embedding space (i.e. feature space), and then aim to predict
randomly masked embeddings from past embeddings or adjacent embeddings
[158, 135, 12, 38]. This learning scheme forces the DNN to learn intrinsic
contextual structure from the data rather than modelling noise or irrelevant
factors, because on a large scale, noise will not contain useful information to
predict neighbouring embeddings, thus will be suppressed.

The speech features obtained from self-supervised learning can either be used
directly in relevant tasks, or can be fine-tuned in a transfer learning framework.
In the latter case, a few extra layers, which map the features into predictions,
are added to the trained self-supervised feature extractor. Then, the predictions
are evaluated with a supervised loss, and finally the entire set of DNN model
parameters is updated with a supervised training dataset. An example in SER
is [116] where the authors use a concatenation of several layer outputs of the
wav2vec 2.0 pre-trained model for monolingual SER. However, the authors
fine-tune the model on the Automatic Speech Recognition (ASR) task using
a dataset that only contains neutral speech which may not be as efficient as
fine-tuning the model directly on an emotive speech dataset and on a SER task.

4.3 Proposed transfer learning method with Deep-
WCCN for cross-language SER

The proposed method is based on the wav2vec 2.0 self-supervised learning
model [12]. This model has been pre-trained and used in cross-language speech
recognition and has been shown to deliver speech representations that are shared
across languages [38]. We first give the details of the wav2vec 2.0 model in
Section 4.3.1, then we will present how to use the wav2vec 2.0 model in the
front-stage of an end-to-end SER system, together with a modified Deep-WCCN
layer inspired by similar work in [48] (in Section 4.3.2) and finally how to
fine-tune the model under a supervised scheme in Section 4.3.3.

4.3.1 Self-supervised pre-training of wav2vec 2.0

The wav2vec 2.0 model learns contextual representations from speech waveforms.
The model consists of a convolutional feature extractor f , a transformer-based
sequence model e and a vector quantiser module [38]. The feature extractor f
first transforms the raw speech waveform X into a sequence of dz-dimensional
latent speech representations Z = [z1, z2, ...,zT ] for T time-stamps. Then the
latent speech representations on one hand are fed into the sequence modeller to
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build contextual representations c1, c2, ..., cT , and on the other hand are fed to
the vector quantiser that contains G codebooks, and for each codebook, there
are V entries. The vector quantiser discretises the latent representations and
linearly transforms them into a sequence q1, q2, ..., qT . The feature extractor f ,
the sequence model e and the vector quantiser module are trainable and their
parameters are optimised through back-propagation with two loss functions:

1. The contrastive loss: For a ct obtained from masked representations
centered at time-stamp t, the sequence model needs to identify the
true quantised representation qt from K + 1 candidate quantised
representations q̃ ∈ Qt which include K distractors uniformly sampled
from other masked time-stamps for the same sequence. The loss is defined
as:

Lm = −log exp(sim(ct, qt)/κ)∑
q̃∈Qt

exp(sim(ct, q̃t)/κ) (4.1)

where sim(a, b) is the cosine similarity between a and b, and κ is the
temperature parameter that controls the kurtosis of the distribution.

2. The diversity loss: To increase the use of the codebooks, the diversity
loss encourages the equal usage among the entries in every codebook
by maximising the entropy of the averaged softmax distribution over
codebook entries for each codebook p̄g across a batch of utterances:

Ld = 1
GV

G∑
g=1
−H(p̄g) = 1

GV

G∑
g=1

V∑
v=1

p̄g,vlog(p̄g,v) (4.2)

The total loss is a weighted summation of the two losses with a hyper-parameter
α,

Lssl = Lm + αLd (4.3)

To accommodate for cross-language speech variations, we use a pre-trained
wav2vec 2.0 model that has been trained on 56,000 hours of speech in 53 different
languages. This model is denoted as XLSR-53 and the details can be found in
[38].

4.3.2 Deep-WCCN

The Within-Class Covariance Normalisation (WCCN) was introduced in [70],
and used in speaker recognition and verification applications [70, 41]. The
WCCN approach aims to learn a feature map that minimises upper bounds on
the false positive and false negative rates in a linear classifier. First, let W =
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[w1,w2, . . . ,wN ] denote a set of N d-dimensional feature vectors belonging to
C different classes c ∈ {1, . . . , C}. In [41], W is a set of i-vectors and C is
the number of different speakers. Differently in this paper, we define W to
represent a set of intermediate features of the training set extracted from the
front-end DNN feature extractor, and C is the total number of emotion classes.

Next, we define the expected within-class covariance matrix as:

Sw = 1
C

C∑
c=1

1
Nc

Nc∑
i=1

(wc
i − w̄c)(wc

i − w̄c)T (4.4)

where w̄c = 1
Nc

∑Nc

i=1w
c
i is the mean feature vector of class c, and wc

i are the
examples belonging to this class. Nc is the total number of examples belonging
to class c in the training set.

Then the optimal feature map is given as:

Φ(w) = ATw (4.5)

where A is the Cholesky factors of S−1
w = AAT , and w represents an arbitrary

feature vector.

The conventional WCCN pools the necessary statistics from the feature vectors
of the entire training set, which is not compatible with mini-batch training in
DNNs. In [48], the authors propose to estimate Sw with mini-batches, and
to maintain a moving average Â of the corresponding mini-batch projection
matrix. We believe that this moving average operation proposed in [48], which is
equivalent to a weighted average of new and old batches, where the old batches
are subject to exponentially decaying weights, is not the best design choice
for random mini-batch Stochastic Gradient Descent (SGD) training in DNNs.
Therefore, we first define the class covariance matrix Ŝw,c, which is estimated
on mini-batch, and also Ŝw, which is the average of Ŝw,c across the classes.
Then we propose to maintain a cumulative average S̄w for Ŝw,

S̄w = Ntot
Ntot + 1 S̄w + 1

Ntot + 1 Ŝw (4.6)

where Ntot is an accumulator that counts the total number of mini-batches
during training. Next, we add a spectral smoothing term to the within-class
covariance estimation similar to [70]:

S′w = (1− β)S̄w + βI (4.7)

where the hyper-parameter β ∈[0, 1] controls the smoothness of the estimated
within-class covariance matrix. Finally, S′w is used to calculate A as mentioned
before.



88 END-TO-END TRANSFER LEARNING FOR SPEAKER-INDEPENDENT
CROSS-LANGUAGE AND CROSS-CORPUS SPEECH EMOTION RECOGNITION

This mini-batch based WCCN is considered as a special DNN layer that has
no trainable parameter and only updates A during training, denoted as Deep-
WCCN. The last update of A during training is stored and used in testing.
The output of Deep-WCCN is the result of the linear transformation in (4.5),
which can be fed into the subsequent layers of the DNN model. We implement
the Deep-WCCN using Pytorch1, which is an automatic differentiation toolbox
for deep learning. It should be noted that in order to avoid Pytorch to
automatically generate gradients of w when calculating A, a “detached” (from
the computational graph) copy of w is used in the calculation during training.

4.3.3 Fine-tuning the wav2vec 2.0 model for SER

One problem of the pre-trained XLSR-53 model is that the training sets mostly
consist of neutral speech, and as a consequence the pre-trained model may
capture inadequate emotion structures embedded in the speech data. Therefore,
we propose to fine-tune the XLSR-53 model with emotional speech data. We
combine the XLSR-53 pre-trained model and the Deep-WCCN with a few extra
layers into a unified model that maps time-domain raw waveforms to emotion
class predictions, and this unified model is fine-tuned in a supervised manner.
The model overview is shown in Figure 4.1. After converting the speech raw
waveform to the sequence of latent speech representations Z, we calculate an
utterance-level feature by pooling and concatenating the statistics of Z along
the time dimension as done in [95],

u =
[
mean(Z)
std(Z)

]
(4.8)

The resulting feature vector u is a 2dz-dimensional vector that proceeds to a
fully-connected layer which reduces its dimensionality to a pre-defined hidden
dimension dh = 1

4dz and which is then followed by a Rectified Linear Unit
(ReLU) non-linear activation and a dropout layer. The output from the dropout
layer is the intermediate feature vector that will be fed into the Deep-WCCN
to reduce the within-class variances. After that, the Deep-WCCN output
feature vectors are normalised to have unit norm, and linearly transformed into
predictions for emotion classification.

The fine-tuning loss is a weighted summation of the wav2vec 2.0 loss Lssl and
the emotion classification log-softmax cross-entropy loss. Specifically, given one
prediction p = [p1, p2, . . . , pC ]T and its corresponding one-hot emotion class
label y = [y1, y2, . . . , yC ]T (where only the true class label is 1, and other labels

1https://pytorch.org/
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Statistical pooling across time

[mean, std]

Emotion class

Wav2vec 2.0

Feature extractor

Classifier

ReLU

Dropout

Dense dim=192

Deep-WCCN

Cross-language common features

Per utterance feature

Output network

Normalisation

Dense dim=4

Figure 4.1: The network structure of the proposed end-to-end transfer
learning model for cross-language/cross-corpus SER.
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are 0) the total loss is:

Ltot = −
C∑
c=1

yclog exp(pc)
exp(

∑C
i=1 pc)

+ γLssl (4.9)

where the hyper-parameter γ controls the weight of Lssl.

4.4 Experiment set-ups

4.4.1 Datasets

To carry out simulations for cross-language SER, we choose three publicly
available datasets including English, German, and Chinese emotive speech
recordings. These speech recordings are performed by professional actors have
a duration of a few seconds each. The datasets are summarised in Table 4.1,
and described in detail below.

Emo-DB

The Emo-DB [29] dataset is a German emotive speech dataset that has been
widely used in SER research. This dataset consists of 535 utterances including
7 basic emotion catalogues (anger, boredom, disgust, anxiety/fear, happiness,
sadness, and neutral). The utterances are performed by 10 professional actors,
with 10 pre-defined sentences. Each sentence is performed with all different
emotions, and the sentence content should not deliver sentimental information.

RAVDESS

The RAVDESS [103] dataset contains recordings with 24 professional actors (12
female, 12 male), vocalising two lexically-matched statements (i.e. “Kids are
talking by the door.”, “Dogs are sitting by the door.”). The speech recordings
include calm, happy, sad, angry, fearful, surprise, and disgust expressions. Each
expression is produced at two levels of emotional intensity (normal, strong), with
an additional neutral expression, resulting in a total of 8 emotion catalogues.
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ESD

The ESD [175] dataset is a recent multilingual and multi-speaker emotional
speech dataset designed for various speech synthesis and voice conversion tasks.
The dataset consists of 350 parallel utterances spoken by 10 native English and
10 native Mandarin speakers. In this work, we only use the Mandarin utterances,
which involve 5 male speakers and 5 female speakers, and are performed in 5
emotion catalogues (happy, sad, neutral, angry, and surprise).

Dataset preprocessing and partitioning

First, we only select 4 overlapping emotion catalogues (angry, happy, neutral,
and sad) from the aforementioned datasets, and all recordings are re-sampled to
16 kHz. Then, we zero-pad or randomly crop the time-domain raw waveforms
to have a 2 s duration. Next, we apply mean and variance normalisation across
each waveform to match the requirements of the XLSR-53 pre-trained model.

Finally, we partition each dataset into training, validation, and testing subsets.
Each dataset is divided into 5 groups containing different speakers, which results
in 2 speakers per group for the Emo-DB dataset and the ESD dataset, and 5
speakers for the first four groups of the RAVDESS dataset and 4 speakers for
the last group. To ensure there is no speaker overlap in the subsets, we use
three groups for training, one group for validation, and one group for testing.
This scheme results in 5 different partitionings of the datasets, and allows us to
apply 5-fold cross-validation. The original speaker IDs used in validation and
testing are listed in Table 4.2, and the remaining speakers are used for training.
Note that, the ESD dataset has originally already partitioned into training,
validation and testing sets for each speaker. Hence when creating ESD subsets,
we firstly merge the original training, validation and testing sets per speaker,
then partition the new subsets again by speaker IDs.

4.4.2 Baseline features

For comparison with the proposed model, we choose the baseline systems
using the most widely used feature sets designed for SER. The Extended
Geneva Minimalistic Acoustic Parameter Set (eGeMAPS) [51] and the Emobase
[52] feature sets produce features per utterance, computed from a set of low-
level-descriptors to which various statistical functions are applied. Both the
eGeMAPS and the Emobase feature sets contain spectral features (e.g., pitch-
related, formant-related features), energy/amplitude features (e.g., loudness),
and filter-bank features (e.g., MFCC). In Emobase, statistical functions including
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min/max, arithmetic mean, standard deviation, skewness, and kurtosis, are
applied to all the low-level descriptors and their delta coefficients. In contrast,
in eGeMAPS, only selected statistical functions are applied to some of the
low-level descriptors, resulting a feature set containing a few extra temporal
features such as the rate of loudness peaks features, and the mean length of
voiced regions and unvoiced regions. The low-level descriptor selection criteria
for eGeMAPS are based on the theoretical significance of the feature, the feature
usage frequency in literature, and the potential of an acoustic parameter to
indicate physiological changes in voice production during affective processes
[51]. In term of the feature vector dimensionality, the Emobase feature vector
has length 988, and the eGeMAPS feature vector has length 88.

4.4.3 Training on multiple languages

Similarly to [91, 63], we consider all combinations of merging two out of
three language datasets for training and validation in order to meet the data
requirements of the data-driven model and to allow the model to capture the
variations across languages and corpora thus not to over-fit to one dataset.

In combination of each two datasets, we repeat the smallest dataset a few times
so that for each training set, there is a similar amount of utterances from each
language. This results in the following three training/validation sets:

1. DECH: training and validation using German and Chinese recordings,
repeating the German training set 32 to 39 times depending on which
fold is considered.

2. DEEN: training and validation using German and English recordings,
repeating the German training set 2 to 3 times depending on which fold
is considered.

3. ENCH: training and validation using Chinese and English recordings,
repeating the English training set 18 to 19 times depending on which fold
is considered.

4.4.4 Within-language and Cross-language settings

Within-language SER

In the within-language setting, we aim to evaluate the effectiveness of the
baseline features and the wav2vec 2.0 features in SER. Therefore, for each
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training scheme, we test the performance of the methods on the testing set in
one of the training languages, resulting in a situation where only the speaker
identity is different among the training and testing sets.

Cross-language SER

To evaluate the methods in a cross-language setting, we employ a leave-one-
language-out scheme, that is for each training scheme, we test the methods
on the testing set of the third language which means the language, recording
condition, and the speaker identity in the testing set is unseen during training.

We use “->” followed by the language abbreviations (EN, CH, DE) to indicate
the dataset/language used in the testing.

4.4.5 Experimental settings

The Adagrad optimiser [47] is used to train the models, with a fixed learning rate
of 3× 10−4 and weight decay. The batch size is 14 due to memory constraints.
The weighting parameter α in (4.3) is equal to 0.1 as in [38]. The weight decay
parameter, the dropout rate, and the hyper-parameters β and γ in (4.7) and
(4.9) are optimised using Hyperopt [18]. The optimal results are shown in
Table 4.3 and correspond to the values that are used in the experiments.

We evaluate the model using two metrics, the Unweighted Accuracy (UA) and
the Weighted Accuracy (WA). Specifically, UA is the average accuracy for each
emotion class, which marginalises out the effect of class imbalance, and WA
is the overall accuracy of the entire testing data, which indicates the overall
model performance across all classes. Model selection uses early-stopping on
the validation performance, and the reported testing results are averaged across
cross-validation folds.

4.4.6 Baseline classifier

The baseline features are firstly tested with a neural network model that has
the same structure as the classifier and the output network in the proposed
model shown in Figure 4.1. However, this model essentially only contains one
non-linear transformation and the Deep-WCCN operation, hence it is incapable
to learn a good mapping from the baseline features to the emotion classes. In
particular, when conducting a hyper-parameter search for the Deep-WCCN
layer, the dropout rate, and the weight decay rate using Hyperopt for the
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neural network model, and then training it with the baseline features, the model
SER performance is close to chance level (e.g., 25% WA for 4 emotion classes).
Therefore, we instead use a Random Forest (RF) classifier, which is essentially
an ensemble classifier that has good generalisation capability. This RF classifier
has 100 trees with maximum tree-depth of 5.

Hyper-paramter DECH DEEN ENCH
Learning rate 3× 10−4 3× 10−4 3× 10−4

Weight decay 4× 10−4 5× 10−4 5× 10−4

Dropout 0.45 0.05 0.3
β 0.2 0.5 0.4
γ 8× 10−4 1.2× 10−3 1.7× 10−3

Batch size 14 14 14

Table 4.3: Hyper-parameter configurations for the proposed method.

4.5 Results and discussion

4.5.1 Within-language performance

The results for within-language evaluation are illustrated in Figure 4.2. These
results show that the baseline eGeMAPS feature and the Emobase feature with
an RF classifier perform similarly in terms of UA and WA, and for some testing
cases (e.g. testing on the German “->DE” dataset) the eGeMAPS performs
better than the Emobase, but it is the other way around for the other testing
cases (e.g. testing on the Chinese “->CH”, and on the English “->EN” datasets).
The largest UA and WA differences between these two methods are 4.8% and
4.2% that are obtained in the “DEEN->DE” and “ENCH->EN” scenarios,
respectively.

From the same figure, comparing the proposed wav2vec 2.0 method with the
baseline methods, the wav2vec 2.0 shows significant improvements in both UA
and WA for within-language SER. Specifically, the wav2vec 2.0 improves UA
with about 20.9% to 66.4% compared to the eGeMAPS method, and with about
28.7% to 64.5% compared to the Emobase method, and it improves WA with
about 18.8% to 66.4% and 21.5% to 64.5% compared to the eGeMAPS and
the Emobase, respectively. The increase in classification accuracy may indicate
that the wav2vec 2.0 pre-trained feature extractor combined with the proposed
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Deep-WCCN can extract contextual features that contribute to mixed-language
SER capability and are robust to varying speaker identities.

4.5.2 Cross-language/cross-corpus performance

For the cross-language/cross-corpus experiments, the emotion classification
accuracy is plotted in Figure 4.3. For comparison, the within-language
results (with suffix “-WL”) from Section 4.5.1 are averaged across the same
testing language for every method and plotted along with the cross-language
performance (with suffix “-CL”).

Firstly, the wav2vec 2.0-CL performs significantly better than eGeMAPS-CL
and Emobase-CL in all three testing languages, and it is followed by Emobase-
CL which performs slightly better than eGeMAPS-CL in almost all the testing
cases (except on English testing where eGeMAPS-CL and Emobase-CL have
similar WA performance). The best UA and WA with wav2vec 2.0-CL, tested in
English, Chinese, and German, are 64%, 75.4%, 94% and 61.2%, 75.4%, 94.6%,
respectively. This is about 43% to 77% and 50.7% to 77% performance gain
on UA and WA compared to the eGeMAPS-CL, and about 41% to 72.9% and
36.3% to 72.9% performance gain on UA and WA compared to the Emobase-CL.

Secondly, although all three methods show performance degradation when
moving from within-language to cross-language/cross-corpus SER, the wav2vec
2.0 still maintains high performance. It is notable that in the “ENCH->DE”
experiment, wav2vec 2.0-CL shows a very subtle degradation (i.e. about 0.6%
and 0.3% degradation in UA and WA, respectively, compared to the wav2vec
2.0-WL), whereas the eGeMAPS-CL shows a 17.8% and 18.5% decrease in UA
and WA, respectively, and the Emobase-CL shows a 8.5% and 8% decrease in
UA and WA, respectively.

In summary, the results in cross-language/cross-corpus SER may indicate that
the proposed wav2vec 2.0 with Deep-WCCN model can largely alleviate the
performance degradation due to language mis-match, speaker identity mis-
match, and channel mis-match that commonly occur in cross-language SER.
As the proposed model shows equally satisfactory results in both UA and WA,
we may also conclude that the wav2vec 2.0 with Deep-WCCN model is not
over-fitting to one of the testing emotion classes.
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4.5.3 Evaluation of the Deep-WCCN

In order to verify the effectiveness of Deep-WCCN, we compare the change in
cross-language SER performance of wav2vec 2.0 with and without Deep-WCCN.
The results are compared with other baseline methods. For eGeMAPS and
Emobase, we calculate the change in their cross-language SER performance
with and without WCCN. The increase in cross-language SER performances for
all methods using either Deep-WCCN or WCCN are shown in Figure 4.4.

First, it can be clearly observed that using Deep-WCCN can improve the
performance of wav2vec 2.0 in cross-language SER. The highest increase is
observed in DECH->EN, where UA and WA increase by 2.6% and 3.2%
respectively by applying Deep-WCCN, which is followed by increments in DEEN-
>CH, where both UA and WA increase by 0.4% after applying Deep-WCCN.
No performance gain is observed in ENCH->DE when applying Deep-WCCN
to the wav2vec 2.0 model, which might be due to the fact that the results on
the German testing sets are already very good and there is limited room for
improvement.

Secondly, WCCN did not significantly improve cross-language SER performance
when using the eGeMAPS and the Emobase features. Specifically, by applying
WCCN, the experiments on all three cross-language cases show only small
performance gains, no gains, or even performance drops when applying WCCN
to eGeMAPS and to Emobase. Only in the case of ENCH->DE, the Emobase
method has increases of 1.6% and 1.4% in UA and WA, respectively, when
applying WCCN. This is due to the fact that WCCN is designed for linear
classifiers and is not significantly helpful for ensemble models like the RF.
Conversely, the output layer of our proposed model can be seen as a linear
classifier, which satisfies the design conditions of WCCN.

We also visualise the embeddings (which are the inputs to the output network)
with and without Deep-WCCN. The embeddings are originally 192-dimensional
vectors, but for visualisation purposes, we compute the first 2 principal
components of the training set and validation set embeddings from each
cross-validation fold using the Principal Component Analysis (PCA). The
visualisations for the DECH setting are plotted in Figure 4.5.

First, the embeddings tend to form clear clusters per emotion class, which
explains the effectiveness of the proposed method in SER. Second, by applying
Deep-WCCN, the training set embedding clusters tend to form more compact
shapes (i.e. smaller within-class variability) than without applying Deep-WCCN.
This generally leads to the validation embeddings also forming compact clusters
and having cleaner cluster boundaries than without Deep-WCCN.
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Figure 4.5: The PCA visualisation of training set and validation set
embeddings when applying Deep-WCCN and not applying Deep-WCCN.
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4.5.4 Influence of training set size of target language

As the proposed method is in the realm of transfer learning, it might exhibit
the data efficiency property typically associated to transfer learning. That is,
the transferred sub-network, which is trained on a large quantity of speech data,
learns intrinsic speech structure and can easily generalise to similar tasks with
a small amount of annotated target data. Therefore, in this experiment, we
merge a small amount of target language data into the fine-tuning process, and
evaluate the model performance when using 30, 80, and 150 two-second-target
language inputs with their corresponding labels. The duration of extra target
language data used in the training is hence equal to 60 s, 160 s, and 300 s in
total duration, respectively. The extra target data are repeated to achieve a
size that is similar to the original training data size to avoid data imbalance for
different languages. The results for DECH->EN, DEEN->CH and ENCH->DE
are plotted respectively in Figure 4.6, together with their performance when no
extra target language data is used (i.e. the case corresponding to 0 s).

First, the three testing cases all show an increasing trend when more target
language data is used in training, and their performance increases rapidly when
even less than 160 s of target language data is used while it slows down when
even more target language data is used. Second, the performance of DECH->EN
increases the most, followed by DEEN->CH, and lastly by ENCH->DE. For the
case of using 160 s of target language data, compared to no target language data
being used in training, DECH->EN, DEEN->CH and ENCH->DE perform
13.8%, 3.8% and 0.4% better in UA, respectively, and 15.6%, 4.4% and 0.4%
better in WA, respectively. The low performance increment in ENCH->DE
might be due to the limited room for improvement. Third, except for ENCH-
>DE having limited improvement, DEEN->CH also has overall less improvement
in UA compared to DECH->EN, when 300 s of target language data is used in
training. This could be due to the difficulty of transferring Germanic languages
to Sino-Tibetan languages, which probably can be alleviated by using more
target language annotated data, however this hypothesis might need more
investigation.

4.5.5 Comparison to existing works

We also compare our method with a few recent methods proposed for cross-
language/cross-corpus SER. The comparison is in Table 4.4 where we only
present the results reported on the same testing datasets (i.e. on the Emo-DB
and RAVDESS) as our work. Since there is hardly any research using ESD for
cross-language SER, we do not include the results for this dataset.
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The comparison shows that our proposed method has significantly improved the
SER performance in both within-language and cross-language scenarios with
both Emo-DB and RAVDESS datasets. This may indicate that transfer learning
with pre-training on large speech data and Deep-WCCN plays an important
role in DNN generalisation for SER.

4.6 Conclusions and future work

To alleviate the performance degradation in cross-language/cross-corpus SER
compared to within-language/within-corpus SER, we proposed a transfer
learning method that firstly uses the wav2vec 2.0 pre-trained model to transfer
a time-domain audio waveform into a contextual embedding space that is
shared across different languages, thereby reducing the language variabilities in
the speech features. Then, by applying a re-designed Deep-WCCN, which is
adapted to cope with DNN training, this Deep-WCCN layer can further reduce
within-class variance caused by other factors (e.g. speaker identity, channel
variability). Experimental results first show that the proposed method largely
increases both within-language and cross-language SER performance compared
to the eGeMAPS and Emobase feature sets that have been designed for and
widely used in SER. Furthermore, an ablation study shows that Deep-WCCN
can reduce the within-class variances which further improves the performance
for the proposed DNN model. In contrast, the conventional WCCN does not
show improvements on the eGeMAPS and Emobase feature sets with a RF
classifier. Next, we show that the proposed transfer learning method exhibits
good data efficiency in merging target language data in the fine-tuning process.
The model speaker-independent SER performance increases for all testing target
languages, and a performance gain in WA up to 15.6% and in UA up to 13.8%
is achieved when only 160 s of target language data is used in the training set
for fine-tuning. Finally, a comparison with recent work in cross-language/cross-
corpus SER demonstrates that the proposed method can significantly improve
within-language and cross-language SER performance among multiple datasets.

Future work firstly include the evaluation of the wav2vec 2.0 model pre-trained
on an even larger speech dataset and the assessment of its benefit to cross-
language SER performance. A good candidate dataset is proposed in [10]
and consist of half a million hours of publicly available speech audio in 128
languages. Second, we plan to evaluate the proposed method on more emotive
speech datasets, and to fine-tune the model on emotive speech datasets from
more languages to create a general data-driven model for SER. Lastly, it may
be relevant to reduce the model size through model distillation [74] to make it
feasible for mobile and low-power devices.
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Abstract

Amongst the various characteristics of a speech signal, the expression of emotion
is one of the characteristics that exhibits the slowest temporal dynamics. Hence,
a performant Speech Emotion Recognition (SER) system requires a predictive
model that is capable of learning sufficiently long temporal dependencies in the
analysed speech signal. Therefore, in this work, we propose a novel end-to-end
neural network architecture based on the concept of dilated causal convolution
with context stacking. Firstly, the proposed model consists only of parallelisable
layers and is hence suitable for parallel processing, while avoiding the inherent
lack of parallelisability occurring with Recurrent Neural Network (RNN) layers.
Secondly, the design of a dedicated dilated causal convolution block allows the
model to have a receptive field as large as the input sequence length, while
maintaining a reasonably low computational cost. Thirdly, by introducing a
context stacking structure, the proposed model is capable of exploiting long-
term temporal dependencies hence providing an alternative to the use of RNN
layers. We evaluate the proposed model in SER regression and classification
tasks and provide a comparison with a state-of-the-art end-to-end SER model.
Experimental results indicate that the proposed model requires only 1/3 of
the number of model parameters used in the state-of-the-art model, while also
significantly improving SER performance. Further experiments are reported
to understand the impact of using various types of input representations (i.e.,
raw audio samples vs log mel-spectrograms) and to illustrate the benefits of an
end-to-end approach over the use of hand-crafted audio features. Moreover, we
show that the proposed model can efficiently learn intermediate embeddings
preserving speech emotion information.

Keywords— End-to-end learning, Speech Emotion Recognition, Dilated Causal
Convolution, Context-Stacking
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5.1 Introduction

Emotion recognition is a crucial component in present-day human-computer
interaction systems. A SER system utilizes vocal expression to recognize
emotions, and has inherent benefits compared to other modalities. Vocal
expression is a fairly direct way to express emotions and is often easier to
capture than facial expressions, for which a careful camera positioning is needed.
Therefore, an SER system is complimentary to an image/video based emotion
recognition system. Example applications include an SER system intended
to analyse the users’ emotions in a call centre to improve their services, and
an intelligent robot that understands the users’ emotions. Emotion research
makes use of both categorical and dimensional approaches to qualify emotional
experience. In the categorical approach, discrete emotion labels are used to
represent qualitatively different emotional states (e.g., happy, angry, and so on).
In the dimensional approach, emotional experience is described in terms of a
number of basic dimensions, such as valence (ranging from positive to negative)
and arousal (ranging from low to high arousal), see [128].

Early SER systems use pre-defined acoustic features to represent the audio
recordings. The definition of emotion-related features in this case is a key aspect
towards an accurate and robust SER system. Many hand-crafted features have
been proposed for this purpose, the Geneva Minimalistic Acoustic Parameter
Set (GeMAPS) includes various acoustic features such as frequency-related (e.g.,
pitch, formant), energy-related (e.g., loudness) and spectral (e.g., spectral slope)
features, of which their effectiveness in SER has been evaluated in [51]. Also,
the well-known Mel-Frequency Cepstral Coefficients (MFCC) features, which
have been used in various other speech analysis tasks, including automatic
speech recognition, have been applied to SER [123, 137]. However, the design
of hand-crafted features requires specialized knowledge, exhaustive selection
and massive experiments. Also, the feature extraction process suffers from a
potentially huge information loss [102], which could be harmful to the SER
performance.

With the rapid developments in Deep Neural Networks (DNNs), the feature
extraction for an SER system has shifted to data-driven feature learning. In
the area of image processing, Convolutional Neural Networks (CNNs) have
been proven to be able to learn abstract features that have intuitively desirable
properties while ascending the network layers [170]. Similar work in the area of
audio processing has shown that the CNN layers can learn meaningful features
by acting as onset extractors, melody extractors, low-pass filters and so on
[35]. As a result, the end-to-end learning approach, in which raw microphone
recording samples or shallow features are fed into a DNN, becomes feasible and
attractive. In the case of SER, this DNN normally consists of both CNN layers
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and different types of RNN layers [153, 154, 131, 155, 33, 173, 97, 96]. The CNN
layers are generally applied to the raw recording samples to produce higher-level
features. A large receptive field is desired so that the DNN model can receive
and learn the long-term temporal information that might be beneficial for SER,
as a consequence, the number of parameters in the CNN layers will largely
increase when aiming for a larger receptive field.

From the perspective of modelling sequential data, a good model should be
able to learn the temporal dependencies or relations within the input sequences.
SER in this case has inherent difficulties because the time constants of emotion
dynamics can range from just a few seconds to over an hour [162], and these
dynamics are regulated by both internal and external excitations [89]. If we
assume that the human voice characteristics are a good indication of a person’s
internal emotional status, a good SER model should then be able to model
sufficiently long temporal dependencies in recorded speech sequences. Many
state-of-the-art end-to-end SER systems use Long Short-term Memory (LSTM)
layers or Gated Recurrent Unit (GRU) layers as default network architecture
for this purpose [153, 154, 131, 155, 33, 173, 97, 96]. However, the RNN
type of layers used in the state-of-the-art SER systems suffer from several
disadvantages. For example, due to the existence of the recurrent connections,
the RNN layer has a sequential type of processing which results in a polynomial
growth of computation time with increasing input sequence length. This type
of processing is not capable to be parallelised. Also, RNN suffers from the
gradient vanishing/exploding problem in processing long sequences, although
this problem has been alleviated by the developments in LSTM and GRU
[75, 34].

We are aiming to solve these problems that are inherited by the state-of-the-
art SER systems from their RNN-type layers and we will propose a different
approach to enlarge the model receptive field without largely increasing its
computational complexity. This paper provides details of an improved version
of the end-to-end SER model which has been proposed earlier by the authors
[147]. The main contributions of this paper can be summarised as follows:

1. We provide more details and propose an updated dedicated dilated
convolution block for our neural network model for end-to-end SER. This
updated model remains to have a significantly large receptive field while
largely reducing the number of model parameters compared to the model
proposed in [147].

2. We further explore the context stacking idea, originally proposed in the
WaveNet paper [157] and applied to SER in [147], with more thorough
comparisons between several model variations.
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3. We provide a more in-depth analysis of this new model architecture,
and evaluate it on both an emotion classification task and an emotion
regression task. Abundant simulations have been conducted with two well-
known datasets, the REmote COLlaborative and Affective (RECOLA)
[125] and the Interactive Emotional Dyadic Motion Capture (IEMOCAP)
[30] datasets. Simulation results show that the proposed model surpasses
the state-of-the-art CNN-RNN based models.

4. We also evaluate the effectiveness of end-to-end learning in SER by
comparing SER performance using raw audio samples or log mel-
spectrogram features with more traditional audio features proposed in
earlier work.

The rest of the paper is organized as follows. Section 2 provides a brief overview
about the most recent studies related to our work. In Section 3 we introduce
the proposed model structure, the parameters of which will be optimized on the
Concordance Correlation Coefficient (CCC) objective function [100] for emotion
regression. In Section 4, we describe the datasets used and the experimental
settings. And then, we will present the simulation results and discuss these in
Section 5. Finally, Section 6 presents the conclusions and suggestions for future
work.

5.2 Related work

Our proposed SER model has very large receptive field, which makes it suitable
for long sequence modelling, and is based on the concepts of dilated convolutions,
context-stacking, and end-to-end SER.

5.2.1 Dilated convolution

The dilated convolution is intended to increase the receptive field, which
has shown successful outcomes in various audio processing tasks [157, 159].
By stacking many dilated convolution blocks in a DNN, the network will
largely increase its receptive field while the model complexity and thus its
computational cost will remain reasonably low. Empirical research also shows
that this dilated type of convolution outperforms the canonical RNN in various
sequence modelling problems [14]. Our work is inspired by the WaveNet model
proposed in [157], however, we propose several modifications to suit the specific
application of SER. First, we redesign the dilated causal convolution block
inspired by the WaveNet model. Second, we expand the context stacking idea
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of [157]. Third, we add pooling layers in between the dilated convolution blocks
to reduce the sequence length, so that the proposed model is able to deal with
very long sequences while posing only moderate memory requirements.

There is hardly any work investigating dilated convolution in an SER framework.
In [97], a dilated residual convolution is used to further process the extracted
acoustic features. However, the use of the dilated residual convolution in [97]
served a different purpose than ours, which in [97] is to facilitate the reduction
of the receptive field and hence yield a strong ability to learn local context.
Temporal modelling in [97] was achieved by using LSTM and a self-attention
mechanism.

5.2.2 Context stacking

The context stacking idea was originally proposed in the WaveNet paper [157]. In
this idea, multiple trainable DNNs are connected/stacked by local conditioning.
More generally, local conditioning has in fact been widely used in various
audio-related tasks. In [139], the Text-to-speech (TTS) model is conditioned
on predicted Mel-spectrograms. In another TTS system [82], the model is
conditioned on pre-trained speaker embeddings to synthesize speech for a
particular person. A similar idea to local conditioning was applied in an SER
system [96] by concatenating both the handcrafted acoustic features for SER
and the lexical text features to obtain an emotion classifier. Throughout this
paper, however, we refer to context stacking only when both the conditioned
context and the model itself are trained jointly.

5.2.3 End-to-end SER

End-to-end learning has attracted vast attention from the deep learning
community. The modelling follows a data-driven approach, and little or
no specialised knowledge is exploited in this learning process. In audio
processing, the traditional learning pipeline (e.g., pre-processing, feature
extraction, modelling, inferencing.) is taken over by a single DNN, where
at the input end raw audio samples or shallow frequency features such as mel-
spectrograms are provided, and at the output inference results are obtained
(e.g., class labels, parameter estimates).

In SER, Trigeorgis et al. proposed to use a CNN to extract features from
the raw audio samples, and then use two bidirectional LSTM layers to model
the temporal information [153, 154, 155]. Satt et al. afterwards proposed to
apply the CNN and the LSTM layers on a modified log-spectrogram, which is
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harmful for clean SER performance, but it is more robust to noise [131]. In
[130], Sarma et al. replaced the CNN layers with Time-Delay Neural Network
(TDNN) layers. The TDNN tends to increase the receptive field of the network,
somewhat resembling the dilated convolution, and was originally used in the
speaker recognition problem to extract the x-vector [140].

Some other end-to-end SER systems make use of an attention mechanism
which has its origins in Natural Language Processing (NLP) [160]. Chen et al.
proposed an SER model consisting of 3-D CNN layers, LSTM layers and the
attention layer. This model can learn time-frequency relations from a time stack
of log mel-spectrograms [33]. In [96], Li et al. applied a self-attention mechanism
along with CNN layers, which can import emotion-salient information from the
audio feature inputs. Similarly, in [174, 173] an end-to-end CNN-RNN based
model was combined with the attention mechanism.

5.2.4 Difference with speaker recognition

To some extent, the emotion classification task resembles the automatic speaker
recognition problem where the target classes are speaker identities. Similar to
SER, the MFCC and frequency-related features (e.g., pitch) are widely used
in early automatic speaker recognition research [122, 53]. In [122], Reynolds
and Rose propose to use the Gaussian Mixture Model (GMM) to model the
speakers’ MFCC distribution. The concatenation of the mean vectors of the
GMM (referred to as the supervector in [122]) can be used to represent the
speakers’ identities. This high-dimensional representation is then used to extract
the i-Vector, which is a low-dimensional representation of the total variability
(i.e., speaker variability and channel variability) [41]. A similar work in SER
proposes to extract the emotion representations from the speaker i-Vectors [44].
However, in SER, we aim to model very long temporal dependencies of the input
features, especially in speech emotion regression, because it is expected that
the variation of the features over time is distinguishing for different emotions.
This is different from the automatic speaker recognition problem, in which
the modelling of the temporal information is less important since the speaker
identity is not expected to change within a given speech frame.

5.3 Method

Our proposed end-to-end SER model is shown in Figure 5.1, denoted as the
DiCCOSER-CS (Dilated-Causal-Convolution-Only Speech Emotion Recognition
with Context Stacking). The network consists of dilated causal convolution
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blocks that are used for increasing the receptive field [157, 169] (Sec. 5.3.1),
then two sub-networks are stacked and trained jointly (Sec. 5.3.2). Finally, the
model outputs the arousal and valence estimates for a SER regression task and
the class posterior probability for a SER classification task. For regression, the
model is trained to minimize the CCC objective function (Sec. 5.3.3).

5.3.1 Dilated causal convolution blocks with local conditioning

The dilated causal convolution block, shown in Figure 5.2 (a), is one of the basic
building blocks in the proposed model. This block is inspired by [157], but from
our experiments, we found that using the original dilated causal convolution
block in [157] lead to a slow training convergence. Thus, we have redesigned the
block in the following aspects. Every dilated causal convolution block consists
of two paths, one being the residual connection path, and the other being the
convolution path. Firstly, the residual path connects the input directly to the
output, which has been shown to allow to learn an identity mapping, thus it can
speed up the training and avoid over-fitting [72]. Secondly, in the convolution
path, a dilated causal convolution is applied to the input, and it is immediately
followed by a dropout layer to prevent the model from over-fitting [143] and
a batch-normalisation layer [80] to further speed up the training. Thirdly, we
applied the Rectified Linear Unit (ReLU) non-linear activation function [65] to
the convolution output. This non-linear activation function has been widely
used in modern DNNs for its easy gradient calculation and its effect of giving
the model a faster and better convergence. Finally, after going through a 1× 1
convolution, the dilated causal convolution path is summed together with the
residual path to generate the final output of the block.

We implement the local conditioning similarly to [157]. Consider an input
consisting of a sequence of examples, and another sequence y having the same
length as x containing the conditioning information. If the filter output is z, a
local conditioning is defined as follows, adopting the notation from [157]:

z = ReLU(Wf,k ∗ x + Vf,k ∗ y) (5.1)

where Wf,k, Vf,k are the learnable “filter” parameters in the kth layer, ∗ is the
convolution operation, and ReLU(·) is the ReLU activation function. Dropout
and batch-normalisation layers are added after the convolution as well, as shown
in Figure 5.2 (b).

The dilated causal convolution blocks are then stacked many times with different
dilation number in the network. The dilation number defines the time lag, i.e.,
the number of samples that are skipped in between two input samples used in
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Figure 5.2: (a) The dilated causal convolution block, and (b) the local
conditioning.

the convolution with the filter Wf,k . Figure 5.3 shows a stack of dilated causal
convolution blocks with filter width 2, and dilation numbers 1, 2 and 4.

5.3.2 Context stacking using local conditioning

Referring to the context stacking idea in [157], we propose a stacked structure
using local conditioning for end-to-end SER, see Figure 5.1. This proposed
structure consists of three learnable sub-networks. First, one sub-network has a
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Dilation=1
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Dilation=4

Input

Figure 5.3: A stack of dilated causal convolution blocks.

relatively small receptive field, denoted as the “local network”, that receives
raw input samples and produces the local context. The local network is capable
to be locally conditioned on extra information relating to the input frame
(e.g., the speaker gender information, the lexical text information and so on),
however, we do not investigate the impact of adding such extra information in
this paper. Second, the other sub-network, denoted as “global network”, has a
relatively wide receptive field that receives downsampled input audio samples,
and is aiming to learn global (i.e., long-term) temporal dependencies. The two
networks connect by letting the “local network” define the local conditioning on
all the layers in the “global network”. We also add pooling layers in the “local
network” to down-sample the sequence with the aim of reducing computational
costs and memory requirements. Finally, the output from the “global network”
can be processed by successive convolution-type layers to generate the desired,
task-dependent outputs. The reason why we propose to use convolution layers
for processing in the final stage is because we are aiming to design a parallelisable
network.

5.3.3 CCC objective function

For a regression task, e.g., an SER model inferencing arousal/valence values,
when the training labels are given for very short time intervals (e.g. 40ms), the
levels of affect then can be predicted on the same time scale, i.e., for every 40ms
of a speech recording. In this case, an affective evolution curve can be obtained,
e.g. for visualisation purposes. Thus, not only the prediction values should be
close to the corresponding ground-truth labels, but also the correlation between
the entire prediction sequence and label sequence is important. The Mean
Squared Error (MSE) or Mean Absolute Error (MAE) loss on the sample level
as used in [123], does not consider this correlation. A loss function that has
a direct link to the evaluation metric based on the CCC (ρc) [100] has been
proposed in [153, 154, 155].
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Given the predicted sequence (denoted by index m) of arousal/valence values
and its corresponding ground-truth sequence (denoted by index n), the CCC
loss is defined as:

Lc = 1− ρc = 1− 2ρσmσn
σ2
m + σ2

n + (µm − µn)2 = 1− 2σ2
mn

σ2
m + σ2

n + (µm − µn)2

(5.2)

where ρ is the Pearson Correlation Coefficient (PCC), µm and µn are the sample
means, σ2

m and σ2
n are the sample variances, and σ2

mn denotes the covariance
between the two sequences. Therefore, prediction sequences exhibiting a weak
correlation with the ground-truth sequences as well as shifted amplitude of the
prediction values are both penalised in one loss function.

5.4 Experimental setup

5.4.1 Implementation Details

In this section, we describe how to implement the DiCCOSER model. The
raw audio samples are firstly fed into a causal convolution layer which has a
filter width equal to 8. The filter width of this convolution layer on one hand
should be wider than the successive pooling size so that it has a sufficiently large
receptive field and is capable of extracting salient features which will be selected
by the following pooling operation, on the other hand the filter width should
be kept small to maintain a low model complexity. This causal convolution
layer maps the single-channel audio sample sequences to 64-dimensional vector
sequences. Next, these sequences are downsampled in a max-pooling layer
with size 5, and are then ready for the processing by the “local network”. The
configuration of the pooling size is task-dependent, such that after the pooling
operations, the output sequence has the desired sampling rate.

Stride one and zero-padding is used across all convolution layers in the entire
network to retain the same sequence length after each operation.

Local network

Firstly, we construct the local network, which contains a stack of dilated causal
convolution blocks. These blocks have a filter depth equal to 64, and their
dilation numbers are chosen to correspond to a subset of a geometric series,
and are repeated a few times. Max-pooling layers are included after every stack
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of dilated causal convolution blocks, and the number of max-pooling layers
is task-dependent. Specifically, we design each stack in our local network to
have a set of dilation numbers Dlocal = {2k, k = 0, 1, 2}, and a total of 7 such
stacks are used. There is one pooling-size-2 max-pooling layer after each stack
of dilated causal convolution blocks, which results in 7 pooling layers in total.
The pooling layers in the local network progressively downsample the processed
data from 16 kHz at the input to 25Hz at the output of the local network, which
is the same as the label sampling rate for the regression task.

In parallel to the local network, the raw audio input sequence is directly
downsampled from 16 kHz to 25Hz. We propose two aggregation operations
that extract useful features from the signal frames in this parallel feedforward
branch: a) a max-pooling aggregation that extracts the maximum value from
the frames, and b) an RMS aggregation that calculates the RMS value per
frame. We believe that these features can be representative of the original audio
frames at the reduced sampling rate of 25Hz, and they are also related to the
expression of emotions [145]. The downsampled sequences are finally mapped
to 64-dimensional vector sequences by a causal convolution layer with filter size
8.

Global network

Secondly, in the global network, the dilated causal convolution blocks have
filter depth equal to 64 as well. The aim of the global network is to learn the
long-term temporal dependencies from a more global perspective. It can ensure
this aim by processing the downsampled input sequences because this not only
reduces the computational cost of the global network, but also prevents the
global network from attempting to model subtle changes in the original raw
input samples. In addition, thanks to the context-stacking structure, some
information lost in the downsampling operation is selectively passed to the global
network. In order to be able to effectively perform the dilated convolutions,
we propose to have the largest dilation number equal to the length of the
processed input frames. We set the global network dilation numbers as Dglobal
= {1, 2, 22, . . . , 2blog2(L)c, L}, where L is the input frame length and b·c denotes
the flooring operation. For example, for a 20 s audio input frame, the global
network operates on the downsampled 25Hz sequence of length 500, such that
Dglobal = {1, 2, 4, 8, 16, 32, 64, 128, 256, 500}.

Finally, all the dilated causal convolution blocks are conditioned on the local
contexts. We implement these context stacking filters (filter “Vf,k” in (5.1)) by
normal CNN layers with filter width 2 and filter depth 64.
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Output network

Finally, the output network converts the global network output to the desired
output formats. In our regression task, there are two 1× 1 convolution layers
with filter depth 1 in the output network that yield the arousal and valence
predictions.

In our classification task, there are four 1 × 1 convolution layers with filter
depth 1 corresponding to 4 different class outputs. These are then processed
by a last-pooling layer to only keep the last convolution output for every layer.
This is because our model has a receptive field as large as the input sequence
length, so that the last convolution output can be trained to contain global
information. Finally, a softmax layer is applied, and the output of the softmax
layer can be interpreted as the class posterior probability.

5.4.2 Datasets

To evaluate the regression and classification performance of the proposed model
and to compare it with the state-of-the-art end-to-end CNN-LSTM based SER
model, we used two widely used affectively labelled datasets: the RECOLA
dataset [125] for the regression task and the IEMOCAP dataset [30] for the
classification task.

RECOLA

The RECOLA dataset [125] contains abundant affective data with both arousal
and valence annotations per 0.04 s. The arousal and valence annotations are
continuous values in the range [-1, 1]. The speech data consist of interviews in
which people talk about real-life stories. However, since the database is not fully
publicly available, we can only acquire a sub-partition that is used in the 2015
and 2016 Audio/Visual Emotion Challenge and Workshop (AVEC) [124, 156]
competitions. We only use the raw audio out of four modalities (audio, video,
Electrocardiogram (ECG), and Electro-dermal activity (EDA)) provided by
the competition, and their corresponding labels. This sub-partition contains
eighteen 5-minute long audio clips, equally divided into a training set and a
development set. In both sets, there are 5 clips with female speakers and 4 clips
with male speakers, as indicated in Table 5.1. The language of all audio clips
is French. The sampling frequency is 44.1 kHz, and we downsampled all data
to 16 kHz for our simulations. We further divide this sub-partition into 5 folds.
The partitions are summarized in Table 5.2.
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IEMOCAP

The IEMOCAP dataset [30] contains English acted speech dialogues by 10
professional actors. There are in total 5 sessions, each featuring one actor
and one actress performing the dialogues with a script or in an improvised
manner. There is no speaker overlap across the 5 sessions. We have used
improvised utterances from four emotional categories {neutral, anger, sadness
and happiness}, which in total are 2280 utterances (neutral: 1099, anger: 289,
sadness: 608, happiness: 284). We trim or pad zeros in front of the recordings to
make them into 3 s long clips. We divide the cross-validation folds by the session
numbers (i.e. session 1 to 5). The audio files have also been downsampled to
16 kHz.

Data augmentation

To overcome over-fitting, we propose to apply two simple yet distinct data
augmentation methods to the regression task and the classification task
respectively. For the regression task, we propose to use a sliding window
data augmentation, that is, we use a 20 s long sliding window to generate the
training frames from the original 5min recordings. Successive sliding windows
are shifted by 4 s.

For the classification task, instead of using speed perturbation as in [1], which
we believe may change the affective expression of the recording, we propose to
use a random flipping data augmentation. That is, with a given probability
(e.g. equal to 50%), the input sequence is flipped (i.e., time reversed) before
being fed into the model. This data augmentation method will largely retain
the affective meaning of the original speech recording, and will prevent the
model to become biased by some disturbing context factors having a specific
temporal pattern or dependence (e.g. room reverberation).

Training and evaluation settings

For the regression task, we optimise the model by minimizing the CCC loss
as described in Section 5.3.3, and for the classification task we minimize the
cross-entropy loss. The RMSProp optimizer [151] is used to train the models,
with a fixed learning rate of 10−4. Batch-size is 5 for the regression task and 10
for the classification task, due to memory constraints. l2 regularization with
a regularization parameter of 10−4 is applied and the dropout rate equals 0.5.
No post-processing is performed on the output predictions.
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We conduct all the experiments using 5-fold cross-validation. More specifically,
for the RECOLA dataset, in every run, we use 4 folds of data to train the model,
then we split the last fold into a validation set and a testing set as listed in
Table 5.2. In this way, there is no speaker overlapping across the three subsets.
For the IEMOCAP dataset, since we aim to evaluate the model’s generalisability
across speakers and sessions, for each run we use 3 folds for training, and the
remaining 2 folds for validation and testing respectively. In each experiment,
we employ early stopping, i.e., we stop the training on the highest validation
performance, and then use that model to compute the testing performance.

The CCC [100] is used to evaluate the regression task, whereas the Weighted
Accuracy (WA) and the Unweighted Accuracy (UA) are used to evaluate the
classification task. WA is the overall accuracy of the entire testing data, which
indicates the overall model performance across all classes, whereas UA is the
average accuracy for each emotion class, which marginalises out the effect of
the existence of class imbalance. All the experiments are repeated 5 times using
data from different folds as stated above. The results are averaged across the 5
folds before being reported.

5.5 Results and discussions

5.5.1 Evaluation of the context-stacking idea and the model
architectures

First, we evaluate the context stacking which is considered as one of the
contributions of this paper to SER, and a few model architecture variations.
More specifically, we aim to answer the following questions:

1. Can the context-stacking architecture increase the model performance?
2. What is the optimal choice between the max-pooling aggregation and the

RMS aggregation?

We propose and evaluate four model variations, and their topologies are shown
in Figure 5.4:

a. A model that contains only one sequential network (denoted as
DiCCOSER), in which the context stacking is not used, is shown in
Figure 5.4 (a).

b. A model that deploys context stacking, but the local contexts are directly
fed to the global network, and the global network is locally conditioned on
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Figure 5.5: Performances of four proposed model variations on (a) the
RECOLA dataset and (b) the IEMOCAP dataset. Suffix “-CS” indicates
using the context-stacking, “max” and “rms” indicates using the max-
pooling aggregation and the RMS aggregation respectively.

the downsampled input sequences (denoted as DiCCOSER-CS-V2 max),
is shown in Figure 5.4 (b). In addition, the max-pooling aggregation is
used.

c. The proposed model that deploys context stacking as described in
Sections 5.4.1 and 5.4.1 (i.e., the global network receives the aggregated
downsampled input sequences and context stacking is performed using
the local contexts), and uses the max-pooling aggregation method in
the downsampled stream (denoted as DiCCOSER-CS max), is shown in
Figure 5.4 (c).

d. The proposed model having similar architecture as the model variation
c), but using the RMS aggregation method (denoted as DiCCOSER-CS
rms), is shown in Figure 5.4 (d).

All the model variations have dilation numbers in the local network and the
global network as described in Sec 5.4.1 and Sec 5.4.1.

We evaluate the proposed model variations on both the regression task (on the
RECOLA dataset) and the classification task (on the IEMOCAP dataset). The
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average testing results for both tasks are illustrated in Figure 5.5. First, we can
see that the model variations with context stacking (i.e. the DiCCOSER-CS-V2
max, the DiCCOSER-CS max, and the DiCCOSER-CS rms variations) perform
better than the DiCCOSER model that does not use context stacking in both
tasks. Compared to the DiCCOSER model the DiCCOSER-CS max variation
improves arousal CCC, valence CCC, WA and UA with about 8.5%, 12.3%,
10.7%, and 8.2% respectively, and the DiCCOSER-CS rms variation improves
arousal CCC, valence CCC, WA and UA about 12%, 15.5%, 11.5%, and 10.3%
respectively. On the other hand, the improvements for the DiCCOSER-CS-V2
model on the RECOLA dataset is not significant (it improves arousal CCC
and valence CCC with about 2.7%, 0.5%), and the DiCCOSER-CS-V2 model
improves UA on the IEMOCAP dataset with about 7.2%, but shows a small
degradation in WA (about 0.3%). Second, in the case with context stacking, the
model with the RMS aggregation method performs better than the model with
the max-pooling method, and both DiCCOSER-CS variations perform better
than the DiCCOSER-CS-V2 variation. However, the UA difference between the
variations DiCCOSER-CS-V2 max (UA equal to 52.1%) and DiCCOSER-CS
max (UA equal to 52.7%) is not large. Overall, the best performance is obtained
with the DiCCOSER-CS rms model. In the regression task, its arousal CCC
equals 0.746, and its valence CCC equals 0.506. In the classification task, the
DiCCOSER-CS rms model achieves a WA equal to 64.1% and an UA equal to
53.6%.

We can conclude that the context-stacking architecture does improve the SER
performance. Also, the classification performance of the DiCCOSER-CS max
and the DiCCOSER-CS rms variations shows a similar trend in WA and UA,
which indicates that the improved accuracy is not due to the bias towards an
individual class. Furthermore, the RMS aggregation method works better than
the max-pooling method, so that we keep using the DiCCOSER-CS rms model
for the further experiments.

5.5.2 Comparisons with the state-of-the-art model in the
speaker-independent setting

In the second experiment, we compare our proposed model with the state-of-
the-art CNN-LSTM model. In our dataset partitions, in each fold, the speakers
in the training, validation and testing sets are not overlapping, so that the
model performance is speaker-independent. The baseline model proposed by
Tzirakis et al. [155] was originally proposed for the emotion regression task on
the RECOLA dataset, and consists of three CNN layers with max-pooling and
dropout layers in between, and subsequently two LSTM layers. The model has
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Figure 5.6: Performance comparisons to the baseline CNN-LSTM model.
“Aug.” indicates using the sliding window augmentation in (a), or the
random flipping augmentation in (b).

been implemented here with settings as stated in [155], and in the classification
task, we have added a global average pooling layer and a softmax layer on the
outputs of the last LSTM layer of the baseline model. This model is optimised
on the CCC loss for the regression task, and on the cross-entropy loss for the
classification task, identically to our proposed model. Lastly, we also evaluate
the baseline model trained with the proposed data augmentation methods (the
sliding window augmentation and the random flipping augmentation method,
denoted as “Aug.”), which was not proposed in their original paper [155]. To
have fair comparisons, we also conduct experiments using our proposed model
without data augmentation. The results are shown in Figure 5.6.

The results firstly illustrate that the proposed model, with the proposed data
augmentation methods, outperforms the CNN-LSTM model with or without
data augmentation in all the testing cases. More specifically, in the regression
task, the DiCCOSER-CS rms model with sliding window augmentation, achieves
arousal CCC equal to 0.746 and valence CCC equal to 0.506, compared to
the CNN-LSTM model with sliding window where arousal CCC is 0.681 and
valence CCC is 0.449. Hence the DiCCOSER-CS rms model with sliding
window has improved the arousal CCC and valence CCC with 9.5% and 12.7%
respectively. In the classification task, the DiCCOSER-CS rms model with
random flipping augmentation achieves a WA equal to 64.1% and a UA equal
to 53.6%, whereas the CNN-LSTM model with random flipping augmentation
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yields WA and UA equal to 58.6% and 52.6% respectively. Secondly, the
proposed data augmentation methods can improve the SER performance for
both the baseline CNN-LSTM model and the proposed DiCCOSER-CS rms
model. More specifically, with regards to the regression task, the sliding window
augmentation improves the CNN-LSTM model performance from 0.613 to 0.681
on arousal CCC and from 0.412 to 0.45 on valence CCC. Also, it improves the
DiCCOSER-CS rms model performance on arousal CCC from 0.734 to 0.746,
and valence CCC from 0.484 to 0.506. However, in the classification task, the
random flipping augmentation only gently improves the WA performance (the
CNN-LSTM model with augmentation improves WA from 57.8% to 58.6%, and
the DiCCOSER-CS rms model with augmentation improves WA from 63.5% to
64.1%), and also the UA of the DiCCOSER-CS model (from 52.3% to 53.6%),
but there is a small decrement in the WA of the CNN-LSTM (about 0.5%).
Nevertheless, these results may indicate that these data augmentation methods
are helpful to improve the SER testing performance.

Finally, an interesting comparison on the number of parameters is given in
Table 5.3. It is shown that even if the proposed DiCCOSER-CS model has
the best overall performance on both the regression and classification tasks,
it only has about 1/3 of the number of parameters compared to the baseline
CNN-LSTM model. The low number of parameters implies that the proposed
model can be processed much faster in both training and inferencing even with
a single thread.

CNN-LSTM
[155]

DiCCOSER-
CS RECOLA

DiCCOSER-
CS
IEMOCAP

Number of parame-
ters ≈ 1300 · 103 ≈ 475 · 103 ≈ 430 · 103

Table 5.3: Summary of the number of model parameters.

5.5.3 Comparisons with different input features

In this experiment, we aim to evaluate the impact of using different input
features on the SER performance. More specifically, we conduct experiments
using log mel-spectrogram features in both the baseline CNN-LSTM model and
the proposed DiCCOSER model, since log mel-spectrogram features are widely
used in end-to-end SER[131, 33, 174]. The results are then compared with the
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aforementioned models which use raw time domain audio samples as an input.
Because the log mel-spectrogram features have a much lower sampling rate
than the raw audio samples, we modify the baseline CNN-LSTM model and our
proposed DiCCOSER model with/without context stacking to have less pooling
layers and a smaller pooling width to work with these features. It is worth to
mention that, in the case of using the DiCCOSER-CS model, we only change
the local network to receive the log mel-spectrogram features, in which the local
context is generated to be used by the global network via local conditioning.
The global network still uses the aggregated raw samples as input. To extract
the log mel-spectrogram features, we use a Short-time Fourier transform (STFT)
with a window size equal to 0.04 s, 50% overlap, and 40 mel-frequency bands in
the range of [0, 7600]Hz. Finally, we use the logarithmic values for numerical
stability.
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Figure 5.7: Comparisons between using raw time domain samples and
using log mel-spectrograms as the SER model input.

The results are illustrated in Figure 5.7. We can see that using the log
mel-spectrogram features can improve the SER performance of the CNN-
LSTM model, however, the improvements for the DiCCOSER models are less
pronounced. Firstly, with regard to the regression task on the RECOLA dataset
in Figure 5.7 (a), using log mel-spectrogram features significantly improves the
CNN-LSTM model performance (arousal CCC and valence CCC increase with
about 3.5% and 5.1% respectively). Similarly, the CNN-LSTM model with
log mel-spectrogram features also largely improves the WA and UA on the
IEMOCAP dataset (WA and UA increase with 10.4% and 7.6% respectively).
This makes the performance of the CNN-LSTM model with log mel-spectrogram
features comparable to the performance of some of the proposed DiCCOSER
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models. Its UA achieves 56.6% which is higher than the DiCCOSER-CS rms
model with raw sample inputs (UA equal to 53.6%), and is higher than the
DiCCOSER model with log mel-spectrogram features (UA equal to 55.5%).
The best WA (equals to 65.8%) and UA (equal to 56.7%) are however still
obtained with the DiCCOSER-CS rms model with log mel-spectrogram input.

Secondly, for the DiCCOSER models, there is no obvious difference among
using the raw audio samples or the log mel-spectrogram features as an input.
Regarding the performance for the regression task on the RECOLA dataset,
the best arousal CCC (equal to 0.751) is obtained with the DiCCOSER-CS
rms model with the log mel-spectrogram input, which is slightly higher than
the DiCCOSER-CS rms model with the raw sample input (arousal CCC equal
to 0.746), and is slightly higher than the DiCCOSER model with log mel-
spectrogram input (arousal CCC equal to 0.749). Analogously, with respect
to valence CCC, the three model variations perform equally well (valence
CCC from high to low: DiCCOSER-CS rms model with raw audio sample
input gives a valence CCC equal to 0.506, the DiCCOSER-CS rms model
with log mel-spectrogram input gives a valence CCC equal to 0.498, and the
DiCCOSER model with log mel-spectrogram input gives a valence CCC equal
to 0.492). Similar conclusions can be drawn from the classification results on
the IEMOCAP dataset, although the log mel-spectrogram features slightly
improve the DiCCOSER model and the DiCCOSER-CS model performance,
especially in UA, which may indicate that using log mel-spectrogram input
features provides higher robustness to class imbalance than the raw audio input,
but there is no apparent winner among the DiCCOSER variations. The best
results for the classification task are obtained with the DiCCOSER-CS rms
model using the log mel-spectrogram features (WA equal to 65.8% and UA
equal to 56.7%).

Thirdly, the conclusions from the previous experiments are still valid, i.e.,
the DiCCOSER model with context stacking performs slightly better than the
DiCCOSER model without context-stacking, and the DiCCOSER-CS rms model
outperforms the CNN-LSTM baseline model when the same input features are
used.

Finally, we also compare our end-to-end SER performance with some existing
SER models that use traditional audio features. The comparisons are listed in
Table 5.4. Sahu et al. [129] and Jiang et al. [83] have evaluated the GeMAPS
features on the IEMOCAP dataset, and Jiang et al. [83] have evaluated MFCCs
as well. The results indicate that the end-to-end learning models (including
the baseline CNN-LSTM model [155] and the proposed DiCCOSER models),
using time-domain raw audio samples or shallow features such as the log mel-
spectrogram features, outperfom the models using traditional audio features.
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Similarly with the RECOLA dataset, the CNN-LSTM model and the proposed
DiCCOSER model with raw or shallow features (i.e. log mel-spectrogram
features) outperform the traditional audio features (such as the GeMAPS or
Low-level descriptor features evaluated in Valstar et al. [156] and Ringeval et
al. [123] respectively) in terms of the mean CCC performance.

5.5.4 Visualisations of the local contexts

In this experiment, we aim to investigate the local contexts produced by the
proposed SER model. Ideally, the local contexts should learn the information
that has been lost during the aggregation step applied to the input sequence
in the parallel feedforward branch. To this end, we visualise the local contexts
computed from the IEMOCAP test sets in different cross-validation folds. These
local contexts are originally 64-dimensional, but for visualisation purposes here
we first average them across time per input audio frame, then we compute their
first 2 principal components using Principal Component Analysis (PCA). In
Figure 5.8, where the horizontal axis corresponds to the first principal component,
and the vertical axis corresponds to the second principal component. Finally, we
assign colours to the local contexts corresponding to their class labels. Columns
(a) and (b) in Figure 5.8 are corresponding to the DiCCOSER-CS model with
the max-pooling aggregation and with the RMS aggregation respectively.

We can make the following observations from the visualisations of the local
contexts. First, we can see that the local contexts tend to form clusters that
correspond to the class labels. The most discriminative cluster is the cluster
corresponding to “Sad” (in light blue), and another discriminative cluster is
the “Angry” cluster (in yellow). The “Neutral” and “Happy” clusters are
overlapping in most of the cases. This can be explained by the fact that the
angry emotion has a very high energy (high arousal), and the sad emotion
has a very low energy (low arousal) which are both more distinguishable than
the happy (medium to high energy/arousal) and neutral emotion. Second, we
found that the first principal component represents the arousal properties of the
emotions. That is, since arousal indicates the activation/energy of an emotion
[128], if we look at the emotion clusters along the first principal component axis
(from left to right along the horizontal axis), these emotion clusters are arranged
from low activated emotion clusters to high activated emotion clusters or the
other way around. Thus, the first principal component of the local context
is actually highly positively or negatively correlated with the arousal, even if
we only supervise the training with class labels (i.e. categorical labels such
as sad, happy, angry and neutral). However, the second principal component
of the local contexts does not show a significant correlation to the valence,
which indicates the pleasurableness of an emotion. Finally, we observe that the
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Figure 5.8: Visualisations of the local contexts of the testing sets from the
IEMOCAP folds. (a) and (b) are corresponding to the DiCCOSER-CS
model with the max-pooling aggregation and with the RMS aggregation
respectively.
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local contexts learned from the DiCCOSER-CS model with the max pooling
aggregation and with the RMS aggregation show similar geometrical properties
in this low-dimensional PCA space. In other words, the points from the same
test set are spread similarly even when using different aggregation methods,
and in particular they form similar shapes in this low-dimensional space but
mirrored along the first or second principal component axis.

5.6 Conclusions and future work

In this work, we have proposed a novel end-to-end DNN model for SER that does
not consist of any recurrent or fully connected layers. A dedicated dilated causal
convolution block is designed to increase the model receptive field while keeping
the number of model parameters low. Simulation results firstly indicate that the
proposed model with context stacking and the RMS aggregation method achieves
the best SER performance among several model variations, which confirms
the effectiveness of the novel context stacking structure for SER. Secondly,
the simulation results also indicate that the proposed model variations, which
only contained about 1/3 of the number of model parameters, outperformed
the baseline state-of-the-art CNN-LSTM model. Thirdly, we have shown that
the proposed sliding window augmentation and random flipping augmentation
methods improve the SER performance for both the baseline model and the
proposed model. Fourthly, using log mel-spectrogram features instead of raw
audio samples as an input can significantly improve the CNN-LSTM model
SER performance, and slightly improves the proposed model SER performance,
which indicates that the log mel-spectrogram features can be alternative input
features for end-to-end SER. Furthermore, by using either the raw audio samples
or the shallow log mel-spectrogram features as an input, the baseline model
and the proposed model both achieve better SER performance compared to
the SER systems using traditional audio features. Finally, we reported results
that allow to interpret the local contexts. We found that 1) the local contexts
form clusters that corresponded to their emotion class labels, which indicated
that the local contexts tend to learn the affective information not included in
the downsampled input sequence, 2) the first principal component of the local
context is highly positively or negatively correlated with the arousal of the
target emotion, even if we only supervised the model training with the emotion
class label.

Future work could investigate using several parallel local networks operating on
different input hop lengths, similarly to the idea in [45], which is aiming to learn
the local contexts from the input at different levels of compression. In addition,
it appears highly attractive to apply the dilated causal convolution to similar
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tasks where a large receptive field is required, for example, by using the proposed
architecture in an autoencoder structure to learn emotion representations from
raw speech signals or applying the proposed architecture to other speech-related
problems.





Chapter 6

Conclusion

In this thesis, we have identified challenges in speech/audio processing first
from the signal processing point of view, in which a processing system needs to
be capable to deal with signal artefacts (e.g., reverberation, background noise)
while retrieving useful information. Then, from a data-driven modelling point
of view, we have argued that the common presence of such artefacts, which are
potentially affecting the target signal and causing a shift in its distribution, can
be considered jointly with other influencing factors creating a distributional
shift challenge, and can be jointly treated in a unified data-driven sequence
modelling approach.

We proposed three approaches based on Deep Neural Networks (DNNs) tackling
a few common speech/audio processing tasks from a representation learning and
sequence modelling point of view, and targeting two fields in binaural Sound
Source Localisation (SSL) and Speech Emotion Recognition (SER). Below is
a summary of each chapter in response to the sub-objectives set out in the
introduction, as well as suggestions for future research.
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6.1 Summary

Robust contrastive embeddings for binaural SSL

Sub-objective: To propose a non-linear dimension reduction technique
that can preserve sound source proximities from binaural cues.

In Chapter 3, to overcome the generalisation problem of the non-parametric
non-linear dimensionality reduction method that relies on the smoothness of
the measurement space, we first proposed a DNN framework for supervised
dimensionality reduction of binaural cue measurements, followed by a nearest-
neighbor regression source localisation. This method defines the embedding
similarities in the source latent space and has better binaural SSL performance
than the baseline method in known and unknown reverberant conditions and in
the small training set condition. In comparison with a feed-forward learning
method, our proposed method not only has better visualisation ability, but
also has similar or better performance in binaural SSL. Moreover, our proposed
method can capture a smooth manifold structure for low data density regions
and outperforms the baseline manifold learning method and the feed-forward
method in scenarios with few training data.

Second, we also proposed a weakly-supervised embedding, i.e. Weakly supervised
Contrastive Embedding (WSCE) that only requires an implicit latent space
proximity label. This weakly-supervised embedding can simultaneously estimate
the azimuth and elevation angle of the sound source, and is also robust to
unknown reverberation. Quantitative experimental results demonstrated that
this WSCE has almost similar localisation performance as the supervised method,
and it is much better than the traditional unsupervised embedding in the varying
reverberation scenario.

Cross-language SER

Sub-objective: To improve the performance of data-driven models in
cross-language/cross-corpus SER settings.

To alleviate the performance degradation in cross-language/cross-corpus SER,
in Chapter 4, we proposed a transfer learning method that firstly uses the
wav2vec 2.0 pre-trained model to transfer a time-domain audio waveform into a
contextual embedding space that is shared across different languages, thereby
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reducing the language variabilities in the speech features. Then, by applying
a re-designed Deep-Within-Class Covariance Normalisation (Deep-WCCN),
which is adapted to be compatible with DNN training, this Deep-WCCN
layer can further reduce within-class variance caused by other factors (e.g.
speaker identity, channel variability). Experimental results first show that the
proposed method largely increases both within-language and cross-language
SER performance compared to the Extended Geneva Minimalistic Acoustic
Parameter Set (eGeMAPS) and Emobase feature sets that have been designed
for and widely used in SER. Furthermore, an ablation study has shown that
Deep-WCCN can reduce the within-class variances which further improves
the performance of the proposed DNN model. In contrast, the conventional
Within-Class Covariance Normalisation (WCCN) does not show effectiveness on
the eGeMAPS and Emobase feature sets with a Random Forest (RF) classifier.
Next, we have shown that the proposed transfer learning method exhibits
good data efficiency in merging target language data in the fine-tuning process.
The speaker-independent SER performance increases for all testing target
languages, and a performance gain in Weighted Accuracy (WA) up to 15.6%
and in Unweighted Accuracy (UA) up to 13.8% is achieved when only 150 s
of target language data is used. Finally, a comparison with recent work in
cross-language/cross-corpus SER demonstrates that the proposed method can
significantly improve within-language and cross-language SER performance
across multiple datasets.

Long sequence modelling and end-to-end SER

Sub-objective: To design a sequence model that can learn long-term
temporal dependencies relevant to end-to-end SER.

In Chapter 5, in order to facilitate long sequence modelling, we propose a novel
end-to-end DNN model for SER that does not consist of any recurrent or fully
connected layers. A dedicated dilated causal convolution block is designed to
increase the model receptive field while keeping the number of model parameters
low. Simulation results firstly indicate that the proposed model with context
stacking and the RMS aggregation method achieves the best SER performance
among several model variations, which confirms the effectiveness of the novel
context stacking structure for SER. Secondly, the simulation results also indicate
that the proposed model variations, which only contain about 1/3 of the number
of model parameters, outperform the baseline state-of-the-art CNN-LSTM
model. Thirdly, we have shown that the sliding window augmentation and
random flipping augmentation methods improve the SER performance for both
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the baseline model and the proposed model. Fourthly, using log mel-spectrogram
features instead of raw audio samples as an input can significantly improve the
CNN-LSTM model SER performance, and slightly improves the proposed model
SER performance, which indicates that the log mel-spectrogram features can be
alternative input features for end-to-end SER. Furthermore, by using either the
raw audio samples or the shallow log mel-spectrogram features as an input, the
baseline model and the proposed model both achieve better SER performance
compared to the SER systems using traditional audio features. Finally, we
report results that allow to interpret the local contexts. We found that 1) the
local contexts form clusters that correspond to their emotion class labels, which
indicates that the local contexts tend to learn the affective information not
included in the downsampled input sequence, 2) the first principal component
of the local context is highly positively or negatively correlated with the arousal
of the target emotion, even if we only supervised the model training with the
emotion class label.

6.2 Suggestions for future research

6.2.1 Future work for binaural SSL

To further increase the generalisation capability of the model introduced in
Chapter 3, we hope to learn the Supervised Contrastive Embedding (SCE)
and WSCE embeddings with big variety of training data covering more real-
life conditions, such as using more Head-related Transfer Functions (HRTFs)
recorded at finer azimuth/elevation angles and using Room Impulse Responses
(RIRs) from more complex rooms.

Furthermore, we also hope to investigate how to apply the proposed SCE and
WSCE in data synthesis. Through retrieving in the embedding space, and
combining with a generative model (e.g., an auto-encoder), the embeddings
can be used to synthesise binaural features or even audio waveforms to aid
data-driven binaural source localisation models.

6.2.2 Future work for cross-language SER

The transfer learning method introduced in Chapter 4 uses the wav2vec 2.0
model that is trained on 53 thousands of hours of speech, showing supreme
cross-language generalisation capability in SER. It might be interesting to
evaluate the wav2vec 2.0 model pre-trained on an even larger speech dataset
and to assess its benefit to cross-language SER performance. A good candidate
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dataset is proposed in [10] and uses half a million hours of publicly available
speech audio in 128 languages.

Moreover, we plan to evaluate the proposed method on more emotive speech
datasets, and to fine-tune the model on emotive speech datasets from more
languages to create a general data-driven model for SER, and to evaluate the
model in the wild (i.e. in real-life conditions).

6.2.3 Future work for end-to-end SER

The novel end-to-end DNN for SER, introduced in Chapter 5, has a local network
to capture the fine temporal structure of the input. It will be interesting to
investigate the use of several parallel local networks operating on different input
hop lengths, similarly to the idea in [45], for learning the local contexts from
the input at different levels of compression.

In addition, it appears highly attractive to apply the dilated causal convolution
to similar tasks where a large receptive field is required, for example, by
using the proposed architecture in an auto-encoder structure to learn emotion
representations from raw speech signals or applying the proposed architecture
to other speech-related problems.

6.2.4 General future work

Combining physical models with data-driven models

Although this thesis focuses on data-driven deep learning models, combining
physical models with a data-driven model is a promising research direction,
because training such a hybrid model would reduce the model reliance on large
amounts of annotated data and improve the generalisation capability of the
model.

Combining data-driven learning models with auditory physical models is
particularly interesting, for example the human auditory periphery model
[163] where the human listening perception channel (i.e. from the ear canal
entrance to the sound processing nerve) is described by a concatenation of several
physical models. This type of physical models can be used to extract audio
features and can thus be considered as front-end processing for human listening
related tasks. In [11], Baby and Verhulst show that using biophysically-inspired
features (calculated with a cochlear model) can improve the noise suppression
quality of an Artificial Neural Network (ANN) model for speech enhancement.
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Therefore, it might be interesting to combine the auditory models used in other
speech/audio related tasks such as SSL and SER, in order to take full advantage
of the noise suppression capability offered by physical models.

Self-supervised learning for SSL with synthetic data

Self-supervised learning aims to learn intrinsic contextual structure embedded
in the speech recordings. The self-supervised learning model, which is
designed to predict masked high-level embeddings or future embeddings through
neighbourhood embeddings, typically requires a large amount of training data in
various acoustic conditions (e.g., with different types of noise and reverberation)
[158, 135, 38, 12, 10].

The training of a self-supervised learning model does not need annotations,
thus it is easy to acquire data for training purposes. However, it is not always
easy to acquire and maintain such big dataset, and moreover the variety of the
data is not ensured since an individual can impossible gather as much data as
the big IT companies (e.g., Facebook, Google, Apple, etc.). One interesting
solution might be to first train the self-supervised model using synthetic data
and augmented data, since these data to some extent contain the common
speech structures (e.g., phoneme, word, and language structures), and using
different types of noise which are essential for the model robustness. In addition,
synthetic data provide annotations for “free” since the label can be manually set
during data generation. An example using synthetic data to facilitate training
in image processing is proposed in [164], which shows that using synthetic data
only can achieve similar performance in the wild as using real-life data.

Model size reduction

One problem of the present-day DNN models is that the model size tends
to become vary large in order to achieve good performance, and this causes
both high computational requirements and high memory requirements. For
low-power devices (e.g., smartphones), the need of performant models is high,
but the resources for computing the model locally (i.e. on the device) are
limited. Therefore, model size reduction is one interesting research direction
towards ubiquitous deep learning.

Except model pruning (i.e. removing neurons that are associated with very small
weights), there are mainly two ways to reduce the model size, the first being
model quantisation, and the second being model distillation [74]. In [101] and
[13], the authors approach model size reduction through post-quantisation and
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distillation, respectively, and show good training efficiency while the resulting
model can still maintain relatively high accuracy. These training paradigms
might be interesting to be applied to speech/audio processing related tasks such
as in SSL and in SER.
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Availability of data and materials

The datasets generated and/or analysed during the current study are
available in the Interactive Emotional Dyadic Motion Capture (IEMOCAP)
repository (https://sail.usc.edu/iemocap), the REmote COLlaborative
and Affective (RECOLA) repository (https://diuf.unifr.ch/main/diva/
recola), the CAMIL repository (https://team.inria.fr/perception/the-
camil-dataset), the VAST repository (http://thevastproject.inria.fr/
dataset), the Berlin Database of Emotional Speech (Emo-DB) reposi-
tory (https://team.inria.fr/perception/the-camil-dataset), the Emo-
tional Speech Dataset (ESD) repository (https://github.com/HLTSingapore/
Emotional-Speech-Data), and the Ryerson Audio-Visual Database of Emo-
tional Speech and Song (RAVDESS) repository (https://smartlaboratory.
org/ravdess/).

However, restrictions apply to the availability of some of these data, which were
used under license for the current study, and so are not publicly available. The
RECOLA Data are however available from the authors upon reasonable request
and with permissions of the SAIL lab at the University of Southern California,
and the RECOLA group at the Université de Fribourg.
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