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Algebraic and Logical Study of Constructive Processes
in Knowledge Representation

Joost Vennekens

Abstract

Constructive processes play an important role in knowledge representation. Indeed,
there are many formal languages whose semantics can be characterized using fixpoint
criteria, that simulate, for instance, human thought processes or mathematical con-
struction principles. Such processes can be studied in an abstract, algebraic way. This
allows common properties of such languages to be examined in general, without com-
mitting to any particular syntax or semantics. In a first part of this thesis, we examine
two topics in this way: first, we look at modularity of theories and, second, we con-
sider certain transformations that extend the vocabulary of a theory to simplify some
of its formulas. In both cases, we find that single algebraic theorem about constructive
processes suffices to derive (partial) generalizations of a number of different existing
results for logic programs, autoepistemic logic, and default logic.

In a second part of the thesis we examine the link between constructive processes
and the concept of causality. We observe that causality has an inherent dynamic aspect,
i.e., that, in essence, causal information concerns the evolution of a domain over time.
Motivated by this observation, we construct a new representation language for causal
knowledge, whose semantics is defined explicitly in terms of constructive processes.
This is done in a probabilistic context, where the basic steps that make up the process
are allowed to have non-deterministic effects. We then show that a theory in this lan-
guage defines a unique probability distribution over the possible outcomes of such a
process. This result offers an appealing explanation for the usefulness of causal infor-
mation and links our explicitly dynamic approach to more static causal probabilistic
modelling languages, such as Bayesian networks. We also show that this language,
which we have constructed to be a natural formalization of a certain kind of causal
statements, is closely related to logic programming. This result demonstrates that, un-
der an appropriate formal semantics, a rule of a normal, a disjunctive or a certain kind
of probabilistic logic program can be interpreted as a description of a causal event.
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Chapter 1

Introduction

The main focus of this text is on the role of constructive processes in knowledge repre-
sentation. In the area of non-monotonic reasoning, we find many logics whose seman-
tics can be defined in terms of fixpoint constructs that simulate, e.g., human thought
processes, actual physical processes, or even mathematical principles such as that of
definition by induction. Many salient properties of such processes can be elegantly de-
scribed in the framework afpproximation theoryDenecker, Marek, and Truszdzski
2000). This is an algebraic fixpoint theory, which has been shown to capture in a nat-
ural way certain families of semantics for knowledge representation languages such
as logic programming, default logic, and autoepistemic logic. Approximation theory
provides an appealing setting in which to study properties of these languages. First, the
algebraic nature of the theory often allows general results to be proven in a clean, com-
pact, and elegant manner, which exposes the essence of the property without getting
bogged down in syntactical details. Second, by proving a single theorem in approx-
imation theory, one immediately obtains results for a number of different logics and,
typically, also for an entire family of semantics for these logics. As such, the tedious
task of reproving essentially the same property in slightly different circumstances can
be avoided. In a first part of this text, we study two important knowledge representation
properties in approximation theory.

The first topic is that oEompositionalityor modularity; i.e., we address the ques-
tion of how to split a theory in such a way that the set of its components is, in some
sense, equivalent to the theory as a whole. This question is important for a variety
of theoretical and practical purposes. For instance, modularity results can be used to
speed up computational tasks, to reduce the problem of analyzing a theory to the easier
problem of analyzing its parts, or to show that updates of an existing knowledge base
do not affect certain already established properties. We study this topic at the abstract,
algebraic level of lattice operators in approximation theory and examine conditions un-
der which it is possible to split such an operator into a number of smaller operators,
while preserving certain of its fixpoints. We apply this result to logic programming,
default logic, and autoepistemic logic, showing that, in each of these cases, our results
extend existing theorems.

The second topic is that giredicate introductioni.e., the common transformation

1



2 CHAPTER 1. INTRODUCTION

of introducing a new symbol to abbreviate some complex formula. One might do this,
for instance, to make a theory more readable and compact by singling out a subformula
that appears in a number of different locations, or to transform it into some useful
normal form. Once again, we study this topic at the level of approximation theory, by
examining conditions under which it is possible to extend a lattice operator to a larger
lattice, in such a way that certain of its fixpoints are preserved. We then show how this
result applies to autoepistemic logic and to logic programming, where it significantly
generalizes existing results, by also allowing the new symbols to be defined recursively.

In both of these cases, approximation theory will make it possible to define natu-
ral algebraic counterparts to the relevant logical concepts, which then allows concrete
results for different languages and different semantics to be derived in an easy and
uniform way. Recently, Truszciagki has performed a similar study of the concept of
strong equivalence in the setting of approximation theory (Trusmsikiy2006). We see
here an emerging picture of approximation theory as a general, abstract framework for
the study of knowledge representation properties of logics with a fixpoint semantics.

The second part of this text concerns the role of causality in probabilistic mod-
elling. Here, too, constructive processes are important. Let us consider, for instance,
the statement “smoking causes cancer.” Intuitively, this means that the act of having
a cigarette will initiate some sequence of events within the human body and that this
process might eventually lead to the development of a cancer. One of our central obser-
vations is that whenever we make such a causal statement, we are, at least implicitly,
doing so in the context of the dynamic evolution of a domain. This motivates us to
view such statements as describing the causes and effectsevkeanof something
that happens We also consider events that are non-deterministic, which allows us to
represent knowledge such as: “Smokmgghtcause cancer and the probability of this
is 0.2.” We then develop the knowledge representation langua@#edbgic in which
a domain can be modeled by a set of such statements.

Our analysis of the intuitive meaning of these statements leads in a natural way to a
formal semantics that is based on probabilistic processes. One of our key technical re-
sults is that, even though a single theory may generate any one of a number of different
possible probabilistic processes, all of these will induce precisely the same probability
distribution over their final states. This is an interesting property, because, typically, we
are not really interested in the actual details of the evolution of a domain, but simply
care about the probability of this leading to a certain result. For instance, we might
not be interested in if or when a person decides to smoke a cigarette, but only want to
know what the probability is of this person getting cancer. Our result shows that causal
information in the form of a set of CP-events suffices to know which possible outcomes
will occur with which probability.

Our study of causality in this explicitly dynamic context offers additional insight
into Pearl’s seminal work on this topic (Pearl 2000). We identify the concept of a CP-
event as a unit of causal information, that is more basic than the parents-child relation
underlying causal Bayesian networks. In this way, we get a more flexible and fine-
grained representation of causal events, which allows more straightforward, compact,
and elaboration tolerant models of causal knowledge. Moreover, we are able to support
and clarify Pearl’s claims on the robustness of causal knowledge and its importance for
achieving compact representations, by showing that it captures precisely those aspects
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of the behaviour of a probabilistic process that are relevant for its final outcome, while
allowing irrelevant details to be ignored.

We also compare these causal probabilistic processes to the kind of the processes
that are used to define various fixpoint semantics for logic programs. To this end, we
define a probabilistic extension of logic programs, callegic programs with anno-
tated disjunctionsand prove that it is essentially equivalent to CP-logic. This result
makes explicit the connection between causal reasoning and logic programming that
has long been implicitly present in this field and shows that, under certain semantics,
a rule of a normal or disjunctive logic program can be interpreted as a description of a
causal event. Moreover, it also helps to clarify the position of our logic among related
work on probabilistic logic programming and offers a causal interpretation for, among
others, the independent choice logic (Poole 1997).

In summary, the main contributions of this text are as follows. First, we have shown
that the methodology of studying constructive processes in the algebraic framework of
approximation theory offers a viable way of deriving interesting properties of different
logics in a general and uniform way. Second, we have also shown that constructive
processes are important for a correct understanding of a certain kind of causal state-
ments, because they offer a natural way of formalizing the dynamic aspect inherent to
them.

1.1 Structure of the text

This text is structured as follows:

e Chapter 2 summarizes a number of concepts and results from work by Denecker,
Truszczyrsky and Marek on approximation theory.

e Chapter 3 investigates the topic of modularity in approximation theory and ap-
plies the resulting algebraic theorem to logic programs, autoepistemic logic and
default logic. Part of the work presented in this chapter was published in (Ven-
nekens, Gilis, and Denecker 2006; Vennekens, Gilis, and Denecker 2004b; Ven-
nekens, Gilis, and Denecker 2004a; Vennekens and Denecker 2005).

e Chapter 4 studies the topic of predicate introduction. Again, this is first done
at the abstract level of approximation theory and these algebraic results are then
applied to logic programming and autoepistemic logic. Part of the work pre-
sented in this chapter was published in (Wittocx, Vennekens,@viabenecker,
and Bruynooghe 2006; Vennekens, Marj Wittocx, and Denecker 2007a; Ven-
nekens, Magn, Wittocx, and Denecker 2007b).

e Chapter 5 starts the second part of this text, which studies the importance of
constructive processes for modelling causality. Concretely, in this chapter, we
develop the language of Causal Probabilistic logic (CP-logic). Part of this work
was published in (Vennekens, Denecker, and Bruynooghe 2006). We also relate
CP-logic to logic programming, by first defining a probabilistic extension of dis-
junctive logic programs and then proving that this is equivalent to CP-logic. Part
of this work was published in (Vennekens, Verbaeten, and Bruynooghe 2004).
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e Chapter 6 contains the proofs of the results stated in Chapter 5.

¢ Finally, Chapter 7 presents our conclusions.
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Chapter 2

The approximation theory
framework

Approximation theory is an algebraic fixpoint theory for arbitrary (non-monotone) op-
erators, that generalizes all main semantics of a number of non-monotonic logics. As
such, it allows properties of these different semantics for all of these logics to be stud-
ied in a uniform way. In this chapter, we will first summarize the mathematics behind
approximation theory and then show how logic programming, default logic and au-
toepistemic logic fit into this framework.

The material in this chapter is a summary of work by Denecker, Trusskzand
Marek (Denecker, Marek, and Truszéeki 2000; Denecker, Marek, and Truszogli
2004; Denecker, Marek, and Truszézki 2003).

2.1 Formal preliminaries

In this section, we introduce the basic concepts used in approximation theory. Section
2.1.1 summarizes a number of well known definitions and results from lattice theory,
while Section 2.1.2 contains an overview of approximation theory itself.

2.1.1 Sets, functions, orders, lattices and operators

For a functionf : A — B and a subsefl’ of A, we denote byf| 4+ the restriction off
toA' ie.,fla: A — B:ad — f(a'). If f,garefunctionsf : A - B,g:C — D
and the domaingl andC are disjoint, we denote by LI g the function fromA U C to
BUD, suchthatforalk € A, (fUg)(a) = f(a) andforalle € C, (fUg)(c) = g(c).
We call such af L g anextensiorof f.

A binary relationd on a sefS is well-foundedf it has no infinite descending chains,
i.e., if there exist no infinite sequences;);cy such that, for alk € N, z;0x;_; and
x; # x;—1. A binary relation< on a setS is apartial orderif it is reflexive, transitive
and anti-symmetric. In this case, the pés, <) is called aposet For a subseR of
S, an elemenin € R is minimalif there is nom’ € R, such thatn’ < m. It can

7
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be shown that a poset is well-founded iff every non-empty subsgthads a minimal
element. A partial order oR is total if every two elements;, y € S are comparable,
i.e.,x < yorx > y. If <is atotal order, then it is well-founded iff each non-empty
subset ofS has a unique minimal element.

For each subsek of S, an element of S, such that < r for all »r € R is alower
boundof R. An elementy in S such thaly is a lower bound of? and for each other
lower bound! of R, I < ¢, is called thegreatest lower bounddenotedylb(R), of R.
Similarly, an element; such that for each € R, v > r is anupper boundf R and
if such an upper bound is less or equal to each other upper bouRdibfs theleast
upper boundub(R) of R.

A pair (L, <) is alattice if < is a partial order on the non-empty detsuch that
every two elements, y of L have a greatest lower boupth({z, y}) and a least upper
boundlub({z,y}). A lattice (L, <) is completeif each subsef’ of L has a greatest
lower boundglb(L’) and least upper bouridb(L’). A complete lattice has a minimal
(or bottom) elementl and a maximal (otop) elementT. Often, we will not explicitly
mention the partial ordex of a lattice(L, <) and simply speak of the lattice.

An operatoris a functionO : L — L from a latticeL to itself. An element € L is
aprefixpointof O if x > O(x), afixpointif x = O(x) and apostfixpointf z < O(z).
Such an operatda? is monotonef for eachz,y € L, such thatr < y, O(z) < O(y).

If O is a monotone operator on a complete lattice, then for every postfixpainere
exists a least element in the set of all prefixpointf O for whichz > y. This least
prefixpoint greater thap of O is also the least fixpoint greater thamf O. Moreover,

it can be constructed by successively applyihgp v, i.e., as the least upper bound of
the sequencéO™(y))nen. In particular, because is a trivial postfixpoint,O has a
least prefixpoint which is equal to its least fixpoint and which can be constructed by
successive application 6f to L.

2.1.2 Approximation theory

Approximation theory is a general fixpoint theory for arbitrary operators, which gener-
alizes ideas found in, among others, (Baral and Subrahmanian 1991), (Ginsberg 1988)
and (Fitting 1989). Our presentation of this theory is based on (Denecker, Marek,
and Truszczfiski 2000). However, we will introduce a slightly more general defini-
tion of approximation. For a comparison between approximation theory and related
approaches, we refer to (Denecker, Marek, and Trusmidy2000) and (Denecker,
Marek, and Truszc#yski 2003).

Let (L, <) be a lattice. An elemeritz,y) of the squard.? of the domain of such
a lattice, can be seen as denoting a (possibly empty) interygl = {z € L | z <
z < y}. By reflexivity and transitivity of<, the interval corresponding to a pair, y)
is non-empty iffz < y. Such pairs are callecbnsistent By anti-symmetry of<, an
interval of the form[z, z] contains precisely one element, nameljtself. Elements
(x,z) of L? are calledexact The set of all exact elements &f forms a natural
embedding of_ in L2.

The order< on L now induces two natural orders @s:

e Theproduct order< is the point-wise extension ¢&f, i.e., forallz, y,z',y" € L,
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(z,y) < (o/,y)) iff 2 <2’ andy < y/;

e Theprecision order<, is defined as: for alk,y,z’,y' € L, (z,y) <, (¢/,y)
iff z <a’andy <y.

The precision order can be motivated by the correspondence betweefupairand
intervals [z, y]. Indeed, if(x,y) <, («',y'), then[z,y] D [2’,y]. For our pur-
poses, the precision order will be the most important one. It can easily be shown that
both (L2, <) and (L?, <,,) are also lattices, which are complete iff the original lat-
tice (L, <) is complete. Together with its two lattice ordefs, is called thebilattice
corresponding td..

Approximation theory is based on the study of operators on bilatti¢eshich
are monotone w.r.t. the precision ordes. Such operators are callegproximations
For an approximatiom and elements;, y of L, we denote byd!(z,y) and A%(z, )
the unique elements df, for which A(z,y) = (Al(x,y), A%(x,y)). An approxi-
mationapproximatesan operatoiO on L if for eachz € L, A(z,x) containsO(x),

i.e., Al(z,z) < O(x) < A?(x,z). An exactapproximation is one which maps exact
elements to exact elements, i.d(z,z) = A%(z,z) for all z € L. Similarly, acon-
sistentapproximation maps consistent elements to consistent elements, i.e<; if

then Al(z,y) < A?%(z,y). If an approximation is not consistent, it cannot approx-
imate any operator. Each exact approximation is also consistent and approximates a
unique operato® on L, namely that which maps eaghe L to A'(z,x) (which is

equal toA?(x,z)). An approximation issymmetricif for each pair(z,y) € L?, if

Alz,y) = («',y') then A(y,x) = (v/,2'). Each symmetric approximation is also
exact.

For an approximatiom on L?, the following two classes of operators arcan be
defined: for eachy € L, the operatord!(-,y) maps an element € L to A'(z,y),

i.e., Al(-,y) = \z.Al(z,y); for eachz € L, the operatord?(z,-) maps an element
y € Lto A%(z,y), i.e., A%(z,-) = \y.A%(x,y). These operators are all monotone
and, therefore, they each have a unique least fixpoint. We define an op(é/tammrL,
which maps eacly € L tolfp(Al(-,y)) and, similarly, an operatofuﬂ, which maps
eachz € L tolfp(A%(x,-)). CY is called thelower stable operatoof A, while C',

is theupper stable operatoof A. Both these operators are anti-monotone. Combining
these two operators, the operatby on L? maps each paifr, y) to (Cj‘(y), CL(x)).
This operator is called thgartial stable operatoiof A. Because the lower and upper
partial stable operator@’i1 and Cll are anti-monotone, the partial stable operatgr

is <p,-monotone. Note that if an approximatiohis symmetric, its lower and upper
partial stable operators will always be equal, i@}, = C,.

An approximationA defines a number of different fixpoints: the least fixpoint of
an approximatiom is called itsKripke-Kleene fixpointfixpoints of its partial stable
operatorC 4 arestable fixpoint@and the least fixpoint of 4 is called thewell-founded
fixpointof A. As shown in (Denecker, Marek, and Truszagli 2000) and (Denecker,
Marek, and TruszcZyski 2003), these fixpoints correspond to various semantics of
logic programming, autoepistemic logic and default logic.

Finally, it should be noted that the concept of an approximation as defined in (De-
necker, Marek, and Truszciagki 2000) corresponds to our definition obgmmetric
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approximation.

2.2 Logic programming

In this section, we show how the formalism of logic programming and several of its
extensions fit into the approximation theory framework. ayphabetor vocabulary®
consists of a sef of object symbols, a séf/ of function symbols, and a s&” of
predicate symbols. Note that we make no formal distinction between variables and
constants; both are simply called object symbols. There is no real difference here with
the standard definitions, apart from the fact that this allows us to also place assignments
of domain elements to “free variables” inside our interpretations, which means we do
not have to introduce separate objects for this. We will still use the term “variables” to
refer to those object symbols over which we quantify and call the other object symbols
“constants”. Predicate symbols start with a capital letter, function symbols are entirely
lowercase and for object symbols we adopt the notational convention that variables are
lowercase, whereas constants start with a capital.

As usual, aermis inductively defined as either an object symbol or an expression
of the formF (¢, ...,t,), whereF/n is a function symbol and all thg are terms. An
atomis of the formP(¢4,...,t,), whereP/n is a predicate symbol and all theare
terms. Afirst-order logic formulais inductively defined as:

e an atom is a formula;

e if ¢ is aformulathen so isip;

e if pisaformula and: an object symbol, thefz ¢ is a formula;
e if p andy are formulas, then soisV 1.

As usual, a conjunctiop A ¢ is defined as an abbreviation fef—¢ VV =) andvz ¢
abbreviates- 3z —.

We will consider a quite general logic programming style language, which we call
rule sets A rule setA consists of rules of the form:

Vx P(t) « .

Here, P is a predicate symbok a tuple of variablest a tuple of terms, ang a first-
order logic formula. For a rule of the above form, the atorRi(t) is called theneadof

r, while ¢ is its body. We denote these two parts of a rul@s, respectivelyhead(r)

andbody(r). Predicates that appear in the head of a ruledafened byA; all other
predicates arepen We denote the set of defined predicatedlyf (A) and that of all
open ones byp(A).

We now define a class of semantics for such rule sets. We interpret an alphabet
by a X-structureor X-interpretation such aX-interpretation/ consists of a domain
dom(I), an interpretation of the object symbal$ of > by domain elements, an in-
terpretation of each function symbsl/n € ¥/ by ann-ary function ondom (1), and
an interpretation of each predicate symbyl. € 3P by ann-ary relation onlom(I).
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A pre-interpretationof ¥ consists of a domain and an interpretation of the object and
function symbols2° U ©7. If the alphabet is clear from the context, we often omit
this from our notation. For any symbel € X, we denote by’ the interpretation
of o by I. Similarly, for a termt we denote the interpretation oby ¢/ and we also
extend this notation to tupldasof terms. For an interpretatioh an object symbot;,
and ad € dom(I), we denote by [x/d] the interpretation with the same domainias
that interprets: by d and coincides withl on all other symbols. We also extend this
notation to tuplesx andd. We define an ordex on X-interpretations as: for all, J,
I < Jiff I andJ share the same pre-interpretation and, for each predi¢ateX?,
Pl cCpl.

In logic programming, the domain is often restricted tolttexbrand universgi.e.,
the set of all ground terms that can be constructed using the constants and function
symbols in the alphabet. BMerbrand pre-interpretatiofis a pre-interpretation that has
the Herbrand universe as its domain and interprets each constant and function symbol
by itself. A Herbrand interpretatioris an interpretation that extends some Herbrand
pre-interpretation.

Let us recall that the standard satisfaction relatiop= ¢ of first-order logic is
inductively defined as:

o [ = P(t)iff t! € PI;

e [EoVvyiff IEgorl =1

o [ = —piff I y;

e [ |=Jz piff there exists al € dom(I) for which I |= p[z/d].

From now on, for a formula(x) and a tuplel of domain elements, we freely use
the more standard notatidn= ¢[x/d] or I = ¢(d) instead ofl [x/d].

A feature of the stable and well-founded semantics for logic programs is that pos-
itive and negative occurrences of atoms in rule bodies are treated differently. The fol-
lowing truth evaluation function ipairs of interpretations captures this difference.

Definition 2.1. Let ¢ be a formula. Let/ and.J be interpretations that extend the
same pre-interpretation. We now define when a formusatisfied in the paifl, J),
denoted I, J) = ¢, by induction over the size af:

e (I,J) = P(t)iff I = P(t),ie.,t! € P
o (I,J) | —~wiff (J,I) |~ ¢
(I, J) eV aiff (1,J) = or (L, J) = 1
e (I,J) =3z piffthereis ad € dom(I), suchtha(l,J) = ¢[z/d].

Observe that evaluating the negation connectiv@vitches the roles of andJ.
Because of this, positive occurrences of atoms are interpreted bile negative
occurrences are interpreted by This satisfaction relation has a natural explanation
when we view a paif/ J) as an approximation, i.e., whéns seen as a lower estimate
andJ as an upper estimate of some interpretaionWhen! < K < J, the above
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satisfaction relation underestimates the truth of positive occurrences of atoms—since
it uses/ for this—and the truth of negative occurrences of atoms is overestimated—
here, it uses/. It follows that(I,J) |= ¢ impliesK = ¢, i.e., if (I,J) = ¢, then

© is certainly true in every approximated interpretation, whilélifJ) [~ ¢, theny

is possibly false. Vice versa, if we considef, I) = ¢, then positively occurring
atoms are overestimated and negatively occurring ones are underestimated. Hence,
if (J,I) £ ¢, theny is certainly false in all approximated interpretations, while if
(J,I) = ¢, thenyp is possibly true.

There is a strong duality between four-valued interpretations and pairs of two-
valued interpretations, and also between three-valued interpretationsoasistent
pairs (I, J) of two-valued interpretations. Let us introduce a Bgtof truth values
{t,f,u}, calledtrue, false andunknown We also define a séf, of truth values
{t,f,u,i}, where the additional truth valuieis calledinconsistent We can define
onV, aknowledge ordeK; and atruth order <, as follows:

Knowledge order: Truth order:

i t
N AN
f t u i
u f

The structurdVy, <;, <j) is a complete bilattice, wheredj is a complete lattice
with respect to the appropriate restriction<of, but is not even a lattice with respect to
the restriction of, since it does not contalob<, (t,f) = T, = i.

Let us now first redefine our concept of a standard two-valued interpretation, in
such a way that it can easily be generalized to the three- or four-valued case. Let us
fix a pre-interpretatior’. An interpretation/ that extends" now tells us, for each
predicateP/n and each-tuple of domain elemend € dom(F')™, whether or notl
belongs to the interpretatiaR’ of this predicate. We call such a p&iP, d) adomain
atomand also write it ag>(d). For a given set of predicat®and a pre-interpretation
F, we denote the set of all domain atoms4is,. If F is a Herbrand pre-interpretation,
then this setdtL, of domain atoms is more commonly called therbrand baseEvery
interpretation/ that extends a pre-interpretatiéhnow corresponds in a unique way
to a set of domain atoms or, equivalently, to a mappirigpm Atgp to the set of truth
valuesV, = {t,f}, wherev(P(d)) = t means that the tupld belongs toP! and
v(P(d)) = f means that it does not. We now defintheee-valuednterpretation as a
mappingy from Atg,, to V3 and afour-valued interpretatiorms a mapping fromﬁltgp
to V.

As mentioned above, three-valued interpretations correspond to consistent pairs of
two-valued interpretations and four-valued interpretations correspond to arbitrary pairs.
Let us denote by the isomorphism that maps each four-valued interpretatitmthe
pair (I, J), where:

e [issuchthat € P! iff v(P(d)) is eithert ori;
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e Jissuchthat € P/ iff v(P(d)) is eithert or u.

Itis now easy to see that the restrictionraio three-valued interpretations is indeed an
isomorphism with the set of all consistent p&irs.J).

The truth and knowledge orders definednand), induce obvious correspond-
ing truth and knowledge orders on, respectively, three- and four-valued interpretations.
Indeed, we can define <, v/ iff for each domain atonP(d), v(P(d)) <; v/(P(d)),
and similarly for<,. Now, under the isomorphism, this truth order corresponds
to the product ordex on pairs of interpretations, while this knowledge order corre-
sponds to the precision ordef,, that is, for allv andv’, with 7(v) = (I, J) and
T =(I,J):

o v < Vi (I,J) < (I',J)iff [ < I'andJ < J';
o v <y Viff (I,J)<, (I',J)iff I <I'andJ > .J'.

A three- or four-valued interpretatian can be extended to a mapping of all sen-
tencesp to, respectively)s; or V4. This can be done in the following standard way.
Let us first define the inverse! of the truth values inV, as follows:

tl =1, ul=u;
=1 =t; il=1i

Let v be a three- or four-valued interpretation, which extends some pre-interpretation
F. We now inductively define the truth value of a formylaaccording tav, denoted
by ¢, as:

These definitions correspond to Belnap’s four-valued logic (Belnap 1977).

We now have the following correspondence betwegrand the satisfaction rela-
tion |= that we defined above for pairs of interpretations. For consistent pairs, we get
that if 7(v) = (1, J) then:

o o =tiff (I,J)E=pand(J,I) = ¢;

o o =T1iff (I,J) W~ pand(J,I) |~ ¢;

o o =uliff (I,J) £ pand(J,I) = ¢;
In the four-valued case, we also have:

o ¢ =iliff (I,J) E pand(J,I) [~ ¢;
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We will sometimes also write!:/) to denote the truth valug”, wherev is such
thatr(v) = (I,J).

For a set of predicateR, we will denote byCL the class of all two-value®° U
¥/ U P)-structures that extend some fixed pre-interpretafiorit is easy to see that
(LE, <) is a complete lattice. Given a pair of interpretations for the open predicates
(01,02) in ([,gp(A))2, we now define an immediate consequence ope%ﬁ&“oﬂ
on (/:gefm)?, i.e., on pairs of interpretations of the defined predicates. The defini-
tion below is an alternative formalization of the standard four-valued immediate con-
sequence operator (Fitting 2002). The idea behind this operator is that if we give it
a pair(1,J) approximating somé < K < J, it will produce a new, more precise
estimate(I’, J'), where the new underestimatewill be constructed using the under-
estimateg!, J) = body(r) of the truth of the bodies of rulese A, whereas the new
overestimate/’ is made using the overestimate I) = body(r).

Definition 2.2. Let A be a rule set and,,0, € Egp(A). We define a function
U9 from (LDer(a))? 10 LD, ;o) @S mapping eacty, J) to the interpretatiod’,

such that for eact®/n € Def(A) andd € dom(F)", d € P! iff there exists a rule
(Vx P(t) < ¢(x)) € Aand arc € dom(F)", such tha{(O; UI), (O2UJ)) = ¢(c)
andt? /<l — d. We define the operatdr{°*“*) on (Lhesa))’ asT %9 (1, ) =

(U1, D), UL (D).

When a pair(O,, O3) approximates an interpretatian for the open predicates,
i.e.,01 < O < 0Oy, thenTiOl’Oz) is an approximation of the well-known 2-valued
immediate consequence operaff¢, which can be defined ag{(I) = J, with
(J,J) = TA(O’O)(I, I). Becausé]’A(Ol’O2) is an approximation, it has a stable operator
CTA(O1 0. Thewell-founded modedf A given (O, Os) is the least fixpoint of this

stable operator. Similarly, a paif, J) is apartial stable modebf A given (O, O-)

iff (I,.J) is a fixpoint of this stable operator. An interpretatibifor which (I, I) is a

partial stable model is called an (exact) stable model. Our language of rule sets sub-
sumes that of normal logic programs. In particular, a normal logic program does not
have any open predicates. In this ce®g,is symmetric, which implies that its upper

and lower stable operator coincide. Moreover, it turns out thattl%liAs= O%A is iden-

tical to the well-known Gelfond-Lifschitz operatgi o (Gelfond and Lifschitz 1988).

For the sake of completeness, we can also define some less popular logic programming
semantics in terms of these operators. An interpretatigna supported modedf A
given O iff I is a fixpoint of 7. If A does not contain open predicates, then its sup-
ported models are known to coincide with the classical models of Cladkigpletion
(Clark 1978). TheKripke-Kleene mode{Fitting 1985) of A under an interpretation

(04, O2) for the open predicates is the péir, J) for which (1, J) is the least fixpoint

of TA(OhOz)'

Arule setA is monotonéf everyTA(O1 92) js a monotone operator w.r.t. the product
order<. For such rule sets, the well-founded modelogiven somg O, O,) can be
shown to coincide with the Kripke-Kleene model Afunder(O1, O3), which is also
the unique partial stable model fdx given (O1,03). A rule setA is positiveif no
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defined predicate appears negatively in a rule bod ofSuch rule sets are always
monotone.

The following definition introduces some notation for the models of a rule set under
partial stable and well-founded semantics. For an interpretdtion alphabet: and
a subalphabet’ C 3, we write I|x, to denote the restriction af to 3/, i.e., I|s
is the Y-interpretation/’ such that, for alle € ¥/, of = o!'; similarly, for a pair
(1, J) of X-interpretations, we writ¢/, J)|s to denote the pair of’-interpretations
(s, J|s).-

Definition 2.3. Let A be a rule setF" a pre-interpretation. anfl J structures inCL,,
i.e., they interpret all predicates d&f. The pair(Z, J) is a model ofA under the well-
founded semantics, denoted J) =, Aiff (I,J)|pes(a) is the well-founded model
of A given (I, J)|opa). Similarly, (1,.J) is a model ofA under the partial stable
model semantics, denotéd, J) =, Aiff (I, J)|pcs(a) is a partial stable model ak
under(Z, J)|op(a)-

Using the above definitions, we can now characterize stable and well-founded se-
mantics of the following extensions of logic programming:

e Normal logic programming: the bodies of rules are restricted to conjunctions of
literals, there are no open predicates, and the pre-interpretatisfixed to the
Herbrand pre-interpretation.

e Abductive logic programming: the same, except that open predicates are al-
lowed, which in this context are calleabduciblepredicates and whose inter-
pretation is arbitrary. LP-functions (Gelfond and Przymusinska 1996) are also
of this form.

e Deductive Databases, and its extension AFP (Van Gelder 1993): intensional
predicates are defined, extensional database predicates are open but interpreted
by the database.

e ID-logic (Denecker and Ternovska 2004): rule sets are used to represent induc-
tive definitions.

All the results that we will prove for rule sets therefore apply to each of these for-
malisms. In the next chapters of this text, we will pay special attention to the language
of ID-logic. We therefore now explain this in a bit more detail.

2.2.1 ID-logic

ID-logic (Denecker and Ternovska 2004) is an extension of classical first-order logic
with a new construct for representing inductive definitions. Concretely, an inductive
definition is represented by a rule set, enclosed by curly bra¢ketan ID-logic for-

mulais a boolean combination of such inductive definitions and of first-order formulas.
For instance, the following formula states that the undirected graph represented by the
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predicatedge/2 and Node/1 is connected:

Va,z Path(z, z) < Jy Path(z,y) A Path(y, z).
AYz,y Node(z) A Node(y) = Path(z,y).

{ Vax,y Path(x,y) «— Edge(z,y). }

The semantics of ID-logic is defined by extending the usual inductive definition
of the satisfaction relation with an additional base case to cover the new inductive
definition primitive. Concretely, an inductive definitidawill be interpreted according
to the well-founded semantics for rule sets, i.e., for an interpretdtiand ID-logic
formulasy, we definel = ¢ as:

e ForanatomP(t), I |= P(t)iff t! € PL;

e For adefinitionA, I = Aiff (I,1) Eu A;

e Foraconjunctiod =Y A, I =Y Apiff I =4 andl | o;
¢ And so on for the other connectives in the standard way.

We remark that, even though this definition uses the technical construct of the well-
founded semantics, which can be three-valued, the eventual models of a definition are
always two-valued. Given an interpretatiohfor the open predicates of a definition
A, we call A total in O iff its well-founded model giver{O, O) is exact, i.e., of the
form (I,1). Obviously, the above definition implies that wheneVde A, thenA is
total in I|Op(A)'

2.3 Autoepistemic logic

In this section, we describe the syntax of autoepistemic logic and give a brief overview,
based on (Denecker, Marek, and Trusztst§ 2003), of how a number of different
semantics for this logic can be defined using concepts from approximation theory.

Syntax and Semantics

Let £ be the language of propositional logic based on a set of atbrixtending this
language with a modal operatét, gives a languag€ i of modal propositional logic.
An autoepistemic theory is a set of formulas in this languége For such a formula
¢, the subset o containing all atoms which appearn is denoted bydt(y); atoms
which appear inp at least once outside the scope of the modal operstare called
objectiveatoms ofp and the set of all objective atoms @fis denoted bydio (). A
modal literalis a formula of the formK (), with ¢ a formula. Ify is a subformula
of ¢ andy appears negatively ith, we write p €~ ; if p appears positively i),
we write p €T . By the K-rank of an occurrence of a subformulain a formulaz,
we mean the number of modal operators/inn whose scope occurs. As such, the
objective atoms ofy are precisely those atoms that have an occurrenéé-iEnk zero

in .
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Figure 2.1: Part of the lattic®/y,, ;1.

To illustrate, consider the following example:
T={p1=pV-Kp; p2=K(pV Kq)Vq}

The objective atomslto (v2) of oo are{q}, while the atomsdt(p2) are{p, q}. The
formulaK (pV K q) is a modal literal ofp,. We also have thap €~ ¢ andp €T ps.
The K-rank ofg in K(p V Kq) is 2, whereas th& -rank of the second occurrence of
pin ¢y is 1.

An interpretationor world is a subset of the alphabEt The set of all interpre-
tations of X is denoted byZy, i.e., Iy, = 2*. A possible world structurés a set
of interpretations, i.e. the set of all possible world structungs is defined ag”?>.
Intuitively, a possible world structure sums up all “situations” which are possible. It
therefore makes sense to order these according to inverse set inclusion tonget-a
edge orders, i.e. for two possible world structurég, ', Q < Q' iff Q 2 Q’. Indeed,
if a possible world structure containsrepossibilities, it actually containessknowl-
edge. Figure 2.1 shows part of the lattldé,,r) for the above examplé.

Following (Denecker, Marek, and Truszdmwki 2003), we will define the semantics
of an autoepistemic theory by an operator on the bilatfige= W2. An elemen{ P S)
of By, is known as delief pairand is callectonsisteniff P < S. In a consistent belief
pair (P S), P can be viewed as describing what mesttainlybe known, i.e., as giving
an undeestimate of what is known, whil& can be viewed as denoting what might
possiblybe known, i.e. as giving aoverestimate. Based on this intuition, there are two
ways of estimating the truth of modal formulas according/0S). To conservatively
estimate the truth of a formula in a world I and a consistent belief paiP, .S), we
evaluate all positively occurring modal literal§yy €t ¢ in the possible world set
with the least knowledge, i.e., iR, and all negatively occurring modal literals in the
possible world set with the most knowledge, i.e.SinVice versa, to liberally estimate
the truth of a formulap in I and(P, S), we evaluate positive modal literals fhand
negative modal literals i®. To formalize these intuitions, we define the following
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truth assignment:

Definition 2.4. For each(P,S) € Bys, I € Iy and formulay in alphabet:, we
inductively defineH; p,s)(¢) as:

e For each atom, H; ps)(p) = tiff p € I

o Hi(ps)(p1 Ap2) =t,iff Hp(pg)(p1) =tandH; pg)(p2) =t;
o Hips)(p1Vw2) =t,iff Hr(pg)(p1) =torH; ps(p2) ="t
* Hi(ps)(mp) = ~His,p)(9);

Hi(ps)(Kp) =tiff H;pg(p)=tforallJe P,

This evaluation function has two important properties. First, if we consider an
exact belief pair, i.e., one of the for(d@), Q), then™; o o)(¢) corresponds to the
standardS; evaluation (Meyer and van der Hoek 1995)wfin the possible world
structure@ and worldI. Second, there is an exact sense in which this function can
be used to conservatively or liberally estimate the truth of a formulaA conser-
vative estimate can be achieved by consideftfig p s) (). It can then be shown
that for any possible world structu@, with P < @ < S, it is indeed the case that
Hi,p,s) (@) < Hi,0) (). Conversely, a liberal estimate consiststof s, p) ()
and, indeed, for any possible world struct@ewith P < @ < S, itis indeed the case
thatHy,(s,p) () = Hiq.0)(p)-

We remark that the evaluatidhi; p sy (K ¢) of a modal literalK' depends only
on (P, S) and not on/. We will sometimes emphasize such properties by replacing the
irrelevant symbol by a dot, e.g., by writifld. p s\ (K¢). Similarly, H; p,s)(¢) of
an objective formulg depends only od and we also writé<; (. .)(¢) .

The conservative and liberal way of estimating the truth of a theory can now be used
to derive a new, more precise belief pai’, S’) from an original pair(P, S). First,
we will focus on constructing the new overestimé&te As S’ needs to overestimate
knowledge, it needs to contain as few interpretations as possible. This meaf$ that
should consist of only those interpretations, which manage to satisfy the theory even if
the truth of its modal literals is conservatively estimated. 8&hould contains those
interpretations for which, for allp in T', H;, (p,s)(¢) = t. Conversely, to construct
the new underestimatE’, we need as many interpretations as possible. This means
that P’ should contain those interpretatiohsvhich satisfy the theory, when liberally
evaluating its modal literals, i.e., for which, for allin 7', H; (s, p) (@) = t.

These intuitions motivate the following definition of the operabgr on By:

DT(Pv S) = (D%(S7 P),D%(P, S))

with D%(P, S) = {I €Iy ‘ V(p eT: H]7(p7s)(90) = t}.

It can be illuminating to reformulate this definition using more standard concepts
and notation. Given a paitP, S) and a formulap, it is obviously the case that, in any
evaluationH; p,s)(), all positivelyoccurring modal literald<y will be interpreted
as™. (p,s)(K1)), while all negatively occurring modal literald<y will be interpreted
as’H. (s,p)(K). Let us denote by (P, S) the formulay’ that is the result of filling
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in these truth values, i.e., of replacing each top-level modal literal by f in the
appropriate way. Every such( P, S) is of course simply a propositional formula. What
the functionD¥. now actually does is simply map a péi, S) to the sef\f od(T(P, S))

of all classical models of the propositional thed@ryP, Sy = {o(P, S) | ¢ € T'}. So,
the operato® can be equivalently defined as:

Dr(P,S) = (Mod(T{S, P)), Mod(T(P,S))).

It can be shown that every operay- is a symmetric approximation (Denecker,
Marek, and Truszc#yski 2003), which therefore approximates a unique operator on
Ws,, namely the operataDy which maps each) to D%.(Q, Q). This operatoDr is
precisely the operator considered in (Moore 1984). As shown in (Denecker, Marek,
and Truszcziiski 2003), these operators define a family of semantics for a th&ory

o fixpoints of Dy areexpansion®f 7' (Moore 1984),

o fixpoints of D arepartial expansionsf 7' (Denecker, Marek, and Truszczynski
1998),

e the least fixpoint ofDr is the Kripke-Kleene fixpoinof T' (Denecker, Marek,
and Truszczynski 1998),

e fixpoints ofCllDT areextensionsf T' (Denecker, Marek, and Truszdzski 2003),

o fixpoints ofCp,,. arepartial extensionsfT" (Denecker, Marek, and Truszdzski
2003)

o the least fixpoint o€p,. is thewell-founded modedf I" (Denecker, Marek, and
Truszczyski 2003).

These various dialects of autoepistemic logic differ in their treatment of “ungrounded”
expansions (Konolige 1988), i.e., expansions arising from cyclicities suafpas- p.

Example 2.1. To illustrate these definitions, we will compute the Kripke-Kleene model
of our example theor§” = {p V = Kp; K(p Vv Kq) V q}. This computation starts at
the least precise eleme(if;, ., {}) of By, 3. We first construct the new underesti-
mateDy({}, Zip.qy) = Mod(T({}, Zip.q1))- Itis easy to see that, for the negatively
occurring modal literaKp,

H'7(I{p,q}a{})(Kp) = f7
and for the positively occurring modal liter&al (p V Kq),
Ho (1T (K (pV Kq)) = t.

ThereforeT'({}, Iy, ) = {pV ~f; qVt} = {t} andD}({}, Zyp,1) = Z(p,q3- NOW,
to compute the new overestimat&.(Zy,, .1, {}) = Mod(T(Zy, 41, {})), we note that

H. (., (Kp) =t,
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and
H.7(I{pyq},.)(K(p VvV Kq)) =f.

Therefore,T'(Z¢p 1, 1)) = {pV =t;q vV £} = {p; ¢} andD}(Zyp 01.13) = ({p, 4} }-

SoipT(I{p,q}v {}) = (I{p,q}7 {{p7 CI}})
To computeDy ({{p, ¢}}, Z(»,q}), We note that it is still the case that:

H. (Z(pq) Ep) = andH. (. q31,0 (K(pV Kq)) =t.

So, Dy ({{p: 4t} Zip,qy) = Zip,qy- Similarly, still both’H. (11, 413, (Kp) = t and

H (20 (E(pV Kq)) = f. S0,D3(Zypqy.{{p.a}}) = {{p.q}}. Therefore,
(Zip,qy» 1ips q}}) is the least fixpoint oDz, i.e., the Kripke-Kleene model df.

2.4 Default logic
Let £ be the language of propositional logic for an alphabef default d is a formula

azﬁl?"'aﬁn
Y

with a, 81, ..., B,, formulas ofL. The formulay is called the consequencens(d)
of d. A default theoryis a pair(D, W), with D a set of defaults and” a set of formulas
of L.

(Konolige 1987) suggested a transformatinrirom default logic to autoepistemic
logic, which was shown by (Denecker, Marek, and Trusasky2003) to capture the
semantics of default logic. For simplicity, we will ignore the original formulation of the
semantics of default logic and view this as being defined by the autoepistemic theory
m({(D,W)).

Definition 2.5. Let (D, W) be a default theory and let= ““:=5= be a default in
D. Then
m(d) = (KaA—-K-B1 A+ AN=K=5, = 7)

and
m((D,W)) ={m(d) |de D} UW.

A pair (P, S) of possible world structures is an expansion (Marek and Trussbay
1989), a partial expansion (Denecker, Marek, and Truseky2003), an extension
(Reiter 1980), a partial extension (Denecker, Marek, and Truéskzy2003), the
Kripke-Kleene model (Denecker, Marek, and TrusZty 2003) or the well-founded
model (Baral and Subrahmanian 1991) of a default thébry#V') if it is, respectively,
an expansion, a partial expansion, an extension, a partial extension, the Kripke-Kleene
or the well-founded model ofi(D, W'). The semantics of extensions is the most com-
mon.



Chapter 3

Modularity results

3.1 Introduction

An important aspect of human reasoning is that it is often incremental in nature. When
dealing with a complex domain, we tend to initially restrict ourselves to a small subset
of all relevant concepts. Once these “basic” concepts have been figured out, we then
build another, more “advanced”, layer of concepts on this knowledge. A quite illustra-
tive example of this can be found in most textbooks on computer networking. These
typically present a seven-layered model of the way in which computers communicate.
First, in the so-called physical layer, there is only talk of hardware and concepts such as
wires, cables and electronic pulses. Once these low-level issues have been dealt with,
the resulting knowledge becomedixedbase, upon which a new layer, the data-link
layer, is built. This no longer considers wires and cables and so on, but rather talks
about packages of information travelling from one computer to another. Once again,
after the workings of this layer have been figured out, this information is “taken for
granted” and becomes part of the foundation upon which a new layer is built. This
process continues all the way up to a seventh layer, the application layer, and together
all of these layers describe the operation of the entire system.

In this chapter, we investigate a formal equivalent of this method. More specifically,
we address the question of whether a formal theory in some non-monotonic language
can be split into a number of differel@velsor strata, such that the formal semantics
of the entire theory can be constructed by successively constructing the semantics of
the various strata. We will use the terms “stratification” and “splitting” interchange-
ably to denote a division into a number of different levels. This is a more general
use of both these terms, than in literature such as (Apt, Blair, and Walker 1988) and
(Gelfond 1987). Such stratifications are interesting from both a theoretical, knowledge
representational and a more practical point of view.

On the more theoretical side, stratification results provide crucial insight into the
semantics of a language, and hence in its use for knowledge representation. Indeed,
the human brain seems unsuited for holding large chunks of unstructured informa-
tion. When the complexity of a domain increases, we rely on our ability to understand

21
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and describe parts of the domain and construct a description of the whole domain by
composing the descriptions of its components. Large theories which cannot be under-
stood as somehow being a composition of components, simply cannot be understood
by humans. Stratification results are, therefore, important, especially in the context of
non-monotonic languages, where adding a new expression to a theory might affect the
meaning of what was already represented. Our results will present cases where adding
a new expression is guarantemat to alter the meaning of the existing theory.

On the more practical side, computing models of a theory by incrementally con-
structing models of each of its levels might offer considerable computational gain.
Indeed, suppose that, normally, it takés) time to construct the model(s) of a the-
ory of sizen. If we were able to split such a theory into, say,smaller theories of
equal sizen/m, we could use this stratification to compute the model(s) of the theory
in m - t(n/m) time. As model generation is typically quite hard, i&n) is a large
function of n, this could provide quite a substantial improvement. Of course, much
depends of the value of. Indeed, in the worst case, the theory would allow only the
trivial stratification in which the entire theory is a single level, ire.= 1, which obvi-
ously does not lead to any gain. However, because, as argued above, human knowledge
tends to exhibit a more modular structure, we would expect real knowledge bases to be
rather well-behaved in this respect.

Because of these reasons, it is not surprising that stratifiability and related concepts,
such as Dix’s notion of modularity (Dix 1995), have already been intensively studied.
Indeed, splitting results have been proven for autoepistemic logic under the semantics
of expansions (Gelfond and Przymusinska 1992; Niéraeld Rintanen 1994) default
logic under the semantics of extensions (Turner 1996) and various kinds of logic pro-
grams under the stable model semantics (Lifschitz and Turner 1994g&mwdmnd Lif-
schitz 2004, Eiter, Gottlob, and Mannila 1997). In all of these works, stratification is
seen as a syntactical property of a theory in a certain language under a certain formal
semantics.

Here, we will take the different, more general approach of studying this topic at
the abstract level of approximation theory. Let us briefly sketch the method that we
will follow. Approximation theory defines a family of different kinds of fixpoints of
operators and shows that these correspond to a family of semantics for a number of
different logics. We will introduce the concept ofstratifiable operatorand prove
that such operators can be split into a number of smedierponent operatoy$n such
a way that the different kinds of fixpoints of the original operator can be constructed
by incrementally constructing the corresponding fixpoints of its component operators.
These algebraic results will then be used to derive concrete splitting results for logic
programming, autoepistemic logic and default logic. To do this, we will follow these
two steps:

e First, we determinesyntacticalconditions which suffice to ensure that every
operator corresponding to a theory, that satisfies these conditions, is in fact a
stratifiable operator. This tells us that the models of such a theory under vari-
ous semantics, i.e., the various kinds of fixpoints of the associated operator, can
be constructed by incrementally constructing the corresponding fixpoints of the
components of this operator.
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e Second, we also need to provide a precise, computable characterization of the
components of stratifiable operators. This will be done by presentiygtacti-
cal method of deriving a number of smaller theories from the original theory and
showing that the components of the original operator are precisely the operators
associated with these new theories.

So, in other words, using the algebraic characterization of the semantics of a number
of different logics by approximation theory, our algebraic results show how splitting
can be done on a semantical level, and deriving concrete splitting results for a specific
logic simply boils down to determining which syntactical notions correspond to our
semantical splitting concepts.

3.2 Stratification in approximation theory

In this section, we develop a theory of stratifiable operators. We will, in section 3.2.2,
investigate operators on a special kind of lattice, nanpebguct lattices which will

be introduced in section 3.2.1. In section 3.2.3, we then return to approximation the-
ory and discuss stratifiable approximations on product lattices. Finally, in Sections
3.2.4 and 3.2.5, we will introduce some additional concepts, which will be useful when
applying our abstract results to a concrete logic.

3.2.1 Product lattices

We begin by defining the notion offgoduct setwhich is a generalization of the well-
known concept of Cartesian products.

Definition 3.1. Let I be a set, which we will call thandex sebf the product, and for
eachi € I, let S; be a set. Th@roduct setz,;.5; is the following set of functions:

®icrSi={f | f:1—|JSisuchthawic I: f(i) € S;}.
i€l

Intuitively, a product se®;;.S; contains all ways of selecting one element from
each sef;. As such, if the index settis a set withn elements, e.g. the sét, ... n},
the product se®;<;S; is simply (isomorphic to) the cartesian prodgtx --- x S,,.

Definition 3.2. Let I be a set and for eaahe I, let (S;, <;) be a partially ordered set.
Theproduct order< on the set;<;.5; is defined as, for alt, y € ®;¢;.5; :

<y iff Viel:z(i) <;yi).

It is easy to see that if all thes;, <;) are (complete) lattices, thé®,;S;, <) is
also a (complete) lattice. We therefore refer(o,;S;, <) as theproduct latticeof
the latticess;.

From now on, we will always assume a well-founded patrtial orden the index
set/. This will allow us to use inductive arguments in dealing with elements of product
lattices. Most of our results, however, also hold for index sets with an arbitrary partial
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Figure 3.1:0 is stratifiable ifz|<; determine)(z)|<,.

order; if a certain proof depends on the well-foundednegswe will always explicitly
mention this.

For an element of a product lattice?;c; L; andi € I, we abbreviater|(;c <4}
by z|<,. We also use similar abbreviations.;, z|; andz|x;. If i is a minimal element
of the well-founded sef, z|<; is defined as the empty function. For each indethe
set{x|<; | x € L}, ordered by the appropriate restrictigfx; of the product order, is
also a lattice. Clearly, this sublattice bfis isomorphic to the product lattice;<; L;.
We denote this sublattice 0y <; and use a similar notatiah| ~; for ®,~,L,. For each
elementz of a product latticel and each index € I, the extension:|<; U z|; of z|<;
is clearly equal taz|<;. For ease of notation, we sometimes simply w#ité) instead
of x|; in such expressions, i.e., we identify an elemewf theith lattice L; with the
function from{:} to L, which mapsi to a. Similarly, z| <, U z(i) U z|z; = .

We will use the symbols, y to denote elements of an entire product lattige:, b
to denote elements of a single levglandu, v to denote elements df| ;.

3.2.2 Operators on product lattices

We want to consider operators on a lattice that is split into a number of different levels
L;. Formally, let(I, <) be a well-founded index set and |& = ®;;L; be the
product lattice of lattice$L;, <;);c;. We now want to look at those operat@don L

that respect this ordering of the componentd.ofAn operatorO on L will be called
stratifiable over the ordeg, if the value(O(x))(¢) of O(x) in theith stratum only
depends on values(j) for which j < i. This concept is illustrated in Figure 3.1.

Definition 3.3. An operatorO on a product latticd. is stratifiableiff for all z,y € L
andi € I :if z|<; = y|<; thenO(x)|<i = O(y)|=,.

It is also possible to characterize stratifiability in a more constructive manner. The
following theorem shows that stratifiability of an operadion a product latticd. is
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Figure 3.2: The component! of O mapsa to O(x)|;, with = any extension of, L a.

equivalent to the existence of a family of operators on each lattieeone for each:
in L| <;—which mimics the behaviour @ on this lattice.

Proposition 3.1. Let O be an operator on a product lattick. O is stratifiable iff for
eachi € I andu € L|; there exists a unique operatar on L;, such that for all
reL:

If x|<; = uthen(O(z)) (i) = O (x(7)).

Proof. To prove the implication from left to right, |&? be a stratifiable operatare I
andu € L|<;. We define the operat@®! on L; as

O :L; — L; : a— (O(y))(i),

with y some element of. extendingu LI a. Because of the stratifiability aP, this
operator is well-defined and it trivially satisfies the required condition.

To prove the other direction, suppose the right-hand side of the equivalence holds
and letz, 2’ be elements of, such thatr|<; = 2/|<;. Then for eacly < i:

(0@@)(j) = O~ (@) = O (' () = (O(") ().
O

These operator®} will play an important role in our results. We will call them the
componentsf O. The construction of these components is illustrates in Figure 3.2.

Definition 3.4. Let O be a stratifiable operator on a product latticevith index set/

and leti € I andu € L|<;. Thecomponent¥ of O on leveli givenw is the unique
operator orL|; that satisfies the property stated in Proposition 3.1 or, equivalently, that
maps each € L|; to O(z)|;, wherex is any element oL that extends both anda.

These components @@ can be used to construct the fixpoints of a stratifiable op-
erator in a bottom-up manner w.r.t. the well-founded orgdam the index set.
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Figure 3.3: The components 6f can be used to construct, for instaniég(O).

Theorem 3.1. Let O be a stratifiable operator on a product lattide Then for each
r e L:

x is a fixpoint ofO iff Vi e I :x(i) is a fixpoint ofOf‘“‘.
Proof. Follows immediately from Proposition 3.1. O

If O is a monotone operator on a complete lattice, we are often interestetkemsts
fixpoint. This can also be constructed by means of the least fixpoints of the components
of O. Figure 3.3 illustrates how this could be done. However, such a construction of
course requires each component to actually have a least fixpoint as well. We will
therefore first show that the components of a monotone operator are also monotone.

Proposition 3.2. Let O be a stratifiable operator on a product lattice, which is
monotone w.r.t. the product ordet. Then for each € I andu € L|~;, the component
O¥ : L; — L; is monotone w.r.t. to the ordet; of theith lattice L, of L.

Proof. Let be an index in/, w an element of.| <, anda, b elements of_,, such that
a <; b. Letz,y € L, such thatr extendsu U a, y extendsu LI b and for eacly £ i,
z(7) = y(j). Because of the definition &f, clearlyx < y. Therefore, forallj € I :

05 (2(5)) = (0())(5) <; (0W))(5) = O (y(5))-
Takingj = i, this now impliesO¥ (a) <; O¥(b). O

Now, we can prove that the least fixpoints of the components of a monotone strat-
ifiable operator indeed form the least fixpoint of the operator itself. We will do this,
by first proving the following, slightly more general theorem, which we will be able to
reuse later on.

Proposition 3.3. Let O be a monotone operator on a complete product latficend
let for eachi € I, u € L|<;, P* be a monotone operator ob; (not necessarily a
component of)), such that:

x is a fixpoint ofO iff Vi € I :x(i) is a fixpoint ofPf‘*ﬁ
Then the following equivalence also holds:

z is the least fixpoint o iff Vi € I : x(i) is the least fixpoint on'“.
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Proof. To prove the implication from left to right, letbe the least fixpoint ab and let
i be an arbitrary index id. We will show that for each fixpoini of Pf“"’, a > x(i).
So, leta be such a fixpoint. We can inductively extenfl.; LI a to an elemeny of L
by defining for allj £ ¢, y(j) aslfp(P;"*j). Because of the well-foundedness=f
y is well defined. Furthermoreyis clearly also a fixpoint 0®. Thereforer < y and,
by definition of the product order ah, (i) <; y(i) = a.

To prove the other direction, let be an element of., such that, for each € I,
x(i) is the least fixpoint oin“". Now, lety be the least fixpoint o). To prove that
x = y, it suffices to show that for eache I, z|<, = y|<;. We will prove this by
by induction on the well-founded ordet of I. If ¢ is a minimal element of, the
proposition trivially holds. Now, let be an index which is not the minimal element of
I and assume that for eagh< i, z|<; = y|<;. It suffices to show that (i) = y(7).
Becausey is a fixpoint of O, y(i) is fixpoint of Pf"“. As the induction hypothesis
implies thatz|<; = y|<., y(4) is a also fixpoint ofpfl*" and thereforec(i) < y(7).
However, because s also a fixpoint ofD and therefore must be greater than the least
fixpoint y of O, the definition of the product order ab implies thatxz(:) > y(i) as
well. Thereforer(i) = y(i). O

It is worth noting that the condition that the orderon I should be well-founded
is necessary for this proposition to hold. Indeed, this can be demonstrated by the fol-
lowing example.

Example 3.1. Let L be the product lattice; < L;, with Z the integers ordered by their
usual, non-well-founded order and eaththe lattice{0, 1} ordered by0 < 1. LetO
be the operator that maps eacke L to the following elemeny € L:

. Jim0 ifa(i—1)=0;
y:Z— {01} {z —1 otherwize
This O is monotone and, therefore, it has a least fixpoint, which turns out to be the
bottom elementL of L, which maps each € Z to 0. Also, O is stratifiable over the
order< of Z. Its components can be characterized as follows. For everyZ and
u € L|<;, if u(i — 1) = 0, then the componer@®} is the constant operator that maps
both0 and1 to 0; otherwizeO} is the constant operator that mapand1 to 1. We
now know that ane € L is a fixpoint of O iff for eachs, x(i) is a fixpoint ofO;”‘“.
However, it is not the case that if, for eathz(i) is theleastfixpoint of Off'“, then
alsoz is the least fixpoint 0©. Indeed, for the element that maps eachto 1, each of
the operatorQiT‘“' hasT (i) = 1 as its least fixpoint, but neverthelegss not equal

to the least fixpointL of O.

Together with Theorem 3.1 and Proposition 3.2, this Proposition 3.3 of course im-
plies that for each stratifiable operat@ron a product latticd., an element: € L is
the least fixpoint oD iff Vi € I, z(i) is the least fixpoint on'“‘. In other words, the
least fixpoint of a stratifiable operator can also be incrementally constructed.
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3.2.3 Approximations on product lattices

In section 2.1.2, we introduced several concepts from approximation theory, pointing
out that we are mainly interested in studying Kripke-Kleene, stable and well-founded
fixpoints of approximations. Similar to our treatment of arbitrary operators in the
previous section, we will in this section investigate the relation between these vari-
ous fixpoints of an approximation and its components. In doing so, it will be conve-
nient to switch to an alternative representation of the bilatfiéef a product lattice
L = ®;¢rL;. Indeed, this bilattice is clearly isomorphic to the structarg; L?, i.e
to a product lattice of bilattices. From now on, we will not distinguish between these
two representations. More specifically, when viewiAgas a stratifiable operator, it
will be convenient to consider its domain equalie-; L7, but when viewingA as an
approximation, the representation;;L;)? is more natural.

Obviously, this isomorphism and the results of the previous section already provide
a way of constructing the Kripke-Kleene fixpoint of a stratifiable approximatiphy
means of its component$}. Also, it is clear that ifA is both exact and stratifiable,
then the unique operatér approximated by is stratifiable as well. Indeed, this is a
trivial consequence of the fact tha{z, z) = (O(z), O(x)) for eachz € L.

These results leave only the stable and well-founded fixpoint$ tf be investi-
gated. We will first examine the operato#s (-, y) and A%(z, -), and then move on to
the lower and upper stable operatdf§ andC',, before finally getting to the partial
stable operatctf 4 itself.

Proposition 3.4. Let L be a product lattice and lefl : L? — L2 be a stratifiable
approximation. Then, for each y € L, the operatorsA!(-,y) and A?(x,-) are also
stratifiable. Moreover, for eache I andu € L|~;, the components of these operators
are:

RERORCHIO)
2 (a(i), ).

Proof. Let z,y be elements of,, i an element of. Then, becausd is stratifiable,
(A(z,9))(i) = (A=) (2(i), y(i)). From this, the two equalities follow. O

7

(A () =(4;
(A%(x, )} =(A

K2

S~ S~

In the previous section, we showed that the components of a monotone operator are
monotone as well (Proposition 3.2). This result obviously implies that the components
A} of a stratifiable approximation are also approximations Therefore, such a compo-
nentA} also has lower and upper stable opera@i@ andCAu It turns out that the
lower and upper stable operators of the componenﬂ; cliaracterize the components
of the lower and upper stable operators4of

Proposition 3.5. Let L be a product lattice and let be a stratifiable approximation on
L2. Then the operator€’} andC', are also stratifiable. Moreover, for eachy € L,

x=Ch(y) iff foreachie I,z(i) = cigz,y>‘<i (y(i));

y=Cl(x) iff  foreachie I,y(i)= C,L@«ww (z(3)).
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Proof. Letz,y be elements of.. By Proposition 3.4z = C’j(y) = Ifp(At(-,y)) iff
for eachi € I:

2(i) = Lp((A" ()i ) = Up (A1) (@) = O, ().
The proof of the second equivalence is analogous. O

This proposition shows how, for eachy € L, C(y) andC,(x) can be con-
structed incrementally from the upper and lower stable operators corresponding to the
components ofd. This result also implies a similar property for the partial stable op-
eratorC 4 of an approximatiori.

Proposition 3.6. Let L be a product lattice and letd : L? — L? be a stratifi-

able approximation. Then the operat6 is also stratifiable. Moreover, for each

x,2',y,y" € L, the following equivalence holds:

x'(l) :Ci(x/,y>|<i (y(7));

(@) =Calz,y) iff Viel:{ % _
YD) =C' (i),

Proof. The above equivalence follows immediately from Proposition 3.5. To prove
the stratifiability ofC4, let z1,y1,z2,y2 € L, such that(z1,y1)|<i = (z2,¥2)]<i-
Let (2], y1) = Ca(z1,y1) and(xh, y) = Ca(x2,y2). It suffices to show thatj < 1,
x1(4) = 25(5) andy} (j) = y5(j). We show this by induction ovex. First, if j is min-
imal, it follows fromy, (j) = y2(j) anda: () = 22(j) thatC'ly_ (y1(5)) = C4 (12(4))
andC’Lj (1(4)) = Clxj (z2(j)). Second, ifj is not minimal, therﬂi(zi,yl)w (y1(4)) =
C ey, 2)) BNACT (i (@1() = € gy, (22()), becausen | =
y2|<; andz|<; = w2|<;, while the induction hypothesis also states thgt,; =
zh]<; andyi|<; = y|<;- 0

It should be noted that the compone(ﬂa)g“’”) of the partial stable operator of
a stratifiable approximation are, in general, not equal to the partial stable opera-

torsC .. of the components af. Indeed,(C4){"") = ((CL)?,(C)¥)), whereas

Coenr = (Cluy,C}

NOE A(‘u,,,)). Clearly, these two pairs are not necessarily equal, as

(Ci,);’ ignores the argument, which does appear i@:(_w). We can, however, char-

acterize the fixpoints daf 4, i.e., the partial stable fixpoiﬁts df, by means of the partial
stable fixpoints of the components 4f

Theorem 3.2. Let L be a product lattice and lefl : L? — L? be a stratifiable
approximation. Then for each elemént y) of L?:

(z,y) is a fixpoint ofC 4 if f Vi€ I: (z,y)iisafixpoint ofC ., -

Proof. Letz,y be elements of, such tha{xz, y) = Ca(x,y). By Proposition 3.6, this
is equivalent to for eache I,z = Cimwui (y(i)) andy = Cll(m-,wui (x(7)). O
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By Proposition 3.3, this theorem has the following corollary:

Corollary 1. LetL be a product lattice and leti : L? — L? be a stratifiable approx-
imation. Then for each elemefit, y) of L

(@,y) =1fp(Ca) it Viel:(z,y)li = Ufp(C emi)-

Putting all of this together, the main results of this section can be summarized as
follows. If A is a stratifiable approximation on a product latticethen a pair(z, y)
is a fixpoint, Kripke-Kleene fixpoint, stable fixpoint, or well-founded fixpoint 4f
iff for eachi € I, (z,y)|; is, respectively, a fixpoint, Kripke-Kleene fixpoint, stable
fixpoint, or well-founded fixpoint of the componeﬂlﬁx’y)‘*i of A. Moreover, ifA is
exact then an element € L is a fixpoint of the unique operatd? approximated by
Aiff for eachi € I, (2(i), z(i)) is a fixpoint of the componem "™~ of A. These
characterizations give us a way of incrementally constructing each of these fixpoints.

3.2.4 Dependency relations

The previous sections have studied operators and approximations that are stratifiable
over some product lattice. Therefore, to apply these results to some particular operator
O : L — L, we first need to come up with an appropriate way of dividingqnto a
number of different leveld,;. In this section, we develop a uniform way of doing this,
starting from a detailed analysis of the structure of the operator. As a starting point,
we will again assume thdt is isomorphic to some product lattice;-; L;. However,
now, we do not assume anpriori order on the index sdtand we will also not work
towards stratifying the operata@p over this particular product lattice. Instead, the
product®,;c;L; is meant to capture some structure that is evident in the opetator
For instance, ifO operates on the lattice of all interpretations of some propositional
alphabet, then each; could be the interpretation of a single atom of this alphabet.
From this initial, fine-grained product;;L;, we will now derive a different, coarser
product lattice ;¢ s L', isomorphic to it, over which weanstratify O.

The main idea is to examine the internal structur®af.r.t. the component lattices
L, of L. For instance, what information abauts used byO to determine the value
(O(x))(7) of O(x) in a component latticé&,;? Does such afO(z))(i) depend on the
valuex(j) of z in eachL;? Oris there somé C I, such that the restriction| ; of « to
this J already completely determines wH&(«))(¢) will be? The following concept
captures these basic dependencies expressed by an operator. For a binarygretation
asetS andy € S, we write(fy) for {x € S | 20y}.

Definition 3.5. Let O be an operator on a lattide = ®;c;L;. A binary relation~ on
I'is adependency relatioof O iff for all + € I andx,y € L, if z|.;) = y|q), then

(O(2))(@) = (O)) (@)-

An operator can have many dependency relations. In fact, any superset of a depen-
dency relation is also a dependency relation. Therefore, smaller dependency relations
are more informative. However, an operator does not necessarily have a least depen-
dency relation. This can be shown by the following example.
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Ll/\LQ/—\LB “\L4/—\L5 “\LG/\L7/—\L8
5. 8 H||E_H||H_H H
L/ li

1 Ly Ly

Figure 3.4: Given a dependency relation for an operé@ton ® L;, we can stratifyO
over® L.

Example 3.2. We consider the product lattice,, ¢y L,, with eachL,, = {0,1}. LetO
be the operator on this lattice defined@é&r) = y, with for alln > 0, y(n) = 0 and
y(0) = 1 iff there existsn € N such that for alln > n, z(m) = 0. For eachn, let
~, be the binary relation consisting of the tuples~-,, 0 for whichm > n. Now,
each~-,, is a dependency relation ¢f. As such, a least dependency relatien of
O would have to be some subset of the intersectigay ~-, of all these relations
~,. However,N,en ~,= {}, so~» would also have to b¢}, but this is not a
dependency relation @p.

Given a dependency relatior for an operatoiO on L = ®;crL;, we can now
proceed to restructurk into a different product lattice, such th@tis stratifiable with
respect to this new structure. For this, we need to consider the reflexive, transitive
closure of~, which we will denote as<.... The following definition is illustrated in
Figure 3.4.

Definition 3.6. Let O be an operator on a product latticec;L;. Let (J,=<) be a
well-founded poset. A partitiofi;);c s of I respects- iff for all ¢ € I; andi’ € I/,
if i <., ¢, thenj < j’.

Let us remark that, for any such partitiéfy) ;c s, it must be the case that for every
(<..)-equivalence class= {i’ € I | i <., ¢ andi’ <., i}, there exists a unique
j € Jsuch that C I;. In fact, if we consider the sétof all such equivalence classes,
together with the obvious ordet... on 1 that is induced by<..., then it is easy to see
that the partition(7),.; itself respects~. Moreover, this will be the most fine-grained
of all such partitions. As such, a dependency relation directly provides a constructive
way of deriving the most detailed partition that respects it. It can also easily be seen
that the order<... is well-founded iff~- is.

Clearly, for any partitior(1;) ;s of I, the original producf = ®;¢L; is isomor-
phic to®;ec s ®ier; Lj. We can therefore also view as an operator on the product
lattice ® e/ L;, where eachl’; is ®;e;, L;. Itis now obvious that, on this product
lattice, O is stratifiable.

Proposition 3.7. Let O be an operator on. = ®;c;L; and let~ be a dependency
relation of O. For all partitions (I;);cs of I that respectw, O is stratifiable on
®jesLl1;.

Therefore, if we want to stratify some operatoron ®;<;L;, it suffices to find a
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0T (with J = {2,4})

7777777 /\
Lg— |l | = |k Vi | = | vl
yla | = |yl | Y | = | Y]
Lipng—| z x|y
Nl T [a

Figure 3.5: The recombinatiaf¥} mapsy € L|; to O(z U y)]| ;.

well-founded dependency relation for, as this will give us a way of constructing a
product lattice on which we can stratify.

3.2.5 Recombinations

While the main purpose of our stratification results is to break up a big op&vatdo
smaller component operators, we will sometimes also be interested in putting some of
these components back together to form a new set of operators. We now make this
more precise. Leb be a stratifiable operator on a product latticg ; L;. For a subset
J of Iandx € L|p s, we denote by)? the operator ol | ; which maps each € L|;
to O(z U y)|s. Such operator®? are calledrecombinations of). This concept is
illustrated in Figure 3.5.

Our goal is now to show that, for each partitighof I, a stratifiable operatad
can be split into the recombination;, with J € 7. Let us remark that becauégis
stratifiable, we of course already know that this must be the case for the trivial partition
({i})ier. We will prove the desired result by showing that a recombinaigris also
stratifiable and can be split into the component®afself.

Proposition 3.8. Let O be a stratifiable operator. For each C I andz € Ll 5, O%
is stratifiable.

Proof. Let O% be as above; € J, andy,y’ € L|;, such thaty|<; = y/|<;. By
definition, 0% (y) = O(z Uy)|;. Becauséz U y)|<; = (z Uy')|<,, we have that, by
stratifiability of O,

O?(Z/)Bi = O(x U y)|{jeJ\jji} =0(zU Z/)|{jeJ|jji} = O?(Z//)Bi-
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Proposition 3.9. Let O be a stratifiable operator. Foreach C I, x € L|p\ 5,4 € J,

andu € L|{je i}, the componentO?)i of O% is equal to the compone(ﬁl’.‘”(zl*i)
of 0.

Proof. Let (O%)¥ be as above and lgte L,. By definition, for anyz extendingu L y
t0J, (05)i(y) = O(e U2)|; = (O zl:))ls = 07" (y). O

2

These two propositions now imply the wanted result.

Theorem 3.3. Let O be a stratifiable operator and lef be a partition of/. Then,

for eachz € L, x is a fixpoint (the least fixpoint, a stable fixpoint, or the well-founded
fixpoint) ofO (assuming tha© is monotone or an approximation, where appropriate)

iff for eachJ € J, x|, is a fixpoint (respectively, the least fixpoint, a stable fixpoint,

or the well-founded fixpoint) cﬁ)ﬁ‘“".

Proof. We only show the correspondence between fixpoints; the proofs of the other
correspondences are similar. Lebe a fixpoint ofO. By Theorem 3.1, this is equiv-

alentto:Vi € I, z|; is a fixpoint ofOf“". Because7 partitions], this is equivalent
tovJ € J, Vi € J, z|; is a fixpoint ofOf'“‘. By Proposition 3.9, such a compo-

»U\I\J

nentO<* of O is equal to the componeriO’; )715715< of the recombination
O?“\". By Proposition 3.8 and Theorem 3J € J, Vi € J, z|; is a fixpoint

otlnayrlueni<a g vy e 7, 2|, is a fixpoint of 01 O
(O i p J

3.3 Application to logic programming

In this section, we will apply our algebraic stratification results to logic programming.
We will first start by considering a simplified language and then show how these results
extend to the general rule sets considered in Section 2.2.

3.3.1 The propositional case

For this section, we consider propositional logic programs without open predicates. Let
Y. be a propositional alphabet, i.e., a set of propositional atoms, denofedjas. . A
logic program in alphabéf is a set of ruled® — ¢, with P € ¥ andy a propositional
formula of X. Because propositional logic programs are simply a special case of the
general rule sets considered in Section 2.2, we have already defined a number of dif-
ferent semantics for such programs. We recall that, for a ruldsétese definitions
made use of the operat@h on pairs of interpretations of the defined predicatea of
In our current setting, we therefore need to consider the set of all interpretations of the
alphabetZ, which is simply isomorphic to power st of . We denote the lattice
(2%, C) asTs. We will use the symboall to refer to propositional logic programs and
reserve the symbah for the general case of arbitrary rule sets.

Our algebraic results made use of the concept of a dependency relation for an
operator on a product lattice. We recall that, for an oper&am a product lattice
®ic1L;, a binary relation on the index sétis called a dependency relation Of iff
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it is the case that whenever, for some& I andz, 2z’ € ®icrLi, |(wi) = 2| (i),

then (O(z))|; = (O(2'))|;- For logic programs, we are interested in the operator
71 on I%. Let us now take as an index skthe alphabel itself. For each atom

P € 3, we then need a latticé p. For this, we will use the latticgt, f} of truth
values that can be assigned to this one afonit is now clear thafZy;, is isomorphic

to the product® pcs; L p. Given this isomorphism, we now see that a dependency rela-
tion for the operatoffy; is a binary relation~ on the alphabeX, such that whenever,

for some atomP and pairs(1, J), (I',J') € I3, (I, J)|(wp) = (I',J')|(~p), then
(Tu(L,J))|p = (Ta(I',.J))|p.

We now consider a class of binary relations, which can be defined using only the
programll itself, such that every relation in this class is in fact a dependency relation
of the operatoffy;. Intuitively, the idea behind this definition is that an atéhdepends
on an atont) if for some ruleP — ¢ of II, @ affects the truth of.

Definition 3.7. Let II be a logic program in alphab&l Let~- be a binary relation
onX. We call~ adependency relation far if the following condition is satisfied:
whenever two pairs of interpretatio(s, J) and(I’, J’) coincide on all atom§) € ¥
for which@ ~~ P, then for all rules ofl of the formP «— ¢, (I, J) | ¢iff (I',J') E

®.
It follows immediately from the definition of; that any such dependency relation
for II is indeed a dependency relation for this operator. As such, our results from

Section 3.2.4 show th&f; is stratifiable over any partition of its alphabet that respects
such a dependency relation.

Definition 3.8. LetII be a logic program in alphabEtand let(I, <) be a well-founded
poset. A partition(X;);c; of ¥ is called asplitting of II if it respects one of the
dependency relations of.

To illustrate this definition, we consider the following program:

P (——\Q7—\R
S —P Q.

We now construct a dependency relation for this. In general, for any profram
there is an obvious way to construct one of its dependency relations.

Definition 3.9. Let II be a logic program with alphab&. Theobvious dependency
relation ~; for I is defined as, for alP, Q € X:

Q ~n P iff Ir € II, such that) appears iody(r) andP = head(r).
It can easily be seen that every obvious dependency relatipiis indeed a depen-

dency relation fofl.
The obvious dependency relation of the examlis the following:
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S

P imw) Q
R
Using this dependency relation, it can easily be seen that the following partition of
Y is a splitting of E: we use the totally ordered s, 1,2} as index set and define
Yo ={R}, £ = {P,Q} andX, = {S}. Therefore, the operatdr for this example
is stratifiable on the product latti@®;, x Zx, x ZIs,.

In general, if we have splitting>; )<y for a programll, then the operato¥y; is
stratifiable on the product lattice,c ; Zs;,, which, by Theorem 3.2, implies that we can
split all of the operator§71;, 71 andG L. In other words, it is possible to split logic
programs w.r.t. the supported model, Kripke-Kleene, stable model and well-founded
semantics. Moreover, the supported, Kripke-Kleene, stable and well-founded models
of IT can be computed from, respectively, the supported, Kripke-Kleene, stable and
well-founded models of the components of the operd@tor

In order to be able to perform this construction in practice, however, we also need
a more constructive characterization of these components. We will now show how
to derive new logic programs from the original program, such that these components

correspond to an operator associated to these new programs. First, we will define the
restriction of a program to a subset of its alphabet.

Definition 3.10. LetII be a logic program with a splittin@=; );c;. For each € I, the
programlI; consists of all clauses which have an atom friepin their head.

In the case of our example, the progrdinis partitioned in{Ey, E1, E2} with
FEy = {}, Fy = {P — _|Q, _LR,Q — —|P,_|R} andFE,; = {S — P,Q}

If IT has a splittindX; )< 7, then any prograrfl; contains only atoms fror@jﬂ. ;.
Given a pair(U, V') of interpretations of )., ¥;, we can therefore construct a pro-
gram containing only atoms froii; by replacing all other atoms by their truth-value
according taU, V).

Definition 3.11. LetII be a logic program with a splittin@=;);c;. For each € I and
(U, V) € Bx|<i, we defindlI, (U, V) as the new logic prografi’, which results from
replacing each literal whose atom is i J; _, X; by its truth value in(U, V), i.e., a
positive literal P is replaced byt if P € U (and byf otherwise), whereas a negative
literal =P is replaced byt if P ¢ V' (and byf otherwise),

It is now easy to see that the programs constructed in this way are now precisely
those which characterize the components of the opetator

Theorem 3.4. LetII be a logic program with a splittindX;);c,;. For eachi € I,
(U,V) € By|<;and(A, B) € By;,;:

(To)"Y (4, B) = (Un, vy (A, B), U, vy (B, A)).
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It is worth noting that this theorem implies that a compor(m)EU’v) is, in con-
trast to the operatdfy; itself, not necessarily exact, i.e., we might need different pro-
grams for constructing the under- and overestimates.

As a side remark, let us recall that in Section 2.2, we considered an isomorphism
7 between pairs of two-valued interpretations and four-valued interpretations. This
isomorphism allows to also consider the operafgras an operator on four-valued
interpretations, i.e., we can identifig; with the operator-—! o 711 o 7 that maps each
four-valued interpretation to v/ for whichv’ = 7=1(7;(7(v))). In this setting, we
could also have formulated the above definition in the following equivalent way. For a
four-valued interpretations, we denote byI;(v), the result of replacing each literal
I whose atom is inJ, _, ¥; by its four-valued truth valu¢’. The component7r);’
is then7y, (,,y,- So, Instead of characterizing such a component using two programs
that contain two-valued truth-values, we can equivalently characterize it using a single
program that contains four-valued truth values.

We will call a pair(1,J) of interpretations thetratified well-founded modeif
IT with respect to a splittingY:;);<; iff for eachi € I, (I,.J)|; is the well-founded
fixpoint of the componen([TH)EI’J)‘“. Given the above remark, this is equivalent to
(I,J) = 7(v), wherev is the four-valued interpretation such that, for eaehr, v|; is
the well-founded model of the progralfy (1), with © = v|<;. Similarly, we say that
(I,J) is astratified partial stable modebr the stratified Kripke-Kleene modeif II
with respect to the splitting>; )<, iff for eachi € I, (I, J)|; is, respectively, a stable
fixpoint or the least fixpoint of the compone(rﬁ’H)EI’J)l*"’. An interpretation/ is a
stratified supported modelr stratified stable modedf IT with respect to the splitting
(3):er iff for eachi € I, I|; is a supported model or stable modell®f/, .J), where
Jis I|Uj<igj .

Let us illustrate these definition by computing the stratified well-founded model of
our example prograny.

Example 3.3. Recall that the prograry is partitioned into the programs

Ey ={},
By ={P « =Q,-R;Q «— —~P, R},
E2 Z{S — P,Q}

The well-founded model oF, is ({},{}). Replacing the atonR in F; by its truth-
value according td} yields the new prograni; ({},{}) = {P « “Q A t;Q «—
-P At}. The well-founded model of this program(is}, { P, @}). For the component
(Tp) U9 we need to consider both the progréi = E»({}, {P,Q}) = {} and
the programfl = E>({P,Q},{}) = {S}. The componen(TE)g{}’{P’Q}) is now
(Ugy, Ugy). The well-founded fixpoint of this component(i§}, {S}). Therefore, the
stratified well-founded model of is:

o u{lh {uipru{sh = {}L{rQ,5}).

Let us now summarize the results of this section. The fundamental concept is that
of a dependency relation for a logic progrdin Given such a dependency relation,
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we can construct a splitting®; );c; of the alphabet ofl. We can then consider a
stratified construction process, which proceeds along the well-founded srdar/

and, at each levele I, constructs the model (under one of the semantics we consider)
of the component-operator QTTH)EU’V) on that level, using the progranik; (U, V')
andII;(V,U) (or, equivalently, the prografi;(U, V'), containing four-valued truth
values). The main result that we have proved in this section is that such a stratified
construction process produces precisely the model of the program under the semantics

in question. Formally, we can summarize this result as follows.

Theorem 3.5. Let IT be a propositional logic program with a splitting=;);c;. A

pair of interpretationg 1, J) is the Kripke-Kleene model (respectively, a partial stable
model or the well-founded model) Hfiff (I, .J) is the stratified Kripke-Kleene model
(respectively, a stratified partial stable model or the stratified well-founded model)
of II with respect to(3;);c;. Moreover, an interpretatiod is a supported model
(respectively, exact stable model)Ibfff I is a stratified supported model (a stratified
exact stable model) af with respecttd:;);c;.

3.3.2 General rule sets

We now discuss how the previous results for propositional logic programs can be ex-
tended to the more general rule sets defined in Section 2.2. In the previous section, we
started our analysis by showing that the lattfze of interpretations for the proposi-
tional alphabet: is isomorphic to the product lattice ,exZy,;. In the context of a
rule setA, we get the following setting.

Let I be a pre-interpretation for the alphabet®find letO;, O, be interpretations
of the open predicates df that extend, i.e.,01, 04 € .Cgp(A). To study the operator

TA(Ol’OZ), we need to work in the Iatticégefm), which is isomorphic to all possible

ways of assigning eitharor f to every domain aton®(d) € Atgef(m. So,L‘f,ef(A)
is isomorphic to the product Iatti(}g)P(d)eAtng(d), where eachl pq) is simply
{t,f}.

We can now define the concept of a dependency relation for a rule set.

Definition 3.12. Let A be a rule setF’ a pre-interpretation for the alphabet of this
rule set, and);, 0y € ch(A). A binary relation~~ on Atgef(m is a dependency
relation forA in (O1, O) if for every domain atonP(d) and all pairgI, J), (I’, J') €
cgem} such that(Z, J)|(—.p@)) = (I, J")|(~pr(a)), the following condition holds:
for every rule of the fornvx P(t) — ¢, if c is a tuple of domain elements, such that
t[x/c]f = d, then

](OIUI,OQUJ) ](OluI/,OQUJ,)

plx/c = ¢lx/c

Once again, it follows directly from the definition de(Ol’OZ), that every such
dependency relatiom of a rule setA in (01, O-) is also a dependency relation of this
operator. Let us now first discuss how such dependency relations can be constructed,
before turning our attention to the question of how to use them.
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Constructing dependency relations.

There is again on obvious way of construction a dependency relation for a rule set
A. Namely, we can consider the relation?’, that is defined asP(a) ~% Q(c) iff

there exists a rule € A such that the predicate symbBlappears irbody(r) andQ
appears irhead(r). However, it is clear that this dependency relation can be quite a bit
larger—and therefore less informative—than it actually needs to be. For instance, let
us consider the following example.

Example 3.4. The even and odd natural numbers can be defined by the following rule
set:

Even(0).
Agyod = { Vn Even(n+ 1) < Odd(n).
Vn Odd(n + 1) < Even(n).
We consider this definition in the natural pre-interpretation with dordainrhe

obvious dependency relatior%® now consists of all pair&ven(n) ~% Odd(m)
andOdd(n) ~% Even(m), withm,n € N.

We will now present a way of constructing a smaller, more fine-grained dependency
relation, which works on the level of individual domain atoms, instead of on the level of
entire predicates. We first introduce the concept basefor a formulay. Intuitively,

a base forp is a setB of domain atoms, such that the truth value of all atom#in
completely determines the truth valueaf

Definition 3.13. Let ¢ be a formula and a pre-interpretation for its alphabet. A set
of domain atoms3 is abasefor ¢ in F iff for all pairs (I, .J), (I, J') of interpretations
extendingF, if I|z = I'|p andJ|p = J'| 5, thenpl:)) = (7)),

Clearly, any superset of a base is also a base. The problem of finding a dependency
relation for a definitiom\ can be reduced to that of finding bases for bodies of rules, as
shown by the following trivial proposition.

Proposition 3.10. Let A be a definition and let- be a binary relation onAtgef(A).

Suppose that for all, J € cgem), for every rulevx P(t) < ¢in A and every tuple

c, the sef~ P(t[x/c|)) is a base forp[x/c] in F. Then~ is a dependency relation
of A in any pair(Oy,03) € (cgp(A)f.

We now show how we can construct such a base for a forpula

Definition 3.14. Let ¢ be a formula and" a pre-interpretation for its alphabet. We
inductively define a basBr () as follows:

e Forall P(t), Bp(P(t)) = {P(t")};

e forall (o1 V 2), Br(p1 V p2) = Br(p1) U Br(p2);
o forall 3z ¢), Br(3z ¢) = Uyep Br(plz/d));

e forall (~p): Brp(—¢) = Br(p).
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It can easily be seen that, for eaghBr(y) is indeed a base @f in F'. Using this
definition, we can now construct a more refined dependency relation for a rule set

Definition 3.15. Let A be a rule set and’ a pre-interpretation for its alphabet. We
define the binary relations£ on Atgef(A) as follows: P(a) ~% Q(c) iff A contains

a rulevx Q(t) < ¢ for which there exists a tuple such thatt[x/e]” = c and
P(a) € Br(p[x/e]).

For our example of even and odd numbers, this dependency relation now indeed
gives us the wanted results, i.e., we can conclude that for alN, Even(n) ~~%
Odd(n + 1) andOdd(n) ~X Even(n + 1), and these are the only tuples that belong
to this dependency relation. However, while this dependency relatiQrgives us the
wanted result for this particular example, there are other cases in which it is still not as
small as we might like. Let us illustrate this by the following example.

Example 3.5. Consider a game between two players who each take turns, removing
either one or two stone(s) from a pile nfstones, such that the player who makes the
last move wins. Given an appropriate interpretation for the open predicate:/2,

the winning positions of this game can be defined by the following rule:

Vo Win(x) «— Jy Move(z,y) A -Win(y).

Even if we were to apply our more refined definition to this example, we would still
not be able to discover anything, apart from that, for all moves, Win(m) ~%
Win(n). In order to be able to draw more useful conclusions in this case, we need
to take into account the fact thaf ove is an open predicate, whose interpretation is
known beforehand. We first extend our notion of a base to also take into account open
predicates. The basic idea is to consider a%elf predicates—this will be the open
predicates of the definition—for which an interpretatioh , O-) is already given.

Definition 3.16. Let ¢ be a formula in alphabet, F' a pre-interpretation foE and
(04, O2) a pair of interpretations for some set of predicafes >*. A set of domain
atomsB is aO-basefor ¢ in (01, O,) iff for all pairs (I, J), (I’, J') of interpretations
in cgp\o, if I|p =1I'|pandJ|g = J'| B, thenp(Q1U1,02U7) — (,(01UI,020")

Let us now extend our method for constructing a base to this new setting. Since
we now assume a fixed interpretation for the predicata8,imo more dependencies
will be generated by an atoR(a) with P € O, or by any formulap whose truth
value is already completely determined by assigning this particular interpretation to
the predicate®. The following definition of a basB(OOLO2)(4p) formalizes this. In a
number of places, it distinguishes between formulas whose base is empty and formulas
for which it is not. The idea is that the former kind of formulas are those whose truth
is already fully determined by the interpretation assignedtoFor such a formula
© with an empty base, we writg(©1:92) as a shorthand for the statement that for all
1,J € LE,, o, 991910207 = t. Given the definition below, it will be an easy proof

by induction to show that, whenever the b@%hoz) () is empty, this last statement

is also equivalent tgp(9191:02U7) — ¢ for somepair (I,.J), i.e., it is indeed the case
that/ andJ do not matter.
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Definition 3.17. Let ¢ be a formula© a set of predicates of the alphabet of this for-
mula and(O1, O2) a pair of interpretations if 5. We inductively defineE?(OO1 02) (p)
as follows:

e Forall P(t), suchthat? € O, BY, ,,(P(t)) = {};
o forallotherP(t), BR,, o,\(P(t)) = {P(t")}.

o For all (1 V ¢2), such that, fori = 1ori = 2, BY, ,,/(»:) = {} and
01702 .
P09 =6 BY, (01 V p2) = {};

e forall Other(gol V 302): B(Ool,Oz)(Qpl \Y (pg) = B(OOl,Og)(<p1) U 3%1,02)(%02)'

e Forall(3z ¢), suchthatforsomec D, BY, o, (¢[z/c]) = {} andplx/c](©102) =
t B(%h%)(ﬂx v)=1}h
o for all other(3z ¢): B(%l,oz)(zlx ©) = Ugen B(Oohoz)(cp[:v/d]).

o Forall(—p): BY, o,)(-%) = BY, 0,)(¥)-

The following result is now obvious.

Proposition 3.11. Let ¢ be a formula,© a set of predicates of its alphabet and
01,0, € LL. ThenB(%hOz)(@) is anO-base forp in (01, 05).

We can now again use this result to construct a dependency relation for a rule set,
using the bases of its rule bodies.

Definition 3.18. Let A be a definition F’ a pre-interpretation, an@:, Oy € L§,

(Aa)
We define the binary relation»(AOl’O” on domain atoms as?(a) W(AOI’O” Q(c) iff
=c

A contains a rule/x Q(t) «— ¢ for which there exists a tupkesuch that[x/e]”
Op(A
andP(a) € B\ (¢lx/e]).

It is easy to see that any sueh(AOl’Oz) is indeed a dependency relation Afin
(01,03).

Let us now consider again our rutedefining the winning moves of the stones-
game. We consider a pre-interpretatiBrwith domain some subsét, »] of N. Let O
interpret the open predicafd ove/2 as dictated by our description of the game, i.e.,
M ove® contains all pairgi, ;) for which0 < 4,7 < nand eithefj =i—1o0rj =i—2.

If we then consider the dependency relatioréf}’o) for this rule, we find that, indeed,

Win(j) ~'0? Win(i)iff j=i—1orj=i—2.
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Using dependency relations

In Section 3.3.1 on propositional logic programs, we showed that, given a dependency
relation for such a prografi, we can construct a splitting_; ) ;< of its alphabet and

a corresponding partitiofIl;);c; of II, from which we can then construct the compo-
nents of the operatdf; by means of a syntactical transformation. The components of
TA(O“O2) can be constructed in a similar way. Rather than go through all the details of
this, we will only sketch how the previous construction process needs to be adapted.
In the case of general rule sets, a dependency relation gives us a sgliting- s

of the set of domain atomstgefm). In order to construct corresponding rule sets
(A;)ier, we first need to ground the rule sAt This means that we might need to
extend the alphabet of the rule set in order to make sure that all domain elements are
referenced by some constant or ground term. After this has been done, we can con-
struct a grounding of our theory, by replacing variables by ground terms in all possible
ways. This grounding might be an infinite set of possibly infinitary formulas. However,

it is easy to switch to an infinitary extension of our formalism, in which this does not
pose a problem. From this grounding, we can then derive the component operators by
replacing ground atoms ktyor f in the same way as for propositional logic programs.

Obviously, this process can only be performed in practice if the grounding of
the program is finite. However, the current generation of Answer Set Programming
model generators, such as SModels (Nigin&imons, and Syanen 2000) and DLV
(Dell’Armi, Faber, lelpa, Koch, Leone, Perri, and Pfeifer 2001), as well as the ID-logic
model expansion system MIDL (Mdm, Mitra, Denecker, and Bruynooghe 2005), all
already require this property anyway. This means to the process described above is
applicable to any program that could serve as an input to one of these systems. More-
over, since all of these programs completely compute the grounding before starting the
model generation phase, it is possible to include an analysis of modularity properties
in between these two phases at minimal cost. This might be useful not only to provide
interesting feedback to the user about the structure of the program, but also because in-
formation about the modularity of a theory can be used to speed up model generation,
as already explained in Section 3.1.

Even when it is not practically feasible to construct the grounding of a program,
we might still be able draw some useful conclusions from our modularity results. The
following section presents an example of this, in the context of ID-logic.

Splitting definitions in ID-logic

In ID-logic, we can use dependency relations to split a big definition into a conjunction
of smaller definitions. Let us illustrate this by an example. We have already encoun-
tered the rule sef\g, 04 that defines the even and odd natural numbers by mutual

recursion. In ID-logic, one could, however, also try to define these concepts in a differ-
ent way, using the following two definitions, one of which defines the conEept

in terms of an open predicatedd, while the other define®dd in terms of the an
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predicateFven:

N Even(0) .
A Even(n+1) <« Odd(n).

Apg ={Vn Odd(n + 1) < Even(n).}

Now, this raises the obvious question of whether the conjunctipn A Aoy is equiv-

alent to the simultaneous definitiakg,, o4 Of these two concepts by mutual recursion.
We can answer this question by using our algebraic results on recombinations,

which were presented in Section 3.2.5. Let us first recall that the semantics of ID-

logic states that an interpretatidnis a model of a definitionA iff I|p.¢a) is the

well-founded fixpoint of the operatdf (I.Dlor@) 14 gase notation, let us denote such

an operator of the fornT ) as simplyZC. We will now show that, for every struc-

ture I, the operatorgno‘“ andT”OEi”” of these two definitions are recombinations

of the operatoZa ., .., of the original definitionA. In general, we will partition a big

definition A into a set of smaller definition&A\,, ..., A, }, in such a way that, first, all

rules for the same predicate belong to the sa‘n}and, second, there is some splitting

(At;);er for A, such that all rules for atoms from the sarig also belong to the same

Aj.

Definition 3.19. Let A be a definition and letAt; ;< be a splitting forA. A partition
{Ay,...,A,} of A respectsthe splitting (A¢; )< iff the following two conditions
hold:

e Forallj,j’ € 1.n,if j # 5/, thenDef(A;) N Def(A;) = {};

e Foralli € I andP(a),Q(c) € At;, there exists d < j < n, such that
P,Q € Def(A;).

We can now relate such a partition Afto recombinations of the operat@f’ as
follows.

Proposition 3.12. Let A be a definition and A4, ..., A, } a partition of A that re-
spects some splittingdt; );e; for A. For somel < j < n, letO interpretOp(A;) and
let J be the set of all € I for which there exists a domain atoﬁ(a) € ¥, such that
P € Def(4;). ThenT is equal to the recombinatiof7X ) 72, with Oy = Olo(a)

andO, = O|OP(AJ)\OP(A)

Proof. Let 75 O and7" be as above. Because the partitiah; , ..., A, } respects a

splitting for forA the operatoﬂ’o1 now indeed has a recombmau(ﬂf )?2 with J
andO; as above. Moreover, the domain of this recombination is |ndél‘§q(Aj). It

now follows directly from the definitions of the two operators, tﬁé& Tol )O2 iff
for all interpretation/, J of Def(A;), the following two statements are equivalent:

e There exists a rul&x P(t) «— ¢ in A;, for which there exists &, such that
(OUI,0UJ) = ¢[x/c].
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e There exists a rul&x P(t) «— ¢ in A, for which there exists &, such that
(01 UOQ UI,Ol UOQ U J) ': (p[X/C}.

Because, foreacR € Def(A;), A; contains precisely all rules fror with predicate
P in their head, this is the case.
O

As a direct consequence of this proposition and Theorem 3.3, we now have the
following equivalence result.

Theorem 3.6. Let A be a definition© an interpretation oDp(A) and{A,...,A,}
a partition of A that respects some splitting fdr. Then for each structuré extending
O:

SEAffSEAA---ANA,.

So, for our example, it is indeed the case that the conjunclipp A Apy of the
two separate definitions dfven and Odd is equivalent to the definitiol\ g, 04 by
mutual recursion.

3.3.3 Related work

(Lifschitz and Turner 1994) proved a splitting theorem for propositional logic pro-
grams under the stable model semantics; similar results were independently obtained
by (Eiter, Gottlob, and Mannila 1997). These results were proven for programs with
a syntax that is not completely subsumed by ours. Concretely, they allow disjunction
in the head of clauses and the use of two kinds of negation (negation-as-failure and
classical negation). While our results could easily be extended to incorporate the two
negations, the extension to disjunction in the head is less straightforward. However, the
fact that the stable model semantics for disjunctive logic programs can also be charac-
terized as a fixpoint semantics (Leone, Rullo, and Scarcello 1995), seems to suggest
that our approach could be used to obtain similar results for this extended syntax as
well. Indeed, there has already been some work into extending approximation theory
to also capture the semantics of this kind of programs (Pelov and TrusdG3004),

which could be useful for this.

Even though our syntax is more restricted than that of Lifschitz et al. and of Eiter
et al., our results are, in some important respects, more general than theirs. Indeed,
first, our results apply not only to the stable semantics, but also to supported model,
Kripke-Kleene and well-founded semantics. Second, the rule sets we consider allow
arbitrary formulas in rule bodies, do not fix the domain to the Herbrand universe, and
allow open predicates. These features make our results also applicable to extensions
of logic programming, that are not covered by their results, such as abductive logic
programs or ID-logic. Among the results that we have proven for ID-logic, there is
a theorem that allows a definition to be split into any partition that respects a depen-
dency relation for this definition. In (Denecker and Ternovska 2004), we find a theorem
that corresponds to the restriction of this result to those cases wherg\gdshotal
givenO. Our theorem is strictly more general. Earlier work by (Verbaeten, Denecker,
and Schreye 2000) studies modularity of normal logic programs with open predicates
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under the well-founded semantics, by means of the theojystifications The syn-
tactical criteria they derive from their semantical analysis coincide with those we have
presented in this section.

In order to further motivate and explain the well-founded model semantics, (Przy-
musinski 1998) defined thdynamic stratificatiorof a program. The level of an atom
in this stratification is based on the number of iterations it takes the Gelfond-Lifschitz
operator to determine the truth-value of this atbrs such, this stratification precisely
mimics the computation of the well-founded model and is, therefore, the tightest pos-
sible stratification of a program under the well-founded semantics. However, as there
exist no syntactic criteria which can be used to determine whether a certain stratifica-
tion is the dynamic stratification of a program—in fact, the only way of deciding this is
by actually constructing the well-founded model of the program—this concept cannot
be used to perform the kind of static, upfront splitting which is our goal.

3.4 Application to autoepistemic logic

Applying our algebraic results to autoepistemic logic is somewhat less straightforward
than it was for logic programs. Let us first explain why this is the case(XL.gtc; be a
partition of the alphabeX, with (I, <) a well-founded index set. For an interpretation

X € Iy, we denote the intersectiok N ¥; by X|x,. For a possible world structure
Q,{X|s, | X € Q} is denoted by)|s,.

In Section 2.3, we defined the semantics of autoepistemic logic in terms of an oper-
ator on the bilatticé8s, = WZ. However, for our purpose of stratifying autoepistemic
theories, we are interested in the bilattig of the product latticé/Vs;, = RictWs, .

An element of this product lattice consists of a number of possible interpretations for
each leveD};. As such, if we choose for eacly one of its interpretations, the union

of these chosen interpretations is an interpretation for the entire alphabbéerefore,

the set of all possible ways of choosing one interpretation for Eacletermines a set

of possible interpretations fat, i.e., an element ofVs;. More formally, we define:

ki Ws — Wy Qe {|J S30) | S € ®ierQi)}
iel
Similarly, By, can be mapped t85; by the functior®, which maps eachP, S) € By,
to (k(P), K(S)).

This functionk is, however, not an isomorphism. Indeed, unlig;, elements of
Ws, cannot express that an interpretation for a l&vgis possible in combination with
acertaininterpretation for another levél;, butnotwith a different interpretation for
¥;. For instance, if we split an alphabBt= {p, ¢} into ¥y = {p} and>; = {q},
the element{{p, ¢}, {}} of Wy is not ink(Ws,), because it expresses tHaf is only
a possible interpretation far, whenX; is interpreted by{¢} and not wher>; is
interpreted by{}. To make this more precise, we introduce the following concept of
a possible world structur€ beingdisconnectedv.r.t. a certain partition(%;);c; of

1To be a bit more precisg, belongs to levek; iff i is the minimalj for which G£7 (1L, T) = (I,J)
and eithep € T orp & J.
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the alphabet. Intuitively, this is the case if, whenever an interpretafipfor ¥, is
possible in combination with some interpretatidnfor 3;, thenX; is also possible in
combination with every other interpretatié@i for X; appearing inQ.

Definition 3.20. A possible world structur€) € Ws; is disconnectedv.r.t. a partition
(X;)ier Of its alphabet iff for all possible worldX,Y € @ and for eachi € I,

Yis, UUjz Xls;) € Q.
It is now obvious that we can now characterize the image afffollows.

Proposition 3.13. Let(%;);<; be a partition of an alphabet and letWs, be®;c 1 W, .

The image of : Wx, — Wk can be characterized as follows:
k(Ws) = {Q € Wx | Q is disconnected W.r.t3; )1}

In order to achieve our goal of being able to incrementally construct the models of
a theory by means of the components of some operat#somve now need to restrict
our attention to a class of theories whose models are all disconnected. We will define
this class using a concept of a dependency relation for autoepistemic logic.

Definition 3.21. A dependency relation for an autoepistemic thebrin alphabet:
is a binary relation~ on X that satisfies the following condition: for every formula
¢ € T and all atom9), ¢ such thap € Atp(p) andq € At(y), g ~ p.

To illustrate, let us consider the following example:
F={pVv-Kp;K(pVq)Vq}

Clearly, the binary relation on the alphalet ¢}, consisting of tuple® ~~ p, p ~ ¢
andg ~ ¢, is a dependency relation fat.

We can now again use such a dependency relation to stratify the alphabet of a
theory.

Definition 3.22. Let T be an autoepistemic theory affl <) a well-founded poset.
T is stratifiable with respect to a partitioniy; );c; of its alphabet iff there exists a
dependency relatiom for T', such thatX; ), respects~, i.e., whenevep <_, ¢ for
somep € ¥, andg € X;, theni =< j.

It is easy to see that such a stratifiable thebrgan be split into a corresponding
partition (T;);cs, such that for each € T andy € T;: Ato(p) C X; and At(p) C
Ujﬁ ¥;. For instance, our example theaFyis stratifiable w.r.t. the partitioky =
{p}, 1 = {q} of its alphabet{p, ¢} and the corresponding partition &f is F, =
{pVv-Kp}, F1 ={K(pVaq)Vaq}

Clearly, for a stratifiable theory, the evaluatidf p sy x () of a formulay € T;
only depends on the value @P, S) in strataj < ¢ and that ofX in stratum.

Proposition 3.14. LetT be a stratifiable autoepistemic theory. et [ andy € T;.
Then for each P, S), (P’,S’) € By and X, X’ € Zy, such thatX |y, = X'|», and
Pluj<im; = P/|Uj5i2.7‘ andS|y, .z, = SI|UjfiE_i Hip,s),x(0) = Hiprs),x(#)-
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This proposition can now be used to show that only disconnected belief pairs are
relevant for the operatdpr.

Proposition 3.15. Let T' be a stratifiable autoepistemic theory. Then e@th( P, S)
is disconnected.

Proof. Let (P, S) € By andX,Y € D% (P, S). By proposition 3.14, for eac € Iy,
such that, for someé € I, Z|s, = X|s, and,Vj # i, Z|s, = Yx,, Z € D3(P, S).
ThereforeD%.(P, S) andDr (P, S) are both disconnected. O

This result suggests that the fact thais not surjective should not pose any prob-
lems, because we can simply forget about possible world structurgs-ofhat do
not correspond to elements of our product latfite. However, there is another dif-
ference between the lattice¥s, and Ws;, that also needs to be taken into account.
Indeed, besides not being surjectiveis also not injective. Concretelyys; contains
multiple “copies” of the empty set, that is, for afye Wy, as soon as for somiec 1,

Qi) = {}, itis the case that(Q) = {}.

Let us introduce some notation and terminology. We call a possible world structure
Q € Wy consistentf @ # {}; the set of all consister® is denoted by/Vs. A belief
pair (P, S) is called consistent if botl and.S are consistent; the set of all consistent
belief pairs is denotedss;. Similarly, aQ € Wx is called consistent ik(Q )) # {}
and the set of all c0n5|ste@t is denoted as/vc Finally, a belief pair( P, S) € Bs;
is called consistent if botk (P P) + {} and n( ) # {} and we denote the set of all
consistent pair§P, S) asis,.

We will often need to eliminate inconsistent possible world structures from our con-
siderations. Intuitively, the reason for this is that, when constructing a stratification, we
need every stratum to be completely independent of all strgtdor which j £ .
However, if an inconsistency occurs at leyethen this could affect the way in which
a lower leveli is interpreted, because it will eliminaédl possible worlds. Mathemati-
cally, this problem manifest itself by the fact that the equalit®)|<; = #(Q|<:) only
holds for consistent possible world structucgs

We now summarize some obvious properties of

Proposition 3.16. The functions has the following properties.
1. k is order preserving;

2. ris an embedding afVg into W§ and an isomorphism betwe#Hg, and the set
of all disconnected possible world structuresAv;

3. For all consisten®, x(Q|<;) = k(Q)|<-

Because of the differences between the latti§esindBs; outlined above, we can-
not directly stratify the operatdPr. Instead, we will define an intermediate operator
Dy on By, which is stratifiable by construction and whose consistent fixpoints are re-
lated to consistent fixpoints @;. We define this operatdP; in such a way that, for
any belief paif( P, S) € Bs,, theith level of Dr-( P, S) will be constructed using only
the theoryT; and the restrictioti P, S)|<; of (P, S).
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Definition 3.23. Let T be a stratifiable autoepistemic theory. (&t S) be inBs. We
defineD¥ (P, S) = @, with for eachi € I:

Qi) =

FurthermoreDr (P, S) = (D&(S, P), Di(P, S)) andDr(Q) = D4(Q, Q).

®(P|<1.8)2).x () =t}

Observe that we could equivalently define titie level of D(P, S) as the set
Mod(T;(R(P|<i, S|<:))) of models of the propositional theofy (7 (P|<;, S|<:))-

Let us now first show that, like its counterp@-, this operator is also an approxi-
mation.

Proposition 3.17. Let T be a stratifiable autoepistemic theory. THBp is an approx-
imation.

Proof. Let (P, 5),(P',§') € By, such that(P,5) <, (P',S’). By symmetry of
Dr, it suffices to show tha:DT(P S) >k DI(P’ S’) Let: € I. Becauses is
order-preservingg(P|<;, S|<i) <, R(P'|<i,S'|<:). From (Denecker, Marek, and
Truszczyiski 2003), we know this implies that for eaghof 7; and X in Zy;,, we have
Hia(Pl<i, 510, x (P) <t Hepry_, 520,x (#)- Hence, Di(P, 5)(i) € Dy(P, 5')(&}

We can relate the consistent fixpoints®f to those ofDy, using the following
result.

Proposition 3.18. For all consisten{ P, S) € B¢, &(Dr (P, S)) = Dr(R(P, S)).

Proof. Let (P, S) € Bs,. By symmetry of the operatof3; andDr, it suffices to show
thatx (D% (P, S)) = D(R(P, S)). Because foi # j, the objective atoms df; and
T; are disjoint, it is a trivial property of propositional logic thatod(T'(%(P, S)) con-
sists precisely of all worlds of the form, X; for which X; € Mod(T;(x(P), (S))).

Now, let @ be the element 0By, that maps every € I to Mod(T;{(k(P),x(S))).
We then have that(Q) = D4 (x(P), x(S5)). It therefore suffices to show that =
D (P, S), that is, that for alli € I, T;(k(P), x(S)) = Ti(r(P|<i),x(5|<,)). Be-
causeT; contains only modal literals in the alphabe}<lzj, we already have that
Ti(k(P), k(S)) = Ti(rk(P )|<1, k(S )|<Z> Becaus€ P, S) is consistent, we also have

that (k(P)|<i, 5(S)|<i) = (k(P|<s), k(S|<:)), which proves the result. O

We already know that is an isomorphism betweesg, and its imagez(5s,), and
that all consistent fixpoints dPr belong tor(Bs;). Therefore, the above Proposition
3.18 now directly implies the following result.

Proposition 3.19. The set of all(P, S) for which (P, S) is a consistent fixpoint of
Dr is equal to the set of all consistent fixpointsaf.

A similar correspondence also holds for the consistent stable fixpoints of these two
operators. Our proof of this depends on the following result.

Proposition 3.20. For all consistentS € W, K(C%T<S)) = C} (K(9)).
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Proof. Recall that the operataﬁ‘ll)T is defined as mapping eaéhto Ifp(D% (-, S)) and,
similarly, Cl maps eacl$ to Ifp(D%(-, S)). Let S € Wg andS = x(S). The values
Cll) (S) and Cl ( S) can be constructed as the limit of, respectively, the ascending

sequence@@n)0<n and(Qn)0<n, defined as followsQ) is the bottom elemerify, of
Ws and for everyn > 0, Q,, = Dy (Qn 1,5); similarly, Qo is the bottom element of
W, that is, for alli € I, Qq(i) = , and for alln. > 0, Q,, = D%(Qn_1,95). |
suffices to show that, for atl € N, Qn = H(Qn)

We prove this by induction over. For the base case, it is clear tM@O) Qo.
Now, suppose that the equality holds fer We have to show that applying to
Qni1 = DY (Q,L, S) will yield Qi1 = D} (Qn,S). By the induction hypothesis,
this last expression is equal ®%(x(Q.,), x(S)). We distinguish two cases. First,
let us assume tha,, is consistent. By Proposition 3.18, it is then the case that
K(D%(Qn, 8)) = DL(R(Qn, S)), which is precisely what needs to be proven. Sec-
ond, assume that(Q,,) = Q,, = {}. Becaus&),,.1 >x Q. andx is order-preserving,
#(Qny1) = {}. Moreover, because al§p, ;1 >, Q,, = {}, we have thaf,,,; = {},
which means that, here too, we get the desired equali®, 1) = Q,+1. O

Together with the fact that is an isomorphism betwedst, and its image:(5%),
which contains all consistent elements in the imag®sf this result now implies the
following correspondence between consistent stable fixpoints.

Proposition 3.21. The set of alk(P, S) for which (P, S) is a consistent stable fixpoint
of Dr is equal to the set of all consistent stable fixpoint®ef

We can now summarize the content of Propositions 3.19 and 3.21 as follows.

Theorem 3.7. LetT be a stratifiable theory. The set of & P, S) for which (P, S) is
a consistent fixpoint (consistent stable fixpoint, respectivelf);ofs equal to the set
of all (P, S), for which(P, S) is a consistent fixpoint (consistent stable fixpointpef

We now define a class of theories, for which (partial) expansions and (partial) ex-
tensions cannot be inconsistent.

Definition 3.24. An autoepistemic theory' is permaconsistenif every propositional
theoryT” that can be constructed froffi by replacing all non-nested occurrences of
modal literals byt or f is consistent.

Observe that, contrary to what the above definition might suggest, we do not ac-
tually need to checkveryassignment in order to determine whether a theory is per-
maconsistent. Indeed, it suffices to only consider the worst case assignment, in which
every positive occurrence of a modal literal is replaced land every negative oc-
currence is replaced by Moreover, we can also check permaconsistency for every
stratum separately, because, for a stratifiable th&qr§’ is permaconsistent iff for
everyi € I, T; is permaconsistent.

Clearly, for a permaconsistent thedFy every belief pair in the image @ or Dy
is consistent and, therefore, all fixpoints or stable fixpoints of these operators must be
consistent as well. As such, Theorem 3.7 implies that the fixpoints and stable fixpoints
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of Dy andDy coincide, which of course implies that also the least fixpoint and well-
founded fixpoint of these two operators coincide. In summary, we obtain the following
result.

Theorem 3.8. Let T' be a stratifiable and permaconsistent theory. The set of all
%(P, S) for which (P, S) is a fixpoint, the Kripke-Kleene fixpoint, a stable fixpoint,
or the well-founded fixpoint P is equal to the set consisting of, respectively, all
fixpoints, the Kripke-Kleene fixpoint, all stable fixpoints, or the well-founded fixpoint
of DT-

This property does not hold for theories that are not permaconsistent. We illustrate
this by the following example.

Example 3.6. Let T be the theory{ Kp < p; =K (p V q)}. ThisT is stratifiable with
respect to the partitioky = {p}, 1 = {q¢}, with the corresponding partition af
beingTy = {Kp < p} andTy = {-K(p V q)}. However,T is not permaconsistent,
because, for instancét < p;—t} is not consistent. The operat®r now has as
its Kripke-Kleene fixpoint the paif{{p,¢}}, {}), as can be seen from the following
computation:

{3 : {3}
()= Mod(T1({}, {{},{a}}), Mod(T1({{},{a}},{}))
=( gy , {}

So, we find that applying to the Kripke-Kleene fixpoint oDy yields ({{}, {¢}}, {}),
which is not equal to the Kripke-Kleene fixpoifify, ,1, {}) of Dr.

(Las Tr)=( Zip,q} ; {4 )

Dr(Ly, Tr)=(Mod(T <{} Tipgy))s Mod(T(Zp.q3,11)))

=( Mod(t < p;—f) , Mod(f < p;—t) )

= ( Tip,qy : {} )

The Kripke-Kleene fixpoint oD, can be constructed as follows:

(L, TO)=( Zipy , {} )
o (1):( Iy : { )
=( Mod(t < p) , Mod(f < p) )
=( Lipy ) {3 )
L=( M (T1<{}az{p,q}>) ) MOd(Tlg{p,q}v{}» )
=( Mod(—f) , Mod(—t) )
= 1, , {} )
DL, T)O0)= ( Mod(To{({{}}, Z(py)) + Mod(To(Zypy, {{}}) )
= Mod(f < p) , Mod(f < p) )
=( {{}} : {{}} )
(1)f(( Mo (T1<{} pa)) Mod(Tl%;p,q}v{D) ;
D (L, T)(0)=( Mod(To<{{}} ) Mod(To{{{}}.{{}})) g
)
)
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Using the correspondences between consistent (stable) fixpoifits @ind Dy,
we can now proceed to analyZeby looking atD; and moreover, becauge; is by
construction stratifiable, we can do so by applying our algebraic stratification results to
this operator. Concretely, we can incrementally construct its (stable) fixpoints, using
its component operators. Of course, for this result to be useful, we also need to know
what these component operators actually are. It turns out that a component an level
corresponds to a theory, that can be constructed ffgry replacing certain formulas
by their truth value according to a belief p&if, V) € Bx|~;. Before showing this for
all stratifiable theories, we first consider the following, more restricted class of theories.

Definition 3.25. A theory T' is modally separatedv.r.t. to a partition(X;);c; of its
alphabet iff there exists a corresponding partiti@h) ;< ; of T, such that for eache I
andy € T;

e for each modal subformul&’y of ¢, eitherAt(y) C X; or At(y) C U, , %;.

Clearly, all modally separated theories are stratifiable. The fact that each modal
subformula of a levell; of a modally separated theoffy contains either only atoms
from X; or only atoms from a strictly lower level, makes it easy to construct the compo-
nents of itsD-operator. Replacing all modal subformulas of a léfelvhich contain
only atoms from a strictly lower level < 4, by their truth-value according to a belief
pair (U, V) € Bs|; results in a “conservative theory™, while replacing these sub-
formulas by their truth-value according (o', U/) yields a “liberal theory’ T!. The pair
(DY., D}.) is then precisely the compone(riDT)(U ) of Dy

To make this more precise, we inductively define the following transformation
©(U,V); of aformulay € T;, given a belief paiU, V) € Bs|<;:

e a(U,V); = afor each atom;
o (p1 A@2)(U, V)i = 01U, V)i Apa(U, Vs
o (p1V)(U,V)i= (U, V)i Va(U, V)i
o (Cp)U, V)i =(p(V,0));

Hev), (Kp) i At(p) C
K(p) if At(p) C 3.

(KSO)<U7 ‘N/>z = {

Note that this transformatiop (U7, V), is identical to the transformatiop(P, S)
defined earlier, except for the fact that in this case, we only replace modal subformulas
with atoms frorrUHi ¥; and leave modal subformulas with atoms frpuntouched.

Let us now consider a compone(‘if)T) ) of the DT operator of a modally
separated theor§’. Such a component maps ea(oﬁ S) € Bz to DT(P S)|l,
Where(P S) is any element 0By, that coincides witHU, V) on all levelsj < i and
with (P;, S;) on leveli. As such, in the construction of a new belief p@it’, S!), this
component will evaluate modal literals that appeaf’jrand whose atoms belong to
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U, : ;. according to eithek((P, 5)|<:)|<i or &((S, P)|<i)|<i. Now, if (P}, S;) is
consistent, the((P, S)|<;)|<i = (U, V) and&((S, P)|<;)|<i = (V,T). It follows
that we can characterize the behaviour of a compo(@mEU’V) on consistent belief
pairs as follows:

Proposition 3.22. Let T’ be a modally separated theory. Lete I and (U, V) €
Bs|<;. For all consisten(P;, S;) € B, :

(D) V(B 8;) = (DY

TL<\77U>1(§1’151)aDu (pzagz))

T,(U,V);

Now, all that remains to be done is to characterize the components of stratifiable
theories which are not modally separated. It turns out that for each stratifiable theory
T, there exists a modally separated the®ty which is equivalent td" with respect
to evaluation in disconnected possible world structures. To simplify the proof of this
statement, we recall that each formydaan be written in an equivalent forgl such
that each modal subformula ¢f is of the formK(a; V - -- V a,,), with eacha; an
objective literal. This result is well-known fdf; semantics and can — using the same
transformation — be shown to also hold for all semantics considered.here

Proposition 3.23. Let (P, S) be a disconnected element®f. Leti € I, by,...,b,
literals with atoms fron¥; andcy, . . ., ¢, literals with atoms fronUHi ¥;. Then

Hips) (K(\ v\ ) =Hws (K(\/ b)) VEC\ o).

j=1l..n j=1l..m j=1l..n j=1l..m

Proof. By definition,

H(Rsy-(K(‘\/ biv \/ )=t

VX eP: H(.7.)’X( \/ b; v \/ ¢;j) =t.
j=1l..n Jj=1l..m
This is equivalent to/X € P, H(. ) x (V- ,05) =torH. ) x(V,o, ) =t
BecauseP is disconnected, it contains all possible combinatidijs, s, U Y|z, U
Z|u, 4,5, With X, Y, Z € P. Therefore the previous statement is in turn equivalent to
foreachX, Y € P, (.. x5, (V1.0 05) =t OV H( v, s, (V1. €5), Which
proves the result. O

As previously discussed, given a levgl of a stratifiable autoepistemic thedfy
we can construct an equivalent thedry in which every modal subformula is of the

2To show this, it suffices to show that each step of this transformation preserves the value of the evaluation
H(p,s),x (). For all steps corresponding to properties of (three-valued) propositional logic, this is trivial.
The step of transforming a formuld (K (¢)) to K(¢) also trivially satisfies this requirement. All that
remains to be shown, therefore, is thé{p s) . (K (¢ A ¥)) = H(p,s),.(K(p) A K(¢)). By definition,
H(pys%,(K((p AY)) = tiff VX € P : H(P,S),X(‘p) =t aﬂd'H(pys)’X((p) = t, which in turn is
equivalenttovX € P : H(p sy, x (K(p)) =tandvX € P: Hp gy x (K(¥)) = t.
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form K(a; V --- V ay,), with the a; objective literals. Using the above proposition,
we can further split every modal subformula of sucli/anto a part containing only
symbols fromX; and a part containing only symbols froLryﬁHi ¥, thus creating a
modally separated theof§’, which is equivalent td’; with respect to evaluation in
pairs of disconnected possible world structures. We will denoteZtfisis [T;]. In

the case of our examplE' = {p vV -Kp; K(p V q) V q}, the modally separated
theory[F] = {p vV - Kp; K(p)V K(q) V ¢} is equivalent taF" with respect to evalu-
ation in disconnected belief pairs. Together with Proposition 3.22, the fact that for all
(P,S) € By andX € Ws, Hy 5 ) x(Ti) = Hyp g x ([13]) implies the following
characterization of the component operator®ef

Proposition 3.24. Leti € I and (U, V) € Bs|<;. For all consisten{P;, S;) € B, :

ANTV) (B &y u d. p u
(Pr)™ (P 5i) = (Piry w0y, (9 Bi) Py,

(piv Sl))

Because we already know that we can construct consistent fixpoints of the operator
Dr by incrementally constructing consistent fixpoints of the component operators of
Dr, this result now provides the final piece of the puzzle, by showing how these com-
ponent operators can be derived from the thelorfFori € I and(U,V) € Bg|<, let
us define that a belief pail;, S;) € By, is astratified pa}rtjal expansiolf stratum
T, given (U, V) if it is a fixpoint of the componentDr)\"""". A belief pair (P, S)
is now a consistent partial expansion®fif and only if there exists &P, S), such
thatz(P, S) = (P,S) and, for each € I, (P, S)(i) is a consistent stratified partial
expansion off; given (P, S)|<;. o o

Note that ifU = V, then of courséZ;[(V,U) = [T;|(U, V), which means that,
on consistent belief pairs, the compon(aﬁtp),EU’V) coincides with the operatdp;
for the theoryl” = [T;](U, V');. As such, the stratified partial expansiongpfgiven

some exact paifU, U) are simply the partial expansions of the theffy (U, U);.

Example 3.7. Let us illustrate this be means of the examplewhich we previously
partitioned intoFy, = {p vV -Kp} andF; = {K(pV q) V q}. The belief pair
({{},{pr}}, {{p}}) is a consistent partial expansion Bf,, as can be seen from the
following equations:

Mod(Fo({{p}}, {{},{p}})) = Mod(pV =f) = {{}, {p}};
Mod(Fo({{},{p}}, {{r}})) = Mod(pV —t) = {{p}}.

For the second level, we need to consifley] = {Kp VvV Kq V ¢} and use this to
construct two theorieg” and F'¢, to be used in the construction of, respectively, the
underestimates and overestimatesforthat is,F liberally estimates the truth a@fp,
while Ff estimates it conservatively:

Fi = [R){{p}}, {0} = {t v Kq v g}
F = [RJ{{}Apk {phhh = {fV KqV g}
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The above proposition now tells us that the component ope(’&p}f({{} Apth i)
coincides with the operathiDFl , DFF) on consistent belief pairs. Therefore, this com-

ponent has a fixpoir(t{{ }, {q}} {{¢}}). as can be seen from the following equations:

Mod(Fi({{a}}, {{}. {&}})) = Mod(t vtV q) = {{} {a}};
Mod(Fy{{{},{q}}), {{a}}) = Mod(f V£V q) = {{q}}.

Now, the set of alll U J for which I € {{},{p}} andJ € {{},{q}} is Z ¢},
while the set of all\M U N for which M € {{p}} andN € {{q}} is the singleton
{{r,q}}. We therefore conclude that the belief pélf, i, {{p,¢}}) is a consistent
partial expansion df".

So far, the above discussion has only considered partial expansions. We can of
course also look at other semantics. Let us defistatified partial extensiowof T;

given (U, V) as a stable fixpoint of the compone®;)”""’. We also introduce
the termstratified expansioior stratified extensionto refer to aQ € W, for which
(Q, Q) is a stratified partial expansion (respectively, stratified partial extension).

Theorem 3.9. LetT be a stratifiable autoepistemic theory. A belief gt .S) of By, is

a consistent partial expansion (respectively, consistent partial extensidnjfothere
exists a( P, §) € By, such tha&(P, S) = (P,S) and foralli € I, (P, S)(i) is a con-
sistent stratified partial expansion (consistent stratified partial extensioff) gfven
(P, S)|<i. A possible world structur€ ¢ W is a consistent expansion (respectively,
consistent extension) @f iff there exists &) € Ws;, such tham(Q) Q and for all

i € I, Q(i) is a consistent expansion (consistent extensioff) @), Q)| ).

For permaconsistent theories, we can draw stronger conclusions. Let us call the
least stratified partial expansion (respectively, least stratified partial extension) the
stratified Kripke-Kleene modéstratified well-founded modelWe then have the fol-
lowing result.

Theorem 3.10. Let T" be a stratifiable autoepistemic theory. TIfis also permacon-
sistent, ther(P, S) is a partial expansion, partial extension, Kripke-Kleene model or
well-founded model df iff there exists g P, S) € By, such thatz(P,S) = (P,5)

and for alli € I, (P, S)(i) is, respectively, a stratified partial expansion, stratified
partial extension, stratified Kripke-Kleene model or stratified well-founded model of
T; given(P, S)|<,. A possible world structur€) € W, is an expansion (extension,
respectively) off" iff there exists a e WE, such that/s(Q) = @ and foralli € I,

Q(i) is an expansion (extension) Bf((Q, Q)| ~i).

3.4.1 Related work

In (Gelfond and Przymusinska 1992) and (Nieénehd Rintanen 1994), it was shown
that certain permaconsistent and modally separated autoepistemic theories can be split
under the semantics of expansions. We have both extended these results to other se-
mantics for this logic and to a larger class of theories.

To give some intuition about the kind of theories our result can deal with, but pre-
vious work cannot, we will consider the following example (from (Etherington 1988)):
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Suppose we would like to express that we suspect a certain person of murder if we
know he had a motive and if it is possible that this person is a suspect and that he is
guilty. This naturally leads to following formula:

Kmotive A ~K (—suspect V —guilty) — suspect.
This formula is not modally separated w.r.t. the partition
Yo = {guilty, motive}, 31 = {suspect}

and, therefore, falls outside the scope of Gelfond et al.'s theorem. Our result, how-
ever, does cover this example and allows it to be split w.r.t. this partition. As we will
discuss in the next section on default logic, there exists an important class of default
expressions, callesemi-normal defaultswvhich typically give rise to such statements.

3.5 Application to default logic

We recall that a default theory is a pdib, W), whereW is a set of propositional
formulas andD is a set of defaults of the form:

azﬁl)"wﬁn
Y

We defined the semantics of such a theory by a transformatido autoepistemic
logic, which maps each defaultof the above form to:

(KaA=K=0y A--- ANaK=3, = 7).

The formulay is called the consequeneens(d) of d.
We begin by defining the concept of a dependency relation for a default theory.

Definition 3.26. Let (D, W) be a default theory over an alphaB&tA binary relation
~» 0nY is a dependency relation for this theory if it satisfies the following conditions:

e For each default: if p is an atom appearing anywheredrand ¢ is an atom
appearing ircons(d), thenp ~ ¢;

e For eachw € W, if atomsp, q appear inw, thenp ~ q.

Again, we can define a default theoffp, W) to be stratifiable with respect to a
partition (X;);c; of its alphabet iff this partition respects a dependency relation for
(D,W). It can easily be seen that, for such a stratifiable theory, there must exist a
corresponding partitiogD;, W;);cr of (D, W) such that:

e For each defaulf: if an atom ofcons(d) is in ¥;, thend € D;,
e For each default: all atoms ofd are in{J, 5, %;.

e For eachw € W, if w contains an atom € ¥;, thenw € W;.
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It can now easily be seen that a dependency relation for a default theory is also a
dependency relation for the corresponding autoepistemic theory and that eadh level
of m(D, W) is preciselym(D;, W;).

By the results of the previous section, this now immediately implies the following
result.

Theorem 3.11. Let (D, W) be a stratifiable default theory. A belief pdiP, S) is a
consistent partial expansion (respectively, consistent partial extensiofi)y,dh’) iff
there exists & P, S) such thatz(P,S) = (P,S) and for eachi € I, (P,S)(i) is
a consistent stratified partial expansion (consistent stratified partial extension) of the
autoepistemic theonyn(D;, W;) given (P, S)|~;. A possible world structur€) is a
consistent expansion (respectively, consistent extensidi),d’) if there exists aQ

such that(Q) = @ and for eachi € I, Q(i) is a consistent stratified expansion (con-
sistent stratified extension) of the autoepistemic theefip;, W;) given(Q, Q)| ;.

Consistent stratified partial expansions and consistent stratified partial extensions
of the autoepistemic theof§, = m(D,, W;) can be constructed using the component
theoriesT;)((S, P)|<;): and[T;]((P, S)| ;). Because no such component theory can
contain a nested occurrence of a modal literal, standard transformations for proposi-
tional logic can be used to bring each of its formulas into the form:

“(Kan AKag AN ANKap)VEB V-V KB, V7,

where thew;, 5; and~ are all propositional formulas. BecauBgy; A - - - A Kayy, iS
equivalent toK (a; A - -+ A ayy,), this suffices to show that each such formula can be
transformed back into a default. As such, it would be possible to reformulate the above
theorem entirely in terms of default logic.

We now investigate a specific class of theories, for which it is particularly useful to
restate our result in this manner. Let us call a default thébryi¥) modally separated
if the autoepistemic theomy.(D, W) is modally separated or, equivalently, if for every
defaultd € D; of form (3.5), it is the case that no formula € {«, 51,...,0n}
contains both an atom € ¥; andq € UHi ¥;. Given a stratum{D;, W;) of such a

theory and a belief paifl/, V) € Bs|~;, we defineD; (U, V), as the set of defauli
that result from replacing, in every € D;, all formulasy € {a, 81, .., 3.} whose
atoms belong to aIphabQﬂHi ¥;, by their truth value according tt/, V). Now,

we can characterize the autoepistemic component tH&of7, V); as simply being
m(D;(U,V);, W;). Therefore, Theorem 3.11 implies that a possible world structure
P is a consistent extension of a stratifiable default the@yy1V') if and only if there
exists aP such that«(P) = P and, for each € I, P(i) is a consistent extension of
the default theoryD; (P, P)|<;)i, Wi).

3.5.1 Related work

(Turner 1996) proved splitting theorems for default logic under the semantics of exten-
sions. We have extended these results to the semantics of partial extensions, (partial)
expansions and the Kripke-Kleene and well-founded semantics. Moreover, Turner’s
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results only apply to modally separated default theories. Our results therefore not only
generalize them to other semantics, but also to a larger class of theories.

Atypical example of a default which is not modally separated but which can be split
using our results, is the example from (Etherington 1988) concerning murder suspects.
This can be formalized by the following default:

motive : suspect A guilty

suspect

In the previous section, we already presented the autoepistemic formula resulting from
applying the Konolige transformation to this default and showed that it was not modally
stratified w.r.t. the partition:

Yo = {guilty, motive}, X1 = {suspect}.

Therefore, Turner's theorem does not apply in this case, but our results do.
Defaults such as these are typical examples of so-cadied-normal defaults.e.,
defaults of the form:
a:f

v

wheres implies~. This typically occurs because there is some formylauch that

8 = Ad. Insuch cases, the Konolige transformation will contain a forniifay v

—¢) and such defaults can therefore only be modally separated w.r.t. stratifications in
which all atoms from both and¢ belong to the same stratum. Our results, however,
also allows stratifications in which (all or some) atoms frdbelong to a strictly lower
stratum than the atoms from

3.6 Conclusions

Stratification is, both theoretically and practically, an important concept in knowledge
representation. We have studied this issue at a general, algebraic level by investigating
stratification of operators in the setting of approximation theory. This gave us a small
but useful set of theorems, which enabled us to easily and uniformly prove splitting re-
sults for all fixpoint semantics of logic programs, autoepistemic logic and default logic,
thus generalizing existing results. As such, the importance of the work presented in this
chapter is threefold. First, there are our concrete, applied results for logic programs,
autoepistemic logic and default logic themselves. Second, there is the general, alge-
braic framework for the study of stratification, which can be applied to every formalism
with a fixpoint semantics. Finally, on a more abstract level, our work also offers greater
insight into the principles underlying various existing stratification results, as we are
able to “look beyond” purely syntactical properties of a certain formalism.



Chapter 4

Predicate introduction

4.1 Introduction

In this chapter, we study the problem of “predicate introduction”. To introduce this
topic, let us consider logic programming. In this context, predicate introduction refers
to a transformation that introduces a new predicate in order to simplify the expres-
sions in the bodies of certain rules. To motivate our interest in this, we consider a
simplified version of a program that occurs in (Balduccini and Gelfond 2003). In this
paper, a logic program (under the stable model semantics) is constructed to capture
the meaning of theories in the action languag)€. In particular,static causal laws
of the following form are considered:P'is caused ifPy, ..., Py". Here, P, Py,...,
Py are propositional symbols. In its logic programming translation, such a causal
law R is represented by the following set of fact¥7ead(R, P), Prec(R, 1, Py), .. .,
Prec(R, N, Py), NbO fPrec(R,N)}.

Now, the meaning inAL of such a law is that whenever all &f,, ..., Py hold,
then so musP. Using the predicatél olds/1 to describe which propositions hold, this
can be captured by the following rule:

Vp Holds(p) <+ (3r Head(r,p) AViVq Prec(r,i,q) = Holds(q)). 4.1

This rule contains universal quantifiers in its body. Even though, as we have seen in
Section 2.2, it is possible to define both stable and well-founded semantics for such
programs, current model generation systems suctsast, SModels or DLV cannot
handle this kind of rules. Therefore, we would like to eliminate this quantifier. The
well-known Lloyd-Topor transformation (Lloyd and Topor 1984) suggests introducing
a new predicateBodyNotSat/1, to represent the negation of the subformula=

(Vi¥q Prec(r,i,q) = Holds(q)). Since~yp = (Jidq Prec(r,i,q) AN—~Holds(q)), we

would then get:

Vp,r Holds(p) < Head(r,p) A ~BodyNotSat(r).
Vr,i,q BodyNotSat(r) < Prec(r,i,q) AN ~Holds(q).

This transformation preserves equivalence under the (two-valued) completion seman-
tics (LIoyd and Topor 1984). However, for stable or well-founded semantics, this is not

4.2)
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the case. For instance, consider #hé theory.A = {P is caused ifQ; Q is caused if
P}. Inthe original translation (4.1), neith& nor @ holds; in the second version (4.2),
however, we obtain (ignoring thE ead/2 and Prec/3 atoms for clarity):

Holds(P
BodyNotSat(Ry
Holds(Q
BodyNotSat(Ry

«— = BodyNotSat(Ry).
— —Holds(Q).
— = BodyNotSat(R3).
— —Holds(P).

(4.3)

—_ — ~— —

Under the stable semantics, this program has two modd&ids(P), Holds(Q)}

and { BodyNotSat(R;), BodyNotSat(Rz2)}. As such, even though it might look
reasonable at first, the Lloyd-Topor transformation does not preserve stable (or well-
founded) models in this case.

Predicate introduction under the well-founded semantics was considered by Van
Gelder (Van Gelder 1993). That paper, however, imposes strong restrictions on how
newly introduced predicates can be defined. In particular, recursive definitions of such
a new predicate are not allowed. However, the ability to introduce recursively defined
new predicates can be very useful; indeed, it is precisely in this way that (Balduccini
and Gelfond 2003) manages to eliminate the universal quantifier in (4.1).

Example 4.1 (Adapted from (Balduccini and Gelfond 2003)).In order to replace
the universally quantified subformut&Vq Prec(r,i,q) = Holds(q) of (4.1), we
introduce a new predicatéll PrecHold(r), resulting in:

Vr,p Holds(p) «— Head(r,p) N AllPrecHold(r). (4.4)

This predicate is then defined in terms of another new predicgtérom(r, ), that
means that the preconditions+1, . . ., n of a ruler with n preconditions are satisfied.
We then define this predicate by the following recursion:

Vr AllPrecHold(r) « AllFrom(r,1).
Vr,n AllFrom(r,n) < 3q Prec(r,n,q) A Holds(q) N AllFrom(r,n +1). (4.5)
Vr,n AllFrom(r,n) < 3q Prec(r,n,q) A Holds(q) A NbO f Prec(r,n).

In this chapter, we prove a generalization of Van Gelder’s result, that shows that
this translation is indeed equivalence preserving.

So far, we have motivated our interest in predicate introduction by looking at logic
programming. However, this same principle is if course also useful in other knowledge
representation languages. Again, the framework of approximation theory will allow
us to study the concept of predicate introduction in a general and uniform way, inde-
pendent of any specific logic. Concretely, we will, in this setting, define the abstract,
algebraic notion of dixpoint extensiomf an operator, which captures predicate intro-
duction at the level of approximation theory. The central result of this chapter is then a
theorem that relates the fixpoints of such a fixpoint extension (which, intuitively, corre-
spond to models of the transformed theory) to those of the original operator it extends
(which correspond to models of the original theory).
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By instantiating this algebraic theorem to the case of logic programming, we will be
able to prove certain equivalences under the well-founded and stable model semantics,
which generalize the aforementioned result by Van Gelder (Van Gelder 1993), by also
allowing recursively defined new predicates. This has some interesting applications,
including a general way of eliminating universal quantifiers. As such, we offer an
alternative for the corresponding step from the Lloyd-Topor transformation, which is
only valid under completion semantics.

We also use the same theorem to prove a result for autoepistemic logic. Here, we
study transformations that introduce new propositions to reduce the nesting level of the
modal operatof . For instance, in the formula

-K(rv-Ks)

the K operator is nested to depth 2. By introducing a new propositm replace
K, we can transform this formula teK (r vV —p), with nesting depth 1. The new
propositionp can then be ‘defined’ by the formulgs = p. We will show that, on
an algebraic level, what happens in this case is precisely the same as what happens
when we perform predicate introduction in a logic program. As such, we will be able
to prove that this transformation is equivalence preserving under a number of different
semantics for autoepistemic logic.

Unlike Chapter 3, this chapter will not discuss the application of our algebraic result
to default logic. Indeed, as we also saw in 3.5, there is little to be learned from this,
due the very close relation between default logic and autoepistemic logic.

4.2 Predicate introduction in approximation theory

We want to study the following transformation. We start out with a rule/seh
some alphabeXt and then introduce an additional alphabedf new symbols, e.g., the
two predicatesill PrecH old and All F'rom from the example in the introduction, that
are defined by some additional rulés We then use these new predicates to form a
new definitionA’ over alphabek U o. In order to study such transformations in an
algebraic setting, we will assume two complete lattites, <;) and (L, <,). Here,

L, can be thought of as consisting of the interpretations for the original alphabet
while L, represents the interpretations for the additional new alphabétve will
need to prove a result concerning the stable and well-founded modés efhich
means that we will need to work with pairs of interpretation&af . As such, we
consider the squar@l.; x L)? of the productL; x Lo, which, as we have seen, is
isomorphic to the product? x L2 of the squares of these lattices. We will denote
pairsP = ((x,y), (u,v)) of this latter Cartesian product &3 ), where(z,y) € L}

and (u,v) € L%. For consistency with this matrix-like notation, we will also write
pairs(z,y) € L? as(z y) and pairgz, u) in L x Ly as(?). We define the following
projection functions: byP| we denote the paif), by | P] the pair(¥), by [ P] the pair
(x y), by | P| the pair(u v), by | P| the element, by [ P| the element:, by | P] the
elementy, and by| P | the element.

Now, we want to prove a relation between the stable and well-founded fixpoints
of the operatorZ,, of the original definitionA and those of the new operat@y,, .
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Algebraically, we consider an approximatignon the squaré.? of the original lattice
L, and an approximatio® on the extended lattice? x L3. We now impose some
conditions to ensure a correspondence between the stable fixpoitisnafB.

The main idea behind these conditions is the following. By introducing a new
predicate into our original definitiod\, we have added an additional “indirection”.
For instance, in the original versiak of our example, we had the formula

Vi, q Prec(r,i,q) = Holds(q),

that could be evaluated in order to check whether all preconditjavfsrule r were
satisfied. This could be done by tfig -operator in a single step. In our new definition
A’, however, every application df,, only checks whether a single precondition is
satisfied. Intuitively, to match the effect of a single applicatiorZgfto some pair
(X,Y) of interpretations of the alphabet &f, we have to iteratd,, long enough for
the truth assignments ¢, Y) to propagate throughout all of the new symbolg\éf
Nevertheless, the end result of this iteratiort/gf should coincide with the result of
the single application of . We need some more notation to formalize this intuition.
Given the operatof3 on L? x L3 and a pair(z y) € L?, we define the operator

B@v onL3asA(uv).|B(L ¥)|. Conversely, given a paiu v) € L3, we define the

u v

operatorB, .y onL? asA(z y).[B( ¥)]. Intuitively, the idea is that one application
of the operatorB(* ¥) will correspond to the act of checking a single precondition

in our example. Now, an important property is that the ruledsdefining the new
predicates contains onlyositiverecursion, i.e.g is a monotone definition. In our
algebraic setting, this leads to a property capjad-to-part monotonicitywhich states

that each operatdB(* ¥) is monotone.

By itself, however, this form of monotonicity will not suffice. Intuitively, the
reason for this is that we should make sure that our transformation does not intro-
duce “too much” non-monotonicity. In the context of logic programming, this means
that we should not introduce an additional cycle over negation. Consider, for in-
stance, the singleton rule seP «— ——P}. The transformation of this rule set into
{P « —=N,N «— =P} (i.e., replacing-P by a new atomV, defined asV <« -P)
would clearly not preserve stable or well-founded semantics. To avoid this case, we
need to make sure that we either replace a positively occurring formula, e.g., replace
Pin {P «— ——=P}, or that our new atom depends only positively on the original
atoms. This last case would cover, for instance, the transformatipR ef —P} into
{P «— =N,N « P}. In our algebraic setting, we introduce two different ways of
strengthening the aforementioned part-to-part monotonicity. The first, called part-to-
whole monotonicity, states that both the new and the old predicates depend positively
on the new predicates; this covers, e.g., the replacemeRtinf{P «— ——P}. The
second is called whole-to-part monotonicity and states that the new predicates should
depend positively on both the new and the old predicates; this covers the transforma-
tion of {P — —P} to {P «— —N, N «— P}. Note that none of these cases cover the
forbidden transformation froiP <« ——P} to {P <« —-N, N <« —P}. In summary,
we get the following algebraic definitions.

Definition 4.1. Let B be an approximation oh? x L3.
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A
L |[(zy)| = |(zy) (xy)| Be |(2"y)
)% (L) B=Y Brv ... BUY Ifp

Figure 4.1:B is a predicate extension ef if By, g 1) (2 y) = Az y).

e B is part-to-part monotondf for each (z y) € L? and(uv) < (v v') € LZ,
LB( o)) = [B(, )
e B is part-to-whole monotonif for each(z y) € L? and(uv) < (v’ v') € L3,

B(2 ") <B(% )

u v ?

e Biswhole-to-part monotonif for all (; ¥) < (% ij) € L3 x L3,

1B(2 )| < (B2 )]

Itis easy to see that both part-to-whole and whole-to-part monotonicity imply part-
to-part monotonicity. Therefore, if any of these three properties is satisfied, then every
operatorB(f” ¥) will be monotone w.r.t. the product order and, as such, have <-
least fixpointfp(B(* ¥)). If we are extending a definitioA with some new predicates,
defined by a monotone rule sgtit is now precisely this least fixpoint that will tell us
what we can obtain by iteratively applying the rulessofAs explained above, once
this derivation using the rules éfhas reached its limit, the operatBrshould behave
as A does onL?. We formalize this in the following definition, which is illustrated in
Figure 4.1.

Definition 4.2 (Fixpoint extension). Let B be an approximation oh? x L3 and A
an approximation oi.?. B is afixpoint extensiomf A iff it is part-to-part monotone
and, for allx, RS Ly, B"F’S(B(m y))(lL’ y) = A(JE y)

Our goal is now to prove a correspondence between fixpoints of an approximation
A and a fixpoint extensio®? of A. We begin by making the trivial observation that
any fixpoint(z y) of A can be extended to a fixpoifif ¥) of B, by choosing: andv
in an appropriate way.
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Theorem 4.1. Let B be a fixpoint extension of. A pair (z y) € L} is a fixpoint ofA
iff (o5 1)) IS @ fixpoint ofB.

This theorem shows that we can find the fixpointsdoby first constructing the
fixpoints of B and then checking for which of these fixpoirits ¥) it is the case that

(uv) = lfp(B® ¥)). The following example demonstrates that it is indeed necessary
to check this additional condition, because fixpointssofor which it does not hold
might not correspond to fixpoints of.

Example 4.2. Consider the following rule set:

AZ{P(—Q. }
Q « false.

Let us try to replace) in the first rule byR, defined by:

5— R — R.
|l R—Q. [

The resulting rule sed’ is then of course:

P — R.
Q < false.
R — R.
R~ Q.

A=

As will become clear in Section 4.3, where we discuss predicate introduction for
rule sets, the operat@a- is a fixpoint extension of the operat@r. However,7x;
has a fixpoint in whichP holds (namely, the paif{ P, R}, { P, R})), while 7n does
not. The reason for the discrepancy is, of course, theRule R in é. This positive
recursion has the effect that—at least under completion semaniiasight become
true, even wheu) is false.

This example demonstrates that, given some fixpginf ) of B, it is indeed nec-

essary to first check whethén v) = Ifp(B(* ¥)), before concluding thatx y) is a
fixpoint of A. Of course, ifB happens to be such that, for some reason, we can always
be sure that this condition is satisfied, then we can safely ignore it. Indeed, in this case,
Theorem 4.1 tells us that the fixpoinfs(A) coincide precisely with the se¢ff p(B)]

of all restrictions toL, of fixpoints of B, which implies that alstfp(A) = [Ifp(B)].

A sufficient condition for this is that every operatBf* ¥) has only a single fixpoint;
indeed, since for each fixpoif ) of B, (u v) is obviously a fixpoint of3(= ), the

equality (u v) = Ifp(B ¥)) then immediately follows. An interesting special case of
this is when evenyB(* ¥) is a constant operator. In this case, we will call the operator
B part-to-part constantin logic programming, we can get a part-to-part constant op-
erator by simply disallowing recursion in the rule set defining our new predicates. As
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such, this result directly applies to, for instance, any transformation where we replace a
subformulap(x) of the body of some rule by a new ataR{x), which we then define
Vx P(x) «— @(x). For such transformations, we will therefore get a correspondence
between the completion and Kripke-Kleene semantics.

So far, we have considered the relation between fixpoints afd B, and showed
that, in particular, every fixpoint oft has a corresponding fixpoint &f. We now turn
our attention to the stable fixpoints of these operators. We first prove that if a fixpoint
of A happens to be stable, then the corresponding fixpoiit will be stable as well.

Theorem 4.2. Let B be a fixpoint extension of. If (z y) is a fixpoint of the stable

operatorC of A, then(ﬁp(B(z yf’)) is a fixpoint of the stable operat@is of B.

To prove this theorem, we first study some more propertieB ahdlfp(B* ¥)).
The operatorsB(* ¥) are quite special, in the sense that they are boghand <-
monotone. It can easily be shown that, in general, for any such opératora lattice
L?, the first and second component@fare completely independent.

Proposition 4.1. LetO be an operator on a lattic&?, such thap is both<-monotone
and <,-monotone. For everya b) € L?, [O(a b)| = [O(a T)| and |O(a b)] =
|O(T b)].

Proof. Leta,b € L. Becaus€a b) < (a T), we have thaD(a b) < O(a T) and,
specifically,[O(a b)| < [O(a T)|. Becausda b) >, (a T), we have thaD(a b) >,
O(a T) and, specifically|O(a b)| > [O(a T)|. Therefore,[O(a b)| = [O(a T)].
Similarly, from (a b) < (T b) and(a b) <, (T b), it follows that, respectively,
|O(a b)] < |O(T b)] and|O(a b)] > |O(T b)], which proves the result. O

Let us denote b)B%m v) and Bé”” v) the operators orl,, that map, respectively,
anyu € Lo to [B®Y)(u T)| and anyv € Ly to |[B@Y)(T v)], i.e., for allu € Lo,
B (u) = [BEV(u T)| = |B(® ¥)| and, similarly, for all € Ly B ¥ (v) =

|BEY)(T v)] = |B($ ¥)]. Clearly, these two operators are monotone.

Because eaclB* ¥) is both <-monotone (since? is part-to-part monotone) and
<p-monotone (sincés is an approximation), Proposition 4.1 now implies the following
result.

Proposition 4.2. Let B be part-to-part monotone. Then for ally € L; andu,v €
Lo,
BE ¥ (uv) = (BI" ¥ (u) By (v)).

It follows directly from this proposition thafp(B(@ ¥)) = (Ifp(B\" ¥)) Ifp(BS" ¥)).
We can now use this result to show that extending a (aiy) € L? with Ifp(B(* ¥))
preserves the precision order.

Proposition 4.3. Let B be part-to-part monotone. For aMt, =/, y, 3’ € L1,

’

(aj y) SP ($l y/) Iﬁ (ﬁp(B(rx: y)?,;) SP (;D(B(“”/ 1/’y)))'
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Proof. It is clear that the right hand side of this equivalence directly implies the left.
Letz, ', y,y be as above and I¢t v) = Ifp(B™ ¥)) and (v v') = Ifp(B*' ¥)). We
have to show thatu v) <, (v’ v"). We first show that: < «'. By Proposition 4.2y =
pr(Bf” y)). Because this implies thatis also the least prefixpoint ofﬁf’” y), it now
suffices to show that’ is also a prefixpoint oB\” ¥, i.e., thatu’ > B\"¥) (/). Be-
cause(”, %) >, (% ¥), we have that/ = LB('T, y/)] > |B(o 4)| = B (),

o T
The fact thaty > v’ can be shown in a similar way, by proving thais a prefixpoint
of the operatorBé‘”” v) | of which’ is the least prefixpoint. O

The stable operatdrfg of an approximatior3 is defined in terms of its downward
and upward stable operatoﬁs}3 and O;. We show the following relation between

these operators and the operatB& ¥’ and B{" .

Proposition 4.4. Let B be a part-to-part monotone approximation @3 x L3. If
(2) = Ch(¥), thenu = Iip(B{* ). If (4) = C}(2), thenv = Ifp(BS" ).

Proof. Let B be as above. We only prove the first implication; the proof of the second
one is analogous. Léf) = C () and letu’ = Ifp(B” ¥)). We will show that: = v’
We start by showing that’ < u. By definition of C'},, (%) = [B(; ¥)|. In particular,

u = B (u), i.e., uis afixpoint of B{* ¥). Because:’ was chosen to be the least
fixpoint of this operatory’ < u.

Now, we prove that alsa < w«’. We do this by constructing an elemerit €
Ly, such that(*,) is a prefixpoint of[B(. ¥)|. Becausg?) is the least such pre-

v
fixpoint, it will then follow that (%) < (%) and, in particularu < u'. To con-
struct thisz’, we consider the operatdrB( » Y] on Ly that maps every € L,

’
u v

to [B(. ¥)|. BecauseB is <,-monotone, this is a monotone operator and, there-

fore, it must have a least fixpoint. Lef be this least fixpoint. Becausg < u,
(0" <p (0 "yand[B( )| < [B(. ¥)| = , i.e.,x is a prefixpoint of the op-

u/ v u v ?l,/ v

erator[ B(,, ¥)|. Thereforez’ < x. Now, becaus¢®, V) <, (% V), LB(ii ") <

/ 7
u v u v

|1B(5 9| = B"Y () = «/. Because, by construction; = [B(:”; )|, we

’
u v u v

have that[B(z, “)| < (%) and (%)) is indeed a prefixpoint of B(" ¥)|. Therefore,

’
u

u <. O

We now have all the material needed to prove that a stable fixpoidt cdn be
extended to a stable fixpoint &f.

Proof of Theorem 4.2Let (z y) = Ca(z y) and let(u v) belfp(B* ¥)). We have
to show that(” ¥) is a fixpoint ofCp, i.e., that(?) = CL(¥) and (¥) = Ch(%).

We only prove the first equality; the proof of the other one is analogous.(fjlﬁt
be Ifp([B(. ¥)]). We will show that(¥,) = (%). By Theorem 4.1, we have that

v u

(& ¥)is afixpoint of B, which implies that{) is a fixpoint of [B(_ ”)|. Therefore,

u v
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(*)) < (%). We now show that als¢?) < (%,). First, we prove that: < z/, by

u u u

showing that:’ is a prefixpoint of the operata (- y)|, of whichz = Cﬁ‘(y) is the least
prefixpoint. If we let(u” v"') = Ifp(B ¥)), then, becaus® is a fixpoint extension
of A, [B(% %)] = A(z'y). Moreover, becaus§’) is a fixpoint of [B(. ¥), u’

v

is a fixpoint ofo”/ v) Sinceu” is the least fixpoint of this operatos,” < u’ and

’

therefore( 7, %) <, (% ). By Proposition 4.3, the fact that < z implies that

v = |lfp(B@® ¥))] > |ifp(B( ¥))] = v. Consequently, we also have tidt %) <,

(””: ¥) and, therefore, by,,-monotonicity of B:

u v

’ ’

[A@" )| = [B(J 2| < [B( 5

’ ’
u v

<[B(% Y=o

’
u v

Hence,z’ is a prefixpoint of{A(- y)| andz < 2. Thereforex = 2. Since(%) =
CL (), Proposition 4.4 states that = Ifp(B\” *)), which we now know to be identi-
cal tolfp(B{" ) = u. We conclude that?) = (%)). O

So far, we have shown that for every stable fixpdinty) of A, it must be the
case thatB has some stable fixpoirft’ ¥). We are of course also interested in the

converse question, i.e., in whether, for every stable fixpgjnt ) of B, the pair(z y)

is a stable fixpoint ofd. In the beginning of this section, we already encountered an
example showing that this is not always the case: transforifig— ——P} into

{P <« —=N; N — —P} generates additional stable fixpoints, which do not correspond
to fixpoints of the original rule set. To exclude such cases, we red@ie be either
part-to-whole or whole-to-part monotone.

Theorem 4.3. Let B be a fixpoint extension of that is either part-to-whole or whole-
to-part monotone. If ¥) is a fixpoint of the stable operatdtz, then(z y) is a

fixpoint of the stable operatat, of A and (u v) = Ifp(B® ¥)).

Our proof of this result will make use of the following property of whole-to-part
monotone operators.
Proposition 4.5. Let B be an approximation oi? x L3. If B is whole-to-part mono-
tone, then, for all(z y) € L2, the operatorB{” ¥ coincides withB!" ) and the
operatorB" ¥ coincides withB{" ¥.

Proof. Let B and (x ) be as above. To prove th&" ¥’ = B{* 7, we observe that

(%) >, (" D)and(® ¥) < (¥ 1). It now follows from the<,-monotonicity

and whole-to-part monotonicity B, that|B(* ¥)| = |B( 1)|. The proof that
BS" ¥ = B{T ¥ is analogous. O
We can now prove that part-to-whole or whole-to-part monotonicity indeed suffices

to ensure that whenevéf ?) is a stable fixpoint of3, then(z y) is also a fixpoint of
A.
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Proof of Theorem 4.3Let B be a fixpoint extension ofi. We need to show that if
(* ¥ is afixpoint ofCp, then(z y) is a fixpoint ofC4 and (u v) is Ifp(B® ¥)). By

definition,(* ¥ is a fixpoint ofCy iff (%) = C5(¥) and(¥) = CL(%). By Proposition
4.4, if this is the case, then = Ifp(B\"¥)) andv = Ifp(B{"¥)). Therefore, by
Proposition 4.2(u v) = Ifp(B* ¥)). What remains to be shown is that= Cj(y) =
Ifp([A(- y)|) andy = O} (x) = ip(| A(x -))).

We will only prove the first equality; the proof of the second one is analogous.
BecauseéA(z y)| = [B(, Y)| = z, z is afixpoint of[A(- y)|. Let us now assume that
there exists a fixpoint’ of this operator such that < z. We will show thatz < 2/, by
constructing some’ for which (%) is a prefixpoint of the operatdB(_ ¥)|, of which
(%) is the least fixpoint. Letu’ v') belfp(B(* ¥)). Observe that, by construction,
we have that both’ = |B(%, %) anda’ = [A(«' y)|= [B(% Y), thatis,(%)) =
[B(gi 2)|- We now need to distinguish between the case wligig part-to-whole
monotone and the case whdsds whole-to-part monotone.

e SupposeB is whole-to-part monotone. By Proposition 4.5, we have that the
operators3S” ¥ andB{" ¥ both coincide withB}" ¥’ and, therefore, they must
have the same least fixpoint, i.e.,= v'. Therefore,(%,) = [B(L, %)| =

[B(zi Y)|- Becausé?) is the least fixpoint of B( | )|, this implies tha(%) <
(*,) and, in particularg < z.

e SupposeB is part-to-whole monotone. Becausé y) <, (z y), Proposition 4.3
implies that(u’ v") <, (v v). In particular,y’ > v. Becausdu’ v') > (v’ v),
by part-to-whole monotonicity(,) = [B(%, %)| > [B(% Y)|. Therefore

’
’LLI’U ’LL/’L)

(ﬁ:) is a prefixpoint of[ B( fj)| and, becausg’) is the least prefixpoint of this
operator(%) < (%,) and, in particularg < 2.

Putting the above results together, we get the following theorem.

Theorem 4.4. Let B be a fixpoint extension of, such thatB is either part-to-whole
or whole-to-part monotond.. ¥) is a stable fixpoint of3 iff (z y) is a stable fixpoint

of A and (u v) = Ifp(B=¥). Moreover,({ ¥) is the well-founded fixpoint dB iff
(z y) is the well-founded fixpoint of and (u v) = Ifp(B* ¥)).

Proof. The correspondence between stable fixpoints follows from Theorems 4.2 and
4.3. By Proposition 4.3, this correspondence between stable fixpoints also implies the
correspondence between well-founded fixpoints, as these are simply-east stable
fixpoints. O
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4.3 Application to logic programming

In this section, we use the algebraic results of Section 4.2 to derive a concrete equiv-
alence theorem for rule sets. Recall that we are interested in transformations from
some original rule sefA over an alphabeX into a new rule sef\’ over an alphabet
¥’ =X Uo. More concretelyA’ is the result of replacing a subformujdx) of some
rule of A by a new predicat#(x) and adding a new rule séto A to define this new
predicateP. We will assume thaDef(§) contains no predicates that were already
in 3. Note thatd may also contain new open predicates, i.e., it is not necessarily the
case thaOp(0) = XP. Itis obvious thatDef(A’) = Def(A) U Def(5). We will
denote the result of replacing (some fixed set of occurrences(&f)in A by P(x) as
Alp(x)/P(x)), i.e., A = Alp(x)/P(x)] U6

We will now use our algebraic results to prove the equivalenc&®’aind A under
a number of different semantics. Recall that these results relate the fixpoints of an ap-
proximationA on the square of some lattidg to those of an operatds on the square
of a product latticel; x Lo. In our case, we need to consider an pre-interpretdfion
and an interpretatio®’ extendingF’ to the open predicates df’. Our initial operator
A will be the operato ¢, with O = 0’|, (a), ON the square of the IattldéF £(a) Of
mterpretanons for the defined predicates/af The extended operatd? WI|| then be
the operatoZ ) on the square of the Iattldégef %) of interpretations foDe f(A').
BecauseDef(A’) = Def(A) U Def (), this last Iattice is isomorphic to the product
lattice L7, , Nk [,gef(& . Therefore, our lattices and operators are of the right form
for our resuﬁts to be appfied.

Our first task is now to show that, under suitable conditidh$, is a fixpoint
extension of7 {.

Theorem 4.5. Let A be a rule set and lef\’ be the resultA[p(x)/P(x)] U ¢ of
replacing somep(x) in A by a new predicaté’(x) defined by somé&. LetO’ be in
,Cgp(A,). LetC be the class of all structures that exte@d to '. If the following
conditions are satisfied:

1. § is a monotone rule set and

2. for all I,J € C such that(I J) }=s ¢ it holds that for alla € dom(F),
P(a)(I J) — sp(a)(I J),

then7<' is a fixpoint extension af, with O = O |op(a)-

Proof. Let us first observe that, because the rulea\bfvith a new predicate in their
head are precisely the rulesifve have that, for angl'}1 e (/:geﬂmx.cw )2

r T ’ ’ ’
TS (3 ) = (@) IV (13 1) = TN OO 1y ). “6)

Because is a monotone rule set, this shows tﬁ’gﬁ' is part-to-part monotone. Now,
let (I, J,) belfp((Z2") /1)), We now need to show that

(T2 )1y gy (I 1) = T (I Jy).
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Because none of the rulesdrhave a predicate frorkl in their head, these can safely
be ignored, i.e(7X) )1, 1) (I J1) = (TN )1, 22)(In J1). Now, A”\ § and A are
completely identical, apart from the fact that in some rule bodies’dfs, the formula
©(x) has been replaced By(x). Therefore, it now suffices to show that, for all tuples
of domain elementa € dom(F)", P(a)!2 /2) = ((a)(/s /1), By equation (4.6),
we clearly have thatl, J;) = pr(?j;(l1 ']1)). Because is monotone, this implies that

(2 j; ) =5 d. Condition 2 of the theorem now gives us precisely the equality we need.
O

Note that, because we only consider monotone rulesset® could have equiva-
lently formulate the second condition of this theorem using the well-founded instead
of the stable semantics, i.e., writithg,, instead of=;.

To see that this result indeed applies to Example 4.1 from our introduction (Section
4.1), lets be the rule set given in (4.5), i.e.,

Vr AllPrecHold(r) < AllFrom(r,1).
§ =< Vr,n AllFrom(r,n) < 3q Prec(r,n,q) A Holds(q) N AllFrom(r,n + 1).
Vr,n AllFrom(r,n) < 3q Prec(r,n,q) A Holds(q) A NbO f Prec(r,n).

Clearly, thisd is a positive rule set and, therefore, also monotone. Now, if we re-
strict our attention to those interpretatiof¥ for Op(A’) that actually correspond to
AL-rules, then it is easy to see that for alle dom(0’), AllPrecHold(r)! /) iff

o(r)I ). Hence, for such interpretatioid¥, the second condition of Theorem 4.5 is

also satisfied, and, therefore, the immediate consequence operator of the extended rule
set is a fixpoint extension of the original operator.

Let us now look at some implications of Theorem 4.5. We first consider supported
model and Kripke-Kleene semantics. By Theorem 4.1, we have that, if the definition
0 is non-recursive, i.e., no new predicates appear in rule bodies, then the supported
models and Kripke-Kleene model df coincide with, respectively, the restriction of
the supported models and Kripke-Kleene modehéto the original alphabet.

As we recall from Section 4.2, in order to also get a similar result for stable and
well-founded semantics, we need some monotonicity properties. To this end, we will
prove two results. The first result states that we get part-to-whole monotonicity if we
replace only positively occurring subformulas, i.e., if after the transformation, the new
predicates appear positively in the bodies of the original rules.

Theorem 4.6. Let A be a rule set and let\’ be the resultA[p(x)/P(x)] U ¢ of
replacing somep(x) in A by a new predicaté’(x) defined by some monotone rule set
0. LetO’ be in Lgp(A,). If only positive occurrences gf(x) are replaced, the@ <

is part-to-whole monotone.
Proof. Let (I; J) be in(L}, s (A))? and let(I; J») and(I; J3) be in(LE, ;(5)?, such
that (I J2) < (I J3). As can be seen from the proof of Theorem 4.5, the factdhat

is monotone implies thafAO,' is part-to-part monotone. Therefore, it suffices to prove

IMore specifically, for every there should be a unique such that(r,n) € NbO fPrec©’ and for
everyl <4 < n there should be a uniqugesuch tha{r, i, q) € Prec©’.
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that [T/ (72 51)] < [Z (1} 71)]. Because the new predicax) appears only
positively in the rules that define the old predicates, this is the case.
0

For the purpose of eliminating universal quantifiers, we are only interested in re-
placing positively occurring subformulas, because a negatively occurring universal
guantifier can of course simply be transformed into an existential one. Therefore, this
kind of monotonicity will suffice for that particular purpose. However, in other appli-
cations, the following monotonicity result might also be useful. It states that we get
whole-to-part monotonicity if the old predicates appear positively in the rules defining
the new predicates.

Theorem 4.7. Let A be a rule set and lef\’ be the resultA[p(x)/P(x)] U ¢ of
replacing someo(x) in A by a new predicaté’(x) defined by somé. LetO’ be in
LE,an- If the rules ofs contain only positive occurrences of atomsaff(A), then

7L is whole-to-part monotone.

Proof. BecauseDef(A’) = Def () U Def(A) andé is monotone, the condition
of this theorem implies that is actually monotone in all of the predicat&g f(A’).
Because the rules ofare the only rules of\’ with a new predicate in their head, this
shows thaZ,¥’ is whole-to-part monotone. O

Put together, these two results tell us that the partial stable models and well-founded
model of A coincide with the restrictions of, respectively, the partial stable models and
well-founded model ofA’ to the original alphabeX, if the following conditions are
satisfied. First§ should be a monotone definition and all of its partial stable models
should satisfy the four-valued equivalence between the new preditatgand the
original formulap(x) (Condition 2 of Theorem 4.5). Second, it should either be the
case that only positive occurrences of a formula are replaced, of tta@itains only
positive occurrences of the original predicates.

Example 4.3. Let us consider, for instance, the following rule, representing an inertia
property:
Vp,t Holds(p,t + 1) « Holds(p,t) A —~(3a Occurs(a,t) A Terminates(a,p)).

By our first monotonicity result (Theorem 4.6), we can replace the positively occur-
ring formula—3a Occurs(a, t) NTerminates(a, p) by a new predicat& nelipped(p, t),
which gives us:

Vp,t Holds(p,t + 1) < Holds(p,t) A Unclipped(p,t).

Vp, t Unclipped(p,t) — —(3a Occurs(a,t) A Terminates(a,p)).
By the second monotonicity result (Theorem 4.7), on the other hand, we can replace
the formulada Occurs(a,t) A Terminates(a,p) of the original inertia property—
a negatively occurring formula that does not contain negation—by a new predicate
Clipped(a,p) in the following way:

Vp,t Holds(p,t + 1) « Holds(p,t) A ~Clipped(p,t).
Vp, t Clipped(p,t) < Ja Occurs(a,t) A Terminates(a,p).
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The results of this section show that both of these transformations preserve partial
stable and well-founded models, and, since neither the rut@fiigiped nor Unclipped
is recursive, also that they preserve supported and Kripke-Kleene models.

As a final remark in this section, it is useful to come back to this four-valued equiv-
alence betweef (x) as defined by and the original formula(x), that is a condition
of Theorem 4.5. One might wonder whether this is really necessary, i.e., whether it
would suffice to check only the following two-valued equivalence:

Foralll € Csuchtha({l I) ;6 :Vae D" I = P(a)iff T E ¢(a). 4.7

In general, this is not the case. For instance, consider an attempt to replace-in

{R — QV -Q; Q — —Q} the formulay = Q vV -Q by a new predicat®, defined

by a definitioné = {P}. The above equivalence would then be satisfied and we
would also get both part-to-whole and whole-to-part monotonicity, but there still is no
correspondence between the modela\aindA’. Indeed, the well-founded model of
A"'={R < P; P; Q — —-Q}is({R, P} {R, P,Q}), while that ofAis ({} {R, Q}).

The four-valued way of interpreting formulas is an integral part of both stable and
well-founded semantics. Therefore, it makes sense that, as the above example shows,
a four-valued equivalence is required in order to preserve either of these semantics. In
practice, however, this should not pose too much of a problem, since most common
transformations from classical logic, e.g. the De Morgan and distributivity laws, are
still equivalence preserving in the four-valued case.

4.3.1 Applications and Related Work

The kind of transformations that we have considered in this chapter have a long history
in logic programming. In this section, we will discuss some of this related work, while
also pointing out a number of interesting applications of our results.

Predicate extraction andv-elimination
The following result is due to Van Gelder:

Theorem 4.8 (from (Van Gelder 1993)).Let A be a rule set containing a rule =

vx P(t) «— 1. Letp(y) be an existentially quantified conjunction of literals, and let
@ be a new predicate symbol. ¢f(y) is a positively occurring subformula ef, then

A is equivalent under the partial stable and well-founded semantics to the rul¥ set
that results from replacing(y) in » by Q(y) and adding the rul&’y Q(y) < ¢(y)

to A.

Because the rule sét= {Vy Q(y) <« ¢(y)} clearly satisfies the conditions of
Theorem 4.5, Van Gelder’s theorem follows directly from ours. This result provides a
theoretical justification for the common programming practicpreflicate extraction
replacing a subformula that occurs in multiple rules by a new predicate to make the pro-
gram more concise and more readable. In (Schrijvers and Serebrenik 2004), predicate
extraction is considered to be an importegfactoringoperation (i.e., an equivalence
preserving transformation to improve maintainability) for logic programming.
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Our result extends Van Gelder's theorem by allowing the new pred@ate be
defined by an additional rule s&tinstead of allowing only the definitiofiy Q(y) «
»(y)}. In particular,recursivedefinitions of@ are also allowed. This significantly
increases the applicability of the theorem. Indeed, as we already illustrated in the
introduction, this allows us to eliminate universal quantifiers. The general idea behind
this method is that we can replace a universal quantifier by a recursion over some total
order on the domain. Of course, this can only be done if the domain in question is
finite.

Definition 4.3 (Domain iterator). Let C be a set of:-structures with domairD.
Let First/1, Next/2 and Last/1 be predicate symbols af. We will call the triple
(First, Next, Last) adomain iteratorin C'iff for each structures' € C' the transitive
closure of Next® is a total order onD and there exists elemenfs! € D such that
First® = {f} and Last® = {I} and, for allz € D \ {I} there exists a unique
y € D\ {f} suchtha{z,y) € Next”.

Given such a domain iteratdit = (F'irst, Next, Last), we can introduce the
following rule setég to define a new predicatBorall(x) as a replacement for some
positive occurrence of a formula(x) = Vy ¥ (x, y):

Vx,y Forall(x) «— First(y) A ¥ (x,y) AN AllFrom(x, y).
vx,y AllFrom(x,y) < Next(y,v') ANp(x,y') A AllFrom(x,y'). (4.8)
Vx,y AllFrom(x,y) < Last(y).

It is quite obvious that, for non-empty, finite domains, this transformation satisfies
the conditions of Theorems 4.5 and 4.6. Therefore, we directly get the following result.

Theorem 4.9 { elimination). LetA be a rule set andb(x) be a formula of the form
Yy ¥(x,y), that appears only positively in the bodies of rules/f For a set of
structuresC' with finite domain, ifl¢ is a domain iterator, them\ [/ Forall] U 6 is
equivalent toA under partial stable and well-founded semantics.

This theorem provides a way of eliminating universal quantifiers from rule bodies
under the stable and well-founded semantics. As we already pointed out in Section 4.1,
this offers an alternative to the corresponding step from the Lloyd-Topor transformation
(Lloyd and Topor 1984), which is valid only for the two-valued completion semantics
and not for stable or well-founded semantics.

In the above theorem, we assume a total order on the entire domain and this same
order can be used to eliminate all universally quantified formulas, that satisfy the
condition of the theorem. This is not precisely what happened in our motivating
example. Indeed, there, the universally quantified formu(a) was of the form:

Vy U1(x,y) = Ya(x,y). Using the above theorem, we would replasex) by a
recursion that says that the implicatigh (x) = ¥5(x) must hold for every element

in the domain. However, in our original version of this example, we actually replaced
»(x) by a recursion which says that for glithat satisfy¥, (x, y) (i.e., for allé, g such

that Prec(r, i, q)) the consequenkq(x,y) (i.e., Holds(q)) is satisfied. This is a more
fine-grained approach, which we can also prove in general.
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A restricted iteratorfor y of ¢;(x,y) in a structurel is a triple of predicates
(First(x,y), Next(x,y,y’), Last(x,y)), such that for all tuplesl of elements of
the domainD of I, (First(d,y), Next(d,y,y’), Last(d,y)) is an iterator ovefe €
D™ | I E Vy(d,e)}. Given such a restricted iterator, we can define the following
replacementorall(x) for p(x):

Vx,y Forall(x) « First(x,y) A Ua(x,y) A AllFrom(x,y).
Vx,y,y" AllFrom(x,y) < Next(x,y,y’) A Ua(x,y’) A AllFrom(x,y’).
Vx,y AllFrom(x,y) < Last(x,y).

Again, Theorem 4.5 can be used to show that, if there is at least one tuple that satisfies
U1, p(x) can be replaced b orall(x).

The idea behind such a restricted iterator is very similar to thabotsded univer-
sal quantifier i.e., one which quantifies only over a subset of the domain. There have
been a number of publications studying bounded quantifiers in the context of logic
programs. For instance, (Moronkov 1992) examines how such quantifiers can be added
to definite logic programs. The difference with our results presented above is that we
do not consider the addition of a new language construct, but instead show how the
bounded quantification effect can be achieved using a simple recursive definition of a
new predicate.

Above, we discussed a result by Van Gelder, shown here as Theorem 4.8, about
predicate extraction for positively appearing subformula. In (Van Gelder 1993), Van
Gelder also considered predicate extractiomfegativelyoccurring subformulas. His
results on this topic are, however, substantially different from our Theorem 4.7. Indeed,
we prove that, ifA’ is the result of performing predicate introduction on a rule/sgt
then, under certain conditions, the restriction of the well-founded modal ab the
original alphabet coincides with the well-founded modelof Van Gelder’s results,
on the other hand, prove thatatl cases certaiparts of the well-founded model oA
and A’ will be the same. This result is not implied by ours, nor vice versa. We have
actually found no results similar to our Theorem 4.7 in the literature.

Fold/unfold transformations and partial evaluation

There is a long tradition in logic programming of studying transformations that pre-
serve the semantics of a program (or parts of it), but make, for instance, its execution
more efficient. We refer to (Pettorossi and Proietti 1994) for an overview. Fold/unfold
transformations play an important role in this context. A lot of this work was originally
carried out for definite programs, but has later been extended to normal programs as
well. For instance, (Aravindan and Dung 1995) proves the correctness of fold/unfold
transformations for stable and well-founded semantics.

In the literature, there are a number of variants of folding, depending on which
predicates are allowed to be folded. In (Gardner and Shepherdson 1991; Maher 1993),
folding is defined approximately as follows. It is a transformation that takes two rules:

Vx H < Body, A\ Bodys. (4.9
vx A «+Body'. (4.10)
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with Body:, Bodys and Body’ conjunctions of literals and, H atoms, such that:
e There exists a substitutighsuch thatBody; = Body'0,
e For thisf, A8 unifies with no other head of a rule of the program.

It then transforms these into:

Vx H «—A6f A Bodys.
vx A «Body'.

Let us assume also th8dy; does not contain an atom that unifies witrand let
A = P(t). The fact thatdd unifies with no other head of the program means that it
essentially acts as though it were an atom containing a new predicate. More precisely
put, if we were to perform a predicate introduction step using some new predjcate
and replacéBody; in (4.9) by Q(t#) defined bys = {(Vx Q(t) «— Body’)0}, then it
is easy to see that the result of this will be equivalent to the result of the folding step.
If, however, Body, itself already contains an atom that unifies with, then it is no
longer possible to view this as a new atom and, consequently, the correspondence to
predicate introduction will be lost. In (Tamaki and Sato 1984; Seki 1993), a slightly
different kind of folding is considered, which cannot completely be seen as a solitary
transformation from one program into another; instead, folding is defined in the context
of a longer sequence of transitions between programs. As such, there is no direct
correspondence to predicate introduction in this case.

Unfolding is, roughly speaking, the inverse of folding. To be more precise, an
unfold transformation takes a normal logic programming rule of the form

Vx H «— A A Body. (4.12)

whereH and A are atoms an@Body is a conjunction of literals, and transforms this as
follows. Let the following be all rules of the program whose head unifies With

Vx A1 +— Body;.

Vx A, «— Body,.

For eachi, let §; be the most general unifier of and A;. The rule (4.11) is then
transformed into

(Vx H «— Body, N Body)6;

(Vx H < Body,, N\ Body)b,

For the relation between unfolding and predicate introduction, we note in a similar
way that if an unfolding step is performed on a predicate that appears nowHgesejn
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or one of theBody;’s, then this again acts as though it were a new predicate and the
unfolding transformation corresponds to the inverse of a predicate introduction step. In
(Dix 1995), theprinciple of partial evaluatiorwas introduced as a means of comparing
different semantics for logic programs. Essentially, a semantics satisfies this principle
if it is equivalence preserving for this restricted class of unfolding transformations.
Therefore, our theorem shows that the stable and well-founded model semantics both
satisfy this principle, which was first proven in (Dix 1995).

Our results go beyond this work on folding/unfolding in two main ways. First, we
have studied rule sets, that may contain arbitrary first-order formulas in the bodies and
may have open predicates. Second, and more importantly, fold/unfold transformations
only manipulate formulas that are already present in the program, whereas we allow
definitions for a new predicate to, for instance, contain recursion where originally there
was none. Both these aspects are crucial for our method of eliminating of universal
quantifiers.

A related class of program transformation techniques are thqeertidl evaluation
(Gallagher 1993). Essentially, an unfolding step is already a particular form of partial
evaluation, and even a very important one. In general, however, partial evaluation
is more than just unfolding, since it also considers transformations that can take into
account the fact that a certain part of the “input” has already been fixed, i.e., they are
only interested in preserving a particulzart of the semantics of a rule set. This is a
kind of equivalence that we have not considered.

More recently, there has been a lot of work in Answer Set programming on the topic
of strong equivalence. Two rule setsandA’ are called strongly equivalent iff for all
rule setsA\”, itis the case thahUA"” andA’UA" are equivalent, in the normal sense of
having the same stable models. Technically speaking, the transformations we consider
here do not even preserve normal equivalence, due to the fact that they introduce new
predicates. Indeed, our results only concern equivalence w.r.t. the original alphabet
of a rule set. Even this equivalence, however, can be lost if we allow the introduction
of additional rules. For instance, our result shows that {P «— —Q;Q «— Q} is
equivalenttaA’ = {P «— R; R «— —Q;Q — Q} w.r.t. the original alphabetP, Q}.
However, if we now add to bothh andA’ the rule se\” = {Q «— —R; R — R}, we
see that the restrictions ¥ of the stable models ok U A” andA’ U A” are not the
same. Indeed)\’ U A” has a stable model in whicR holds, wherea2\ U A” does
not.

4.4 Application to autoepistemic logic

In this section, we use our algebraic results to study the problem of predicate introduc-
tion in autoepistemic logic. Concretely, the goal of the transformations we consider is
to eliminate nested modal operators by the introduction of a new propositional symbol.
We begin with an informal analysis of such transformations.
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4.4.1 Introduction to the problem

As an example, let us consider the following formula:
t= K(Kr = Ks).

This formula states that, under some conditipthe reasoner knows that knowledge
aboutr implies knowledge about

Now, suppose we introduce some propositigpmot belonging to the original al-
phabet: = {¢,r, s} of this formula and that we would like to mean ‘% is known”.

In general, we have a formul@ of a theoryT and want to replace a subformulé&y
(here,p = s), that appears inside the scope of some other modal operator. We can
assume without loss of generality tiat= { F'}, because every theory is equivalent to
the singleton theory consisting of the conjunction of its formulas 4Lle¢ the smallest
modal literal of F that containg{¢. In our exampley = K(Kr = Ks). Let F’ be
the result of replacind<y by p, i.e., in this casd” = (¢t = K(Kr = p)). Intuitively,
what we want to do now is construct a formufathat defines the new atomin such a
way that the models (under some semantics) of the original tHeagincide with the
restrictions to the original alphabEtof the models of the new theofy = {F’, F, }.
We will now give some intuitions on how we should construct sucliafor the above
example.

Perhaps the most obvious candidate formula woul&be= p, which abbreviates
(Ks = p) A (Ks < p). However, it turns out that this will not work. If we abbreviate
the set of all interpretatiorig, , ; ,, for the alphabet of " asZ, we see thai” has a
partial expansiofZ {}). Indeed, onthe one handl,{({} Z) = {t = t;f = p;t < p},
whose set of models i%, while, on the other hand[”(Z {}) contains both the for-
mulat = p andf < p and, as such, has no models. However, the correspond-
ing pair (Zy,.. sy {}) is not a partial expansion of the original formula because
F(Zi4.6y {}) = (t = f), of which every interpretation in whichis false is a model,
soMod(t = f) # {}. We therefore need to look for a different formuig.

Itis clear that, in order to ensure that we do get the result we want, it would suffice
to getyy = K(Kr = Ks)tobe equivalenttg’ = K(Kr = p). Now, ¢ holds iff it is
the case that either there is a possible world in whithfalse or in all possible worlds,

s is true. The formula)’, on the other hand, holds iff it is the case that either there is
a possible world in whichr is false or in all possible worldg; is true. As such, the
formula F}, should forcep to be known iff originallys was known. This suggests the
formula K's = p. Indeed, if it was originally the case thats, then the only possible
world for p will be {p}, but otherwise botk} and{p} will be possible ang will not be
known. A similar line of reasoning applies whenever we want to replace a forlyla
that appearpositivelywithin the scope of the smallest modal litegathat contains it.

To illustrate the other case, let us now try to repl&€e in the above formuld’
by a new atonmy. Once again, it suffices to ensure thjats equivalent to the formula
" = K(¢ = Ks). Now, ¢ holds iff either in all possible worldg is false or in all
possible worlds; is true. As such, our formul&, should, in this case, make sure that
q is known to be false whenever, originallywas not known to be true. That is to say,
if there exists a world in which is false, then; should be false in all worlds. This
suggests the formulaKr = —q, which is of course simply a rewriting ofr < q.
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Once again, a similar line of reasoning applies whenever we are trying to replace a
formula K¢ that appearsegativelywithin the scope of the smallest modal literal
that contains it.

Let us now formally define the problem that we want to consider.

Definition 4.4. LetT = {F'} be an autoepistemic theory. We consider an occurrence
of a modal literal K¢ with K-rank at leasfi. Letp be a proposition that does not
belong to the alphabet @f. The result ofintroducing p to replace (this occurrence

of) Ky is the theoryl” = {F’, F,,}, whereF” is the result of replacing the selected
occurrence ofKy in F' by p and F), is defined as follows, depending on hdiip
appears inside the scope of the smallest modal litetakt contains it:

o If Kp et ¢, thenF, = (Kp = p);
o If Kp e 1, thenF, = (Kp < p).

The question we we will study is when (and for which of the previously mentioned
semantics) the result of introducipgo replaceK ¢ will be equivalent to the original
theory. The rest of this section will continue to use the notations introduced in the above
definition. We will also usé& to denote the alphabet of the original the@handX’ to
denote the alphab&tu {p} of T". By ¢’ we will denote the result of replacing ¢ by

pina.

4.4.2 Application of the algebraic results

We now apply our algebraic theorems to the problem at hand. Recall that these relate
an approximationd on a latticeL? to a fixpoint extensio of A, which is an operator
on a latticeL? x L3. In the current casd,? will be the latticeBy; of pairs of possible
worlds structures for the original alphabetand L3 will be the latticeBy,,, of pairs
of possible world structures for the new alphabg}. Therefore, to play the role of
the fixpoint extensior3, we need an operator on the squBse of the product lattice
Wy = W X Wy, Of course, this gives us the same problem as we encountered in
Section 3.4, namely that this lattice is not isomorphic to the latfigeon whichD.
operates. Here, we will solve this problem in the same way, namely, by also defining
an intermediate operat@; on By .

Let us first recall that, in Section 3.4, we defined a functioilom Wy, to Wy
that maps each pait¥) to {IUJ | I € X andJ € U}. We first observe that,
just as before, none of the possible world sets outside()zﬁ?zl) are relevant for the
operatorDr. Indeed, for any belief paifP’ S’) in the image of this operator, both
P’ and S’ will be of the formMod(T"(P S)) for some belief pai{P S). Now, every
T'(P S) is a—classical—propositional theory, which consists of a fornitilg® S) in
alphabetZ, and a formulaF,, (P S) in alphabet{p}. Because these two alphabets are
disjoint, it is an obvious property of propositional logic thetod (7" (P S)) consists
of all I U J for which I is a model off” (P S) and.J is a model ofF,, (P S). In other
words, forany(P S), Mod(T'(P S)) = n(MOd(F/<P S>)). We therefore conclude that

> g Mod(F, (P S))
Dy (Bsy) C R(By).
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We will now summarize some relevant properties:ofRecall that in Section 3.4,
we introduced the notatioWVs,, for the set of all consistent elements)ok., that is,

all () for which bothX # {} andU # {} or, equivalentlyx() € Wg,. By Wy
we denote the set of alf¥) for which U # {} andW. denotes the set of alf¥ ) for
which X # {}. We use similar notation8s,, Bs; and Bl for the squares of these
lattices.

Proposition 4.6. The functions has the following properties:

1. x is injective on the subsavs, of its domain;
2. Forall () e W, k(¥)|s = X and for all () € Wi, k()| = Us
3. D (Bsr) C R(Bsy).

Let us now define an intermediate operdﬁqr/ on Bs, such that, on the one hand,
this D7 is a fixpoint extension of the operatby- and, on the other hand, the fixpoints
and stable fixpoints b correspond to those @ .

Definition 4.5. We define the functio®y. from By to Ws: as mapping every;: 1)
to the pair(¥, ) for which:

o X' = Mod(F'(R(3 v)));
o U' = Mod(E,(X Y))
We also defindr (3 1) as(Di(1 o) Di(s 1)) andDr(y) asDy (5 ).

This operatorﬁT/ differs from D in two respects. First, in the construction of
a new belief pair for alphabét, it considers only the formul&’, whereas, in the
construction of a new belief pair fdp}, it only considersF),. Second, a new belief
pair for {p} is constructed using only the original belief pai Y) for ¥, instead of
the entire belief pair( ;= 1, ). Because of this, every opera®f, *) = | Dy (¥ )]
is actually constant. We now investigate how we can characterize thélpad) that
is the unique element in the image of so@g v,

First, let us observe that K¢ €™ v, we can determind/od(F,(X Y)) as fol-
lows:

] Kpctqy H Knp(YX>:t\K<p(YX>:f\
F, Kp=p Kp=p
F(XY) t=p f=p
Mod(F,(XY) HpH} {3 {p}}

For K¢ €~ 1, the analogous table is as follows:

] Kpe vy HKgp(XY>:t\K<p<XY>:f‘
F, Kp<=p Kep<p
F(XY) t<=p f<p
Mod(Fy(X Y) {{} {p}} {{}}
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By definition, if (U V) is the unique element in the image of soﬁﬁg Y then
Uis Mod(F,(Y X)) andV is Mod(F,(X Y)), so we can find the precise values of
these two possible world structures by means of the above tables. We remark that, in
particular, it is always the case that bath {} andV # {}, i.e., Dy (Bs/) C Bis.

We are of course mainly interested in fixpoints®f.. Clearly, for every such
fixpoint ()U( ";), it has to be the case th@’ V') is the unique element in the image of
PXY)

% ¥, Let us denote by, the set of all( ;x 1) for which this last property holds.

It can easily be seen from the above discussion that, in every such elen&g]t tie
values ofU andV are as follows.

Proposition 4.7. For all ( 1) € B, the values ot/ and V' depend on the values
of X andY’, and on howK ¢ appears iny, as given by the following table:

Ko(XY) KoY X)
t f t f
Keoety | U={{p}} [ U={{}L1{p}} | V={p}} |[V={{}1{p}}
Keemy [ V={{1,{p}| V={{}} U={(}{}]| U={{}}

Relating fixpoints of Dy and Dy

We now show thaD;» and Dy have the same fixpoints. Because every fixpoint of
D7 must obviously belong to its image, it suffices to consider (ﬂ‘ﬁy i.e., the set

of all (5 ﬁ) € By, for whichU, V # {}. On this particular part of its domain, the
operatorDy is related taDr- in the following way.

Proposition 4.8. For all (g ‘5) € Bé‘f,ﬁ(@p(g 5)) = DT/(E(g g)).

Proof. Let (3 1) € B and let(P S) be®(y 1 ). As we already showed in the

discussion leading up to Proposition 480d(T" (P S)) = m(%ijggg ‘;;))) There-

fore, it suffices to show that,(P S) = F,(X Y). Becausd/,V # {}, we have that
(P S)|z = (X Y), which proves the result. O

From this proposition, the correspondence between fixpoints now follows.
Theorem 4.10. For all (P S) € By, (P 95) is a fixpoint (respectively, the Kripke-
Kleene fixpoint) oDy iff there exists & 5 1) € By such thats(;s 1) = (P S)
and (> 1) is a fixpoint (the Kripke-Kleene fixpoint) Bfr.

Proof. Every fixpoint(;: },) of Dy must belong td3s; and therefore it follows di-
rectly from Proposition 4.8 that( ;- },) is a fixpoint of D. To prove the other direc-
tion, we must show that for every fixpoitP S) of Dz, there exists a fixpoir(t)U( ";)

of Dy such thak( 1) = (P S). Let(X Y) be (P S)|s. We now defind/ as fol-
lows: if P = {}, thenalsaX = {} and we definé/ = Mod(F,(Y {})); otherwise, we
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definelU = P|,y. Similarly, we definé” as: if S = {}, thenV = Mod(F,(X {}));
otherwisel’ = S|,). We now show that thi;; |,) satisfies the desired properties.
First, we show thak(;s 1) = (P S), i.e., thats(¥) = P andx(¥) = S. If

P = {},thens(¥) = w({}) = {}. If P # {}, thenX = P|y, andU = P|,,. Because
(P S) belongs taDy (Bs) C %(Bs) (Proposition 4.6), we have th#t € x(Ws).

It follows that P = n(i}f }) and, thereforeP = x({y). A similar argument shows
P

that alsoS = x(¥;). Second, we show th4t: | ) is indeed a fixpoint oD7. Let
(o
thatm(>, 2)) = DrR(Y V) = ®(S V), thatis, k(%)) = s(¥) andr(¥)) =
#(Y). We now show that this implie§%) = (¥/). Because botli/, U’ # {}, the
equalityx(%,) = s(Z) implies thatX = X’. Now, if X, X’ # {}, then this equality
also impliesU = U’. If, on the other handX = X’ = {}, then by construction,
U = Mod(F,(Y {})) = U’. We conclude that in both casg$) = (¥, ). By a similar

argument it follows that als@};) = (1), so(, 1) is indeed a fixpoint oD7. [

Y)beDr (7 V). Because by constructidi, V # {}, Proposition 4.8 implies

We now also examine the relation between stable fixpoint®efand Dy, To
this end, we compare the lower stable operaﬂ%g andc% . It suffices to compare
T/

only these two operators, because, due to the symmetfy;ofand D7/, we have
thatC}, , = Cp,_ andCL = CL . Recall thatCy, | is defined as mapping each
T/ T/

S to Ifp([Dr (-, S)|) and, similarly,c% , maps each)) to Ifp([Dr (. §)|) . Bya

straightforward induction over the construction of these least fixpoints, Proposition 4.8
now implies the following result.

Proposition 4.9. For all (¥) € WY, KZ(C%T/ X)) = Cp,_, ().

This proposition now implies the following correspondence between stable fix-
points of Dy, and Dy, in precisely the same way as Theorem 4.10 follows from
Proposition 4.8.

Theorem 4.11. For all (P S) € By, (P S) is a stable fixpoint (respectively, the well-
founded fixpoint) oD iff there exists & 7, 1) € Bs such that&(;; 1) = (P S)
and( V) is a stable fixpoint (the well-founded fixpointydf- .

Having shown thaD; and Dy have the same (stable) fixpoints, we can now
proceed to relate the modelsBf (under the various semantics we consider) to those

of T', by using our algebraic theory of fixpoint extension to establish a correspondence
between (stable) fixpoints @. andDr.

Dy is a fixpoint extension of D

We now show thaD; is indeed a fixpoint extension @;. We first observe that,
becausé® is part-to-part constant, it is also part-to-part monotone. Therefore, all that
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remains to be shown is that, for &ff, ) with (U V) = Ifp(D XY)) Dr (5 V)] =

Dr(XY). Of course, in this case, the condition ti&t V') = pr( (x Y)) is simply
equivalent to U/ V) being the unique element in the imageRf; *, i.e., to( 1)

belonging toBs,.
Proposition 4.10. Dy is a fixpoint extension @.

Proof. We need to prove that for all- 1) € B, [Dr(p v)] = Dr(X Y).
By definition of these two operators, it suffices to show that, for éll v) € BE,,
F'(®R(3 V) = F(XY)andF'(®(}, )) = F(Y X). Due to the symmetry aby,
we have that » 1) € B, iff (1, 3) € B,. Therefore, it suffices to show that for

all (3 v) e B, F/(R(; V) = F(X Y). Because the only difference betwegh
andF liesin the modal literalg’’ andq, it suffices to show that the way in whiahH is
evaluated inf’ (7 (3 U v ) coincides with the way in whick is evaluated inF' (X Y').

The precise property that needs to be proven now depends on whether £ or
¢ €~ F, but by the same symmetry argument as above, we can cover both cases by
showing that for al( ;s 1) € B%,, v/ (R(5 v)) = ¥(X Y).

Let us first consider the modal literal and letp’ be the formula for which)’ =
Kp'. For any belief paiP S), Kp'(P S) is equal to the minimum of all truth values
Hi(p ) (p") forwhich I € P. In the case of P S) being equal ta3(;; ;) for some
()é ";) € By, this is equal to the minimum of all Hiugp s)(p") forwhich I € X
andJ € U. Moreover, because there is only one occurrence of the atamthe
entire formulayp’, there must exist a single “worst” truth valwefor p which gives
rise to this minimum; more formally put, for sorve m is equal to the minimum of all
Hiusp s)(p'[p/v]) forwhichI € X andJ € U. Indeed, on the one handgife ™ o’
thenv is the minimum of alf* ; (. .,(p) with J € U. On the other hand, i €~ ¢/,
thenv is the maximum of all; . .,(p) with J € U. Becausd/,V # {} and the
formula p’[p/v] no longer containg, we now have thatn is equal to the minimum
of all H; (x vy(p'[p/v]) for which I € X. This is of course by definition equal to
H.x v) (K [p/v]) = (' [p/v])(X V).

It now suffices to show that this is equal to the way in which the modal lit-
eral K is evaluated during the construction ¢{X Y), i.e., that also)(X Y) =
(W[Kp/v)(XY). If Ko €T 4, thenKy is evaluated in the belief pajiX V), i.e., it
then suffices to show thdt (X Y) = v = minyey (H,. ) (p)). On the other hand,
if Ko €~ 1, thenK is evaluated in the belief pal” X), i.e., it then suffices to
show thatK' (Y X)) = v = maxjcy (H (. .y(p)). It can now easily be checked from
Proposition 4.7 that in both cases the needed equality holds.

O

We now have that, on the one hand, the (stable) fixpoiri¥;efcoincide with those
of Dy, while, on the other hand, the above proposition implies the correspondences
between (stable) fixpoints @ andDr, that were summarized in Section 4.2. This
now allows us to relate the models’Bf andT" under various semantics.
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Expansion, partial expansions and the Kripke-Kleene model

BecauséﬁT,~is part-to-part constant, Theorem 4.1 implies a correspondence between
fixpoints of D andDr. This gives the following result.

Theorem 4.12. A belief pair(P S) € By is a partial expansion (respectively, the
Kripke-Kleene model) of iff there exists a belief paifP’ S’) € Bys/ such that
(P'S")|s = (P S) and (P’ S') is a partial expansion (the Kripke-Kleene model)
of T".

It is easy to see that for all}; 1) € B, (i 1) is exact iff (X Y) is exact.

Therefore, this correspondence between partial expansion also implies a correspon-
dence between expansions.

Theorem 4.13. A possible world structur® € W, is an expansion df’ iff there exists
a possible world structuré®’ € Ws such thatP’|s, = P and P’ is an expansion of
T.

Extensions, partial extensions and the well-founded model

As we recall from Section 4.2, to get a correspondence between the stable and well-
founded fixpoints of our operators, we need an additional monotonicity property. Con-
cretely, D~ needs to be either part-to-whole or whole-to-part monotone. We now
investigate when this is the case.

Proposition 4.11. If ¢» €~ F, thenDy- is part-to-whole monotone.

Proof. By symmetry of the operatdP;, it suffices to show that for allX,Y) and
U V) < U V), D&(5 v) < Ds(X )). Furthermore, becauser is al-

ready know to be part-to-part monotone, it suffices to showthed (F’ <E(f§ 2;))) 2

Mod(F'(R( [} }/))). Becauseh €~ F, this will be the case if’ (¥, X) < ¢/(¥, X).
This now follows fromV < V. O
Proposition 4.12. If » et F, K¢ €t 1 and ¢ is an objective formula, theP; is
whole-to-part monotone.

Proof. By symmetry of Dy, it suffices to show that for all 1) < (X 1)),

D% (5 V)] < [Dw (X 1)) Thisisthe case il od(F, (X Y)) D Mod(F,(X' Y")).
BecauseF, = (K¢ = p), this will be the case ifK¢)(Y X) < (K¢)(Y' X'). Be-
causep is objective,( K ¢)(Y X) depends only oy and (K ¢)(Y’ X’) depends only

onY’. The fact thal” < Y’ now implies thal Kp)(Y -) < (K¢){(Y" ). O

A summary of the monotonicity properties Bf can be found in Figure 4.2. By
Theorem 4.11, we now obtain the following result.

Theorem 4.14. If at least one of these conditions is satisfied:

e pc” For
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|veF [ Kpey || F, [ part-to-part| part-to-whole] whole-to-part]
+ + Kp=p v X v
+ Ko=p v v v
+ - Kp<p v X X
- - Ko<p v v X
(*): Holds only if ¢ is objective.

Figure 4.2: Monotonicity properties @, .

e K¢ €T 1y andy is objective,

then a belief{ P S) € By, is a partial extension (respectively, the well-founded model)
of T iff there exists a belief paifP’ S’) € By such that(P’ S)|s = (P S) and

(P' S’) is a partial extension (the well-founded model)Idf Moreover, under the
same condition, a possible world structufec Wy is an extension df’ iff there exists

a possible world structur®’ € Ws such thatP’|y, = P and P’ is an extension df”.

A final question that remains to be answered is what happens in the case where the
above theorem is not applicable, i.e., whek™ F and K¢ €~ . It turns out that in
this case there is no correspondence. We demonstrate this by the following example.

Example 4.4. Let T be the theory{ K—K¢}. If we replaceKq by p, we getT’ =
{K—p; Kq <= p}.

Let us first look at the well-founded model 8f We start by applying the stable
operatorCp,. to the least precise paify, {}). To obtain a new underestimat¥, we
constructC}DT({}) = Ifp([Dr(- {})]). We find thatC%({}) = Ty, because:

[Dr(Zs, {})| = Mod(T({} I)) = Mod(t) = Is.
For the new overestimate, we have tﬁ@T (Zs) = Iy, because:

|Dr(Zs, Is)] = Mod(T(Is, Is)) = Mod(t) = Is.
We therefore have th&l,,. (Zx {}) = (Zx Zx). Moreover, since by symmetry @,
C},. = Cp,_, we now also see thélp,. (Zs Is) = (Zx Zx). Therefore, this belief pair

is the well-founded model df, which is also its unique stable model.
We now perform a similar construction ¥ First,C'- ., ({}) = I, because:

[Dr(Zs, {})| = Mod(T{{} Ix)) = Mod(t;t < p) = Iyx.
SecondCllT, (Zs) = {}, as can be seen from the following computation:

|Dr/(Is Is)] = Mod(f;f < p) = {}
Dr(Is {})] = Mod(f;f < p) = {}
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[yeF|[Kpey | F, | (part)expansiorf K-K | (part.) extension wfm |
+ + Kp=p v v v v
- + Kp=p v v v v
+ - Kp<p v v X X
- - Kp<«<p v v v v

(*): Holds only if ¢ is objective.
Figure 4.3: Semantics preserved by repladig by p.

Therefore, the well-founded model @' is (Zy, 43 {}). The restriction of this to
the original alphabek is (Zx, {}), which does not coincide with the well-founded
model of 7. Moreover, the partial stable modelsBfare(Zy, 3 {}), ({} Z{p,q1) @and
({{q},{}} {{qa},{}}), which do not correspond to thoseBfeither.

As a side note, we remark that if we were to ignore our analysis of Section 4.4.1
and takeF}, to be the formula¢ = p instead ofK¢ <« p, then we would not get a
correspondence either. Indeed, it can easily be checked that the well-founded model of
{K-p; Kq < p}isalso(Zx {}).

The results of our analysis of predicate introduction for autoepistemic logic can
now be summarized by the table in Figure 4.3.

4.4.3 Discussion and related work

The nesting of modal operators is a source of computational complexity when eval-
uating autoepistemic theories in possible world structures, and therefore also when
constructing models of such theories. Moreover, it also obscures the relation between
this logic and other, related languages, such as logic programming and default logic.
Indeed, both the Konolige transformation (Konolige 1988) from default logic into au-
toepistemic logic and, for instance, the transformations of logic programming into au-
toepistemic logic considered in (Bonatti 1995) map into the fragment without nested
modal operators. In (Marek and Truszéski 1991), a transformation is presented that,

at least under the semantics of expansions, can reduce any theory to an equivalent one
that does not have such nestings. This transformation preserves the original alphabet
of the theory, but might lead to an exponential blow-up in its size, since it uses the
standard propositional normalization technique of distributing disjunction over con-
junction. Our results on predicate introduction can be used to achieve the opposite
effect of avoiding such a blow-up, at the expense of an increase in the alphabet. A
simple algorithm that does this, would be the following. As long as there are formulas
of K-rank at least 2, select a formuléy with maximum K -rank and replace this by

a new atom, in the way previously described. This algorithm reduces a tfietra
theoryT” without nestedk” operators, whose size is linear in the size of the original
theory. Our results show tha@ is equivalent tdl” on the original alphabet &F under

the semantics of expansions, partial expansions, and Kripke-Kleene semantics. For the
semantics of (partial) extensions and the well-founded semantics, this result does not
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Logic programmmg Autoepistemic logic Preserves
\ T \ T stable fixpoints
R «— —P. K
(R — —R} - (KKr) P v
P —R. Kr=p

P — —R.

(R — —R) { ek } (~K-Kr)

R+ P.
{R <~ R} {
P —R.

(~KKr) { ~Kp

(R— R} { ﬁ : :;} (K-Kr}

Figure 4.4: Correspondences between logic programming and autoepistemic logic.

quite hold. Indeed, here, our results do not give us a way of getting rid of nestings
Ky €™ 4, wherey € F. However, other nestings can still be eliminated.

Our analysis of the problem of predicate introduction in autoepistemic logic shows
that our algebraic theorems also allow meaningful and useful results to be derived for
this logic. Moreover, the algebraic concepts we have defined, i.e., those of fixpoint
extension and part-to-part, part-to-whole, and whole-to-part monotonicity, have also
proven to be useful analysis tools in this case. The use of these concepts reveals some
interesting similarities to predicate introduction for logic programming, which might
otherwise have gone unnoticed. Indeed, Figure 4.4 shows four cases of predicate in-
troduction, in which, at the algebraic level, what happens in logic programming is
precisely the same as what happens in autoepistemic logic. As such, the results of this
section provide convincing evidence for the fact that our algebraic theory of fixpoint
extensions is not only a convenient way of proving results for logic programming, but
is also more widely applicable abstraction of a general knowledge representation prin-
ciple.

45 Conclusion

In this chapter, we have developed a theory of fixpoint extension in the framework of

approximation theory and studied two applications of these results. First, we inves-
tigated transformations for a general class of logic programming variants, under the
supported model, Kripke-Kleene, stable, and well-founded model semantics. One of
our most interesting results here was a general way of eliminating universal quantifiers
from rule bodies under stable and well-founded semantics. Second, we also looked
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at autoepistemic logic. Here, we studied a transformation to reduce the nesting depth
of the modal operatofl. We showed that, at the algebraic level, there are some re-
markable parallels between the effects of this transformation and what happens in the
case of logic programming. We were able to prove that this transformation preserves
equivalence under the semantics of (partial) expansions and Kripke-Kleene semantics.
Moreover, we also showed that, in a large number of cases, though not all, equiva-
lence is also preserved under the well-founded semantics and the semantics of (partial)
extensions.

In summary, we have demonstrated that our abstract concept of fixpoint exten-
sion can be used to analyze the problem of predicate introduction for different non-
monotonic logics and under different semantics. Moreover, this also exposes interest-
ing relations between otherwise seemingly unrelated transformations. Together with
the results of Chapter 3, this chapter therefore demonstrates that approximation theory
is indeed a useful framework, in which properties of different logics with a fixpoint
semantics can be studied in a clear, general and uniform way.
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Chapter 5

Causal probabillistic logic

5.1 Introduction

In this chapter, we study the relation between constructive processes and the concept
of causality To motivate our interest in this topic, let us consider a causal statement of
the following form:

Pneumonia causes chest pain. (5.1)

As a starting point, we present an analysis of the intuitive meaning of this statement.
On the one hand, there is the rather obvious component that patients with pneumonia
also suffer from chest pain. On the other hand, there are also two more subtle aspects
of this statement.

e In essence, the causal statememtyisamicin nature, i.e., it refers to something
that might happen, to a kind of occurrence, to an activation of some mechanism
in the domain of discourse. In the case of statement (5.1), we are talking about
a biological process involving viruses, lung tissue, nerves, and impulses. Once
the patient has pneumonia, this mechanism is put into motion and eventually
produces the phenomenon of chest pain. Because such a process might take
some time to complete, this implies that if we were to observe pneunnomia
then the accompanying chest pain might only manifest ita¢dr. This is in
contrast to, for instance, the statement “pneumonia implies chest pain”, which is
static in nature and refers to a single point in time; i.e., if we observe pneumonia
now, then the implied chest pain is also observed now. In what follows, we will
refer to such mechanisms, to these “things that might happeeYaags

e Saying that pneumonia causes chest pain also implies that chest pain is a prop-
erty thatneedsto be caused, i.e., the statement suggest that there existsasome
priori state of affairs and that, in this state, chest pain is absent. It is only if the
original state is affected in some way—for instance, if the mechanism by which
pneumonia causes chest pain is activated—that the initial state of this property
might change and the patient might suffer chest pain.

89
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These observations suggest that if we have an exhaustive enumeration of all causal
statements that are relevant with respect to some particular (aspect of a) domain of
discourse, we could predict the final states in which this domain might end up by
considering which possible sequences of events might occur. For instance, let us look
at the following set of causal statements:

Pneumonia causes chest pain. (5.2)
Chest pain causes insomnia. (5.3)
Insomnia causes headache. (5.4)

Initially, the properties that might be caused (chest pain, insomnia, and headache) are
all in their original state of being absent. If the patient now has pneumonia, then the
event described by (5.2) will occur and cause chest pain, after which event (5.3) will
also occur, causing insomnia, which finally also causes (5.4), thus resulting in a patient
with a headache. On the other hand, for a patient without pneumonia, none of these
events will be caused, so—if the enumeration really is exhaustive—there will be no
headache.

Each of the causal statements we have considered so far describes an event whose
effect is known with certainty. In real life, few events have this property. For instance,
it is easy to image that the biological process underlying statement (5.1) (i.e., the virus
infecting the lung tissue, which causes an nerve impulse to brain, which leads to the
phenomenon of pain) might actually sometimes not result in the patient feeling chest
pain at all. To take into account such non-determinism, we say, for instance:

Pneumonianightcause chest pain.

For another example, the following statement describes the possible effects of a risky
surgical procedure:

The surgery might cause the recovery of the patient, but it also might cause
his death.

In both these cases, it is natural to quantify the uncertainty by assigning a probability
to the possible outcome(s), such as:

Pneumonia causes chest pain with probabiligy

or:

With probability 0.7, the surgery causes the recovery of the patient, but
with probability0.3, it causes his death.

Statements of this form will be our central topic. For obvious reasons, we will refer
to such a statement asausal probabilistic event descriptipor also, somewhat less
accurately, as simply @ausal probabilistic eventvhich we abbreviate a8P-event

We will then consider a simple knowledge representation language, in which the
causal structure of a domain is represented by an enumeration of all relevant CP-events.
We call such a set of CP-event€®-theoryand refer to the language of all CP-theories
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asCP-logic As suggested by the above discussion, we will define the semantics of CP-
logic by means of certain probabilistic processes, which can be constructed by consid-
ering the ways in which the events described by a CP-theory could actually happen.
This generalizes in a rather straightforward way the process we described above in the
context of the deterministic causal statements (5.2), (5.3) and (5.4); only, instead of
each event having just a single effect, which results in a linear progression from an
initial state to a unique final state, we now get events that can have multiple effects,
which leads to a branching of possibilities, generating a tree-like progression from the
initial state to a number of possible final states. We will call the probabilistic processes
that can be generated by a given CP-theorgxiscution models

In general, a CP-theory might have many execution models. Indeed, this is to be
expected, since, clearly, certain relevant information about the dynamic evolution of a
domain is not expressed in our language; in particular, a CP-theory does not incorporate
any temporal information, i.e., it does not speaiiena particular CP-event might
happen, how long such an event will last, or even the order in which events happen.
However, as we will show later, all execution models of a CP-theory generate precisely
the same probability distribution over their final states. This uniqueness result is an
interesting property, because, typically, we are not really interested in the actual details
of the evolution of a domain anyway, but only care about the probability of arriving
at a certain end result. Our result now shows that causal information, in the form of a
CP-theory, suffices to know which possible outcome will occur with which probability.
This offers an appealing explanation for why causality is such an important concept:
causal information is in essence a compact and robust way of specifying just enough
properties of the behaviour of a non-deterministic process to uniquely characterize the
probability distribution that it generates.

CP-logic is essentially a causal probabilistic modelling language. It mainly distin-
guishes itself from other such languages by its explicit focus on the dynamic nature
of causality—an aspect which is somewhat ignored in current literature. Indeed, let
us consider, for instance, Pearl’'s influential work on causality (Pearl 2000). In this
approach, the causal structure of a domain is described by a causal Bayesian network,
i.e., a directed acyclic graph, in which every node corresponds to some random vari-
able. The intuitive reading of such a network is that the value of every node is causally
determined by the values of its parents in the graph. We can view such a network as
an abstract representation of a class of probabilistic processes, in which, whenever the
values of all parents of a node have been determined, an event occurs that propagates
these values to the node itself. Here, too, we can make the observation that, in general,
such a process is not not unique (because for any two nodes with no path between them,
the network does not specify which of the events associated to these nodes will happen
first), but that all these processes do generate the same distribution.

Now, for many domains, all of the relevant events might not fit directly into the rigid
structure that a Bayesian network imposes. This will be the case, for instance, when
more than one event is involved in determining the value of a single random variable,
or when the propagation of values does not always happen in the same direction. In
this sense, CP-logic extends Bayesian networks by allowing a more flexible and fine-
grained representation of causal events, in which such phenomena can be modeled in
a more direct and straightforward way. The uniqueness result described previously
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shows that we can do this and still retain the property that every theory generates a
single probability distribution over possible final states of the domain.

In summary, this chapter presents the following contributions. We explore the dy-
namic nature of causality and develop a representation language for causal knowledge,
based on the construct of a causal probabilistic event. We prove that the information
contained in a set of CP-events suffices to be able to predict the end result of the evo-
lution of a domain. This study of causality extends and complements Pearl’s work on
this topic in a number of ways: we identify the concept of a CP-event as a unit of
causal information, that is more basic than the parents-child relation underlying causal
Bayesian networks. In this way, we get a more flexible and fine-grained representations
of causal events, which allows more straightforward, compact, and elaboration toler-
ant models of causal knowledge. Moreover, we are able to support and clarify Pearl’s
claims on the stability of causal information and its importance for achieving compact
representations, by showing that causal information captures precisely those aspects of
the behaviour of a probabilistic process that are relevant for its final outcome.

This chapter is structured as follows. In Section 5.2, we formally define an initial,
restricted version of CP-logic. In Section 5.3, we show how a certain kind of process
can be modeled in this basic language, which suggests a way of defining a more general
version of CP-logic. This will be done in Section 5.4. Section 5.5 then discussed the
resulting definitions in more detail. In Section 5.6, we investigate the precise relation
between CP-logic and Bayesian networks.

5.2 Alogic of causal probabilistic events

In this section, we formally define the language of CP-logic. We assume that we have

a logical vocabulary: at our disposal, such that any particular state of our domain of
discourse corresponds to a Herbrand interpretation,dfe., a set of ground atoms.

The restriction to Herbrand interpretations is made solely to ease notation; it is easy to
extend all our definitions and results to arbitrary domains. We will make the standard
distinction between properties that are endogenous (internal) to the process being mod-
eled and properties that are exogenous (external); the endogenous properties are those
which are affected by the process, while the exogenous properties simply describe the
context in which it is taking place. To this end, we split the predicates of our vocabulary
into a set of endogenous predicates and a set of exogenous ones.

5.2.1 Syntax

We want to describe the causes and effects of probabilistic events. A cause for an event
will be represented by a first-order sentegcgé.e., ¢ does not contain free variables.

To represent the effects of an event, we will assume that our vocabulary is constructed
in such a way that an event either does not affect the state of the domain at all, or causes
a single (property corresponding to a) ground atom with an endogenous predicate to
become true. ACP-events then a statement of the following form:

(pl : al)\/"’\/(pn : Oén) — ¥, (55)
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wherey is a first order sentence, thgare ground atoms with an endogenous predicate
and thex; are non-zero probabilities with® «; < 1. Such an expression is read as:

“Propertyp causes an event, whose effect is that at most one of the prop-
ertiesp; becomes true, and for eaph the probability of it being caused
is a;.”

If an event has a deterministic effect, i.e., it always causes somepatoti proba-
bility 1, we also write simply — ¢ instead ofp : 1) — ¢. We allow the precondition
 to be absent, meaning that the CP-event always happens. In this case, the CP-event
is calledunconditionaland we omit the<-"-symbol as well.

A CP-theoryis a finite multiset of CP-events. Throughout this section, we will
restrict attention to CP-theories in which all sentengeare positive formulas, i.e.,
they do not contain negation. Afterwards, Section 5.4 will examine how negation can
be added to CP-logic.

Example 5.1. We consider a medical example. Pneumonia might cause angina with
probability 0.2. Vice versa, angina might cause pneumonia with probahilily A
bacterial infection can cause either pneumonia (with probafsility or angina (with
probability0.1). We consider bacterial infection as exogenous.

(Angina : 0.2) < Pneumonia. (5.6)
(Pneumonia : 0.3) «— Angina. (5.7)
(Pneumonia : 0.4) V (Angina : 0.1) « Infection. (5.8)

We now define some notation to refer to different components of a CP-theory. The
headhead(r) of a ruler of form (5.5) is the set of all pairép;, ;) appearing in
the description of the effects of the event; the badyy(r) of r is its precondition
©. By heada:(r) we denote the set of all ground atomsfor which there exists
an«; such that(p;, ;) € head(r). Similarly, by body 4:(r) we will denote the set
of all ground atoms which “appear® in body(r). For the above example, if is
the CP-event (5.8), theleead(r) = {(Pneumonia,0.4), (Angina,0.1)}, head 4y =
{Pneumonia, Angina}, body(r) = Infection andbodya:(r) = {Infection}.

We will call a CP-evenfy «— ¢ arule if we want to emphasize that we are referring
to a syntactical construct. We also introduce the concephofagroundrule as a way
of concisely representing sets of CP-events with identical structure. Concretely, such a
non-ground rule is of the form:

Vx (A1 :ar) VeV (A agn) < @,

where the atomsi; and the formulap now may contain free variables, taken from
the universally quantified tuple of variablgs Such a non-ground rule is seen as an
abbreviation for the set of all rulegx/t] that result from replacing the variablgs

by a tuplet of ground terms in alphabet. For instance, if we wanted to consider

IMore formally, we uséody 4; (1) to denoteB - (body(r)), whereF is the Herbrand pre-interpretation
andBr () is the base we defined in Definition 3.14 of Section 3.3.2.
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multiple people in the above example, we might include constaitén, Mary} in
our vocabulary: and write the non-ground rule

Vz (Angina(z) : 0.2) « Pneumonia(x),
to abbreviate the two CP-events

(Angina(John) : 0.2) «— Pneumonia(John).
(Angina(Mary) : 0.2) < Pneumonia(Mary).

Because CP-theories are finite, the use of such abbreviations only makes sense in the
context of a finite domain, i.e., when the vocabulary does not generate an infinite num-
ber of terms.

In our formal treatment of CP-logic, we will never consider non-ground rules, but
always assume that these have already been expanded into a finite set of regular CP-
events. When using such non-ground rules in examples, we will implicitly assume
that predicates, functions and constants have been appropriately typed, in such a way
as to avoid instantiations that are obviously not intended. In this way, we also allow
ourselves to use function symbols, without immediately creating an infinite grounding.

5.2.2 Semantics

This section defines the formal semantics of CP-logic. A CP-theory expresses cer-
tain knowledge about the dynamic evolution of a domain. To make this more formal,
we will assume that this evolution corresponds to a simple kind of probabilistic pro-
cess, similar to, e.g., the processes considered in (Halpern and Tuttle 1993). Con-
cretely, a process starts in some initial state and, through a sequence of possibly non-
deterministic events, it probabilistically progresses towards any of a number of possible
final states.

Our basic mathematical object will be that of a tree structure, in which the edges are
labeled with probabilities. Each node in this tree corresponds to a state of the domain,
with the root representing its initial state and the leaves its possible final states. For-
mally, we will assume a functiofi that maps each nodeto a Herbrand interpretation
Z(s), which represents the state of the domain to which this node corresponds.

Definition 5.1. Let ¥ be a vocabulary. Aorobabilistic X-processT is a pair(T;Z),
such that:

e T'is atree structure, in which each edge is labeled with a probability, such that
for every non-leaf node, the probabilities of all edges leavingsum up to
preciselyl;

e 7 is a mapping from nodes @f to Herbrand interpretations of.
If we interpret the probability associated to an edges’) as the probability of

making a transition frons to s’ and assume that all these transitions are probabilis-
tically independent, then we can associate to each ndtie probabilityP(s) of a
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random walk in the tree, starting from its root, passing throsigimdeed, for the root
1 of the tree,P(L) = 1 and for each other nodg P(s) = ][], o; where then; are
all the probabilities associated to edges on the path fromLthe s. Essentially, the
mappingP contains all the information that is present in the labeling of the edges and
vice versa. To ease notation, we will sometimes take the liberty of identifying a proba-
bilistic X-processT’; Z) with the triple(T’; Z; P) and ignoring the labels on the edges
of T'.

Each probabilisti¢:-process now induces an obvious probability distribution over
the states in which the domain described®bynight end up.

Definition 5.2. Let X be a vocabulary an@ = (T'; Z; P) a probabilistic:-process. By

w7 we denote the probability distribution that assigns to each Herbrand interpretation
I of X the probability () P(s), whereLz(I) is the set of all leaves of T for
whichZ(s) = 1.

seLr

Like any probability distribution over interpretations, such-aalso defines a set
of possible worlds, namely that consisting of &lfor which 7 (I) > 0. If all the
probabilitiesP(s) are non-zero, then this is simply the set of Al) for which/ is a
leaf of 7.

We now want to relate the transitions in such a probabilistjgrocess to the events
described by a CP-theory.

Definition 5.3. Let > be a vocabularyC a CP-theory in this vocabulary aril a
probabilisticx-process. Let € C be a CP-event of the form:

(p1:a1) VeV (Pt o) .
We say that happensn a nodes of 7 if s hasn + 1 childrens,, ..., s,+1, such that:
e Foralll <i<mn,Z(s;) =Z(s)U{p;} and the probability of edgés, s;) is a;;
e Fors,1,Z(sn41) = Z(s) and the probability of the edds, s,,41) is1— ", c.

For simplicity, we will omit edges labeled with a probability of zero; this does not
affect any of the following material.

This definition now allows us to link the transitions in a probabilistiprocessl”
to the events of a CP-theory. Formally, we will consider a mapping from each
nodes of 7 to an associated CP-event C. Because, in our terminology, an event is
something that happens at most once, the following definition will also consider, for a
nodes, the set of all events that have not yet happenedii®., the set of alt € C for
which there does not exist an ancestoof s such that (s’) = r. We will denote this
setasRg(s).

Definition 5.4 (Execution model—positive case)Let C' be a positive CP-theory and
X aninterpretation of the exogenous predicates. A probabilispcocess = (T';7)

is anexecution modedf C' in contextX, written7 |=x C, iff there exists a mapping
£ from the non-leaf nodes &f to C, such that:

e Fortherootl of 7,7(1) = X;
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Not?ti)on: (Inf}
a1 I $ an y
P2 5@ o 0.4 e(v)egj . 0.1
Z(s1) Z(sn)
{mfpny AW {Inf, Ang}
0.2 event (5.6) ! event (5.7 0.7
0.8 0.3
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0.08 0.32 0.03 0.07
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wr(I) 0.11 0.32 0.07 0.5

Figure 5.1: A procesg for Example 5.1 and its distribution; .

¢ In each non-leaf node an even€(s) € Re(s) happens, such that its precondi-
tion is satisfied irs, i.e.,Z(s) = body(E(s));

e For each leaf of 7, there are no eventse R¢(s) for whichZ (1) |= body(r).

If there are no exogenous predicates, we simply vifite- C.

Example 5.1 has one execution model for every specific cofextte process for
X = {Infected} is depicted in Figure 5.1. In general, however, execution models are
not unique. Let us illustrate this by another example.

Example 5.2. John and Mary are each holding a rock. John will throw his rock at a
window. With probability0.5, Mary will also throw her rock at this window. With
probability 0.6, John’s rock will hit the window, causing it to break, whereas Mary
throwing her rock will cause the window to break with probabilits.

(Break : 0.8) <« Throws(Mary). (5.9)

(Break : 0.6) « Throws(John). (5.10)
(Throws(Mary) : 0.5). (5.11)
Throws(John). (5.12)

This example has a number of different execution models. Two of these are de-
picted in Figure 5.2. We observe that, even though in these two processes events hap-
pen in a different order, they produce precisely the same probability distribution. This
is a general property of positive CP-theories.

Theorem 5.1 (Uniqueness—positive case).et C be a positive CP-theory. if; and
T, are both execution models 6f thenry;, = 77,.

Proof. Proof of all the theorems in this chapter can be found in Chapter 6. [

As Example 5.2 illustrates, the causal information expressed by a CP-theory typi-
cally does not suffice to completely characterize a single probabilistic process, i.e., a
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(a) 71: Mary throws—Mary'’s rock hits—John throws—John'’s rock hits.
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(b) 73: John throws—Mary throws—Mary’s rock hits—John’s rock hits.

Figure 5.2: Two processes for Example 5.2.
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CP-theory specifies some aspects of the behaviour of such a process, but not all. The
above theorem now tells us that, as long as we are only interested in the end result
of the process, all aspects that are not specified are actually irrelevant. This result is
important for two reasons.

First, this result also suggests an appealing explanation for why causality is such a
useful and important concept: causal information tells you just enough about the be-
haviour of a process to be able to predict its final outcome in every possible context,
while allowing irrelevant details to be ignored. As such, it offers a compact and ro-
bust representation of the class of probability distributions that can result from such a
process.

Second, in our construction of CP-logic, we have focused on the dynamic aspect
of causality, which has motivated us to define the semantics of this language in terms
of probabilistic processes. In this respect, CP-logic differs from the more common
approach of, e.g., Bayesian networks, in which causal information is viewed as a de-
scription of a probability distribution over possible states of a domain. The above
theorem relates these two views, because it allows us to not only view a CP-theory as
describing a class of processes, but also as defining a unique probability distribution.

Definition 5.5. Let C' be a CP-theory and” an interpretation for the exogenous pred-
icates of C. By 7, we denote the unique probability distributiar-, for which
mr Ex C. If there are no exogenous predicates, we simply wiriie

A CP-theory can be viewed as mapping each interpretation for the exogenous pred-
icates to a probability distributions over interpretations of the endogenous predicates
or, to put it another way, as a conditional distribution over interpretations of the en-
dogenous predicates, given an interpretation for the exogenous predicates.

Definition 5.6. Let C be a CP-theory and a probability distribution over interpre-
tations of all the predicates @f. = is amodelof C, denotedr |= C iff for each
interpretationX of the exogenous predicates witllX') > 0 and each interpretatiof
of the endogenous predicates,/ | X) = 7X (J).

If a CP-theoryC has no exogenous predicates, then there is a unicoe which
7« = C and this is, of course, simply the distributiap.

Having defined this formal semantics for CP-logic, it is natural to ask how the
causal interpretation that we have informally attached to expressions in our language is
reflected in it. We see that every execution model of a CP-theory satisfies the following
four properties, which seem to be fundamental principles of causal reasoning.

e The principle ofuniversal causatiostates that an endogenous property can only
be true if it has been caused by some event, i.e., all changes to the endogenous
state of the domain must happen as the consequence of an event.

e The principle ofsufficient causatiostates that if an event has a cause, then it
must eventually occur.

e The principle ofno deus ex machina evergttes that events do not happen
spontaneously, i.e., an event can only occur if there is a cause for this and, more-
over, events cannot cause themselves. This is a fundamental principle of causal
reasoning, that goes back as far as Aristotle.
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Figure 5.3: A global process as a sequence of local processes.

e The principle ofindependent causaticstates that every event affects the state of
the world in a probabilistically independent way, i.e., knowing the outcome of
one event does not give any information about the outcome of a different event.
This principle ensures the modularity and robustness of the representation.

We now turn our attention to the question of whether we can extend the above
definitions to the case where negation might appear in a CP-theory. However, this
extension only makes sense in light of a certain modelling methodology for CP-logic,
which we therefore first need to explain.

5.3 Modelling more complex processes in CP-logic

The kind of processes that we have been considering until now has been quite limited;
in particular, the concept d@ime has been completely absent from them. For instance,
when we spoke of “chest pain”, this was a general, time-less property and not, say, chest
pain at 9 a.m. on Monday morning. However, it is clear that being able to distinguish
between the truth of the same property at different time points is often desirable. The
following example illustrates this.

Example 5.3. A patient is admitted to hospital with pneumonia and stays there for
a number of days. At each day, the pneumonia might cause him to suffer chest pain
on that particular day with probability.6. With probability 0.8, a patient who has
pneumonia on one day still has pneumonia the next day.

On the one hand, this example describes a progression through a sequence of days.
On the other hand, for each day, it also describes an event that takes place entirely
during this one particular day. In general, a process of this kind will look something
like Figure 5.3: the global structure of the process is a succession between different
time points and, at each particular time point, a local process might take place. In such
a process, we can, therefore, distinguish two different kinds of events:

e There are events which propagate from one time point to the next; these make up
the global structure of the process and are represented in Figure 5.3 by full-line
arrows;

e There are events which take place entirely within in a single time point; these
are part of some local process and are represented in Figure 5.3 by dotted-line
arrows.

This raises the obvious question of how these more complicated processes relate to
CP-logic. An important difference between modelling such processes and modelling
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Events:

E1:(Pn(1):1).
E2:(Cp(1):0.6)«—Pn(1).
{} E3:(Pn(2):0.8)—Pn(1).
1 E4:(Cp(2):0.6)«—Pn(2).
1 E5:(Pn(3):0.8)«—Pn(2).

{(Pr(1)} o

{Pn(1),Cp(1)} {Pn(1)}
- I
0.8 0.8
{Pn(1),Cp(1),Pn(2)} {Pn(1),Cp(1)} {Pn(1),Pn(2)} {Pn(1)}

{Pn(1),Cp(1),Pn(2),Cp(2)} {Pn(1),Cp(1),Pn(2)} {Pn(1),Pn(2),Cp(2)} {Pn(1),Pn(2)}

Figure 5.4: Initial segment of the intended model of Example 5.3.

the simpler processes of Section 5.2.2, is that we now need to distinguish between
the values of properties at different time points, i.e., we can no longer represent every
relevant property by a single ground atom, but instead we need a ground atom for
every pair of such a property and a time point. For instance, to describe Example 5.3,
we could construct an alphabet which has the following ground atoms:

e Referring to Day 1{Pneumonia(l), Chestpain(1)};
o Referring to Day 2{ Pneumonia(2), Chestpain(2)};
.o ...

Of course, it might be equally possible to use some other representation, such as
Pneumonia(Succ(Firstday)) or Pneumonia2 instead of Pneumonia(2). With
the above alphabet, we can model Example 5.3 as follows:

Pneumonia(1). (5.13)
Vd (Pneumonia(d + 1) : 0.8) <« Pneumonia(d). (5.14)
Vd (Chestpain(d) : 0.6) « Pneumonia(d). (5.15)

Here, the CP-events described by (5.14) are of the kind that propagate from one time
point to a later time point, whereas (5.15) describes a class of “instantaneous” events,
taking place inside of a single time point.

According to the informal description of Example 5.3, the intended model is the
process shown in Figure 5.4. It can easily be seen that this is indeed an execution model
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of the above CP-theory. We remark that this theory also has other execution models,
which do not respect the proper ordering of time points, such as, e.g., the process
in which all events that are instantiations of (5.14) happen before the instantiations
of (5.15). However, since these “wrong” processes all generate the same probability
distribution as the intended process anyway, this is harmless.

We also observe that, here, the correspondence between the states of the execution
model and the actual states of the real world is less direct than it was in the examples of
Section 5.2.2. Indeed, now, a state of an execution model not only describes the current
state of the real world (as it did in Section 5.2.2), but also contains a trace of the entire
history of the real world until that point.

Let us now make the above discussion more formal. We assume that, when con-
structing the alphabét, we had in mind some functiokfrom the Herbrand base of
to an interval0..n] C N, such that, in our desired interpretation of this alphabet, each
atomp refers to the state of some property at time poifit). Typically, one would
construct such an alphabet by adding explicit temporal arguments to predicates, as is
donein, e.g., the event calculus or situation calculus. In the case of the above example,
we had in mind the following\:

e For each ground ato®neumonia(i), A\(Pneumonia(i)) =
e For each ground ato@hestpain(i), A(Chestpain(i)) = i.

If we now look again at the CP-events we wrote for this example, we observe that,
whenever there is an atom in the head of a CP-ewehat refers to the truth of some
property at time and an atom in the body efthat refers to the truth of some property
attimej, it is the case that> j. This is of course not a coincidence. Indeed, because,
in the real world, causes precede effects, it should be impossible that the cause-effect
propagation described by a CP-event goes backwards in time. We also remark that if
the equality; = j holds, the event is instantaneous (w.r.t. this particular granularity of
time), i.e., it is one of those events that takes place entirely within a single time point.

Definition 5.7. Let X be a vocabulary. A mappingfrom ground atoms of: to some
interval [0..n] C N is atemporal assignmetibr a CP-theonyC iff, for everyr € C, if
h € headat(r) andb € bodya+(r), then\(h) > A(b).

Such a temporal assignmextlso contains information about when events might
happen. Concretely, if a CP-evenhappens at time point then we would expect
to lie somewhere between the maximum of ) for whichb € body 4.(r), and the
minimum of all \(h) for which h € head 4¢(r). For a ruler, we writet, (r) to denote
this interval, i.e.,

fa(r) = [beggg,;((r) A), heheaday (r)

Now, if we are constructing a CP-theory with a particular temporal assignmant
mind, then the process we are trying to model should be such that every CP-event
that actually happens does so at some time pein} € ¢ (r). We remark that if an
eventr is instantaneous, then the intervg(r) will consists of a single time point and
it is indeed clearly at this time point that the event should then happen.

A temporal assignmenit therefore imposes the following constraint on which pro-
cesses can be considered reasonable.

A(h)]-
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{Pn} {Pn}
0 y(5.17w5 0@116)%{
{Pn,Tr} {Pn} {Pn,Dth} {Pn}

Vﬁle) 0.95 (5.17) (5.1 0.05
i0.7 J{o.os) 0.95l

{Pn} {Pn,Dth} {Pn,Dth,Tr} {Pn,Dth} {Pn,Tr} {Pn}

(a) Sequence (5.17)—(5.16). (b) Sequence (5.16)—(5.17).
Figure 5.5: Two processes for Example 5.4.

Definition 5.8. Let C be a CP-theory with alphabEtand)\ a temporal assignment for
C'. A mappingx from r to N respectsh if for every CP-event, «(r) € t5(r). For such
ax, we say that @'-processl is ax-process if events happen in the order imposed by
K, i.e., if for all successors’ of a nodes, k(£(s")) > «(£(s)). Finally, aC-processl
follows X if there exists a: that respecta and for which7 is ax-process.

It can now be shown that for any CP-thedryand any temporal assignmexfor
C, C will have an execution model that follows

Theorem 5.2. Let C' be a CP-theory with a temporal assignment There exists an
execution model of C', such thatZ follows .

This result shows that if we construct a CP-theGiywith a particular temporal
assignment in mind, the@ will have an execution model in which the events happen
in precisely the order dictated by this temporal assignment. Therefore, the modelling
methodology that we have suggested in this section is indeed valid. In the case of
Example 5.3, the process shown in Figure 5.4 is an execution model that follows the
temporal assignmerX specified above.

5.4 CP-logic with negation

So far, we have only considered positive formulas as preconditions to events. In this
section, we examine whether it is possible to relax this requirement. We first consider
a small example.

Example 5.4. Having pneumonia causes a patient to receive treatment with probability
0.95. Untreated pneumonia may cause death with probalfility

(Death : 0.7) «— Pneumonia A —Treatment. (5.16)
(Treatment : 0.95) « Pneumonia. (5.17)

Figure 5.5 shows two processes for this example that satisfy all the requirements
that we previously imposed for positive theories. It is obvious, however, that in this
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case the difference between these two processes does affect the final outcome, since the
probability of survival is much better in the first process. So, simply including nega-
tion in this naive way would give rise to ambiguities, causing our desirable uniqueness
property (Theorem 5.1) to be lost. At first sight, this might suggest that we should for-
get about negation altogether. However, it turns out that it is possible to do something
better.

The key idea is the distinction made earlier between two different kinds of events:
instantaneous events that take place entirely within a single time point and events that
propagate from one time point to a later one. Now, if negation appears in the description
of an event of the first kind, then this is truly ambiguous and there is no way of singling
out some intended interpretation. However, the situation is different when negation
appears in the description of the second kind of event. Indeed, let us assume, for
instance, that (5.16) is such an event. This means tHAt-dtitment is a property
whose truth gets decided at a certain point in time (for instance, when the patient is
first admitted to hospital), the®eath is a property that describes the condition of
the patient at some strictly later time (for instance, after she has been in hospital for
a week). Under this interpretation, it is clear that patient cannot die before she has
had the chance to receive treatment. So, from our assumption, it directly follows that
whichever events make up the part of the process that determines whether the patient
receives treatment, should take place before event (5.16), i.e., in this case, process
5.5(a) is right and process 5.5(b) is wrong.

Our approach to including negation into CP-logic is now that we will simply ex-
clude the ambiguous case from consideration, i.e., we prohibit the use of negation in
instantaneous events. We can then strengthen the concept of an execution model, as we
first defined it for positive theories, in such a way that it produces the correct result for
the remaining theories. In other words, we will adapt our semantics in such a way that,
for instance, a CP-event of the form:

(P:0.5) «— —Q

will be interpreted as thoug® is an atom that refers to some property at time point

1 and P refers to some property at tinyewith 5 > i. Ultimately, it is then of course

the responsibility of the user to make sure that this interpretation corresponds to her
intentions. Essentially, this boils down to ensuring that the vocabulary is built using a
sufficiently fine-grained notion of time.

To formally extend our semantics in this way, we need some more mathematical
machinery. The basic idea is that, before we allow an event to happen, we should make
sure that our process has actually already progressed far enough along; to be more
concrete, if we have an eventwhose precondition contains some negative literdl
and A is an atom that might be caused at time painthenr should, at the earliest,
happen at time point+ 1. Of course, CP-logic does not explicitly incorporate any
information about time points, which makes it not completely obvious how we should
incorporate this idea into our semantics. However, we can nevertheless extract the
wanted information from a CP-theory, by considering whether the current truth value
of A is final or whether it is still subject to change. Indeed, if the process is currently
in a state wherel is false, but it is still possible that an event happens which cadises
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then we must be in some time pojhfor which 5 < i and, therefore, it is still too early
for the event to happen.

Formalizing this idea requires us to take into account the possibility that, in some
particular state, the truth of a formula is still “in progress,” i.e., that it is still unknown
whether it will eventually hold or not. This brings us naturally to three valued logic,
where, as we already saw in Chapter 2, we have truth val(seeady certainly true},
(already certainly false), and(still unknown). Recall that a three-valued interpretation
v is a mapping from the ground atoms of our vocabulary to the set of truth values
{t, f,u}, which induces for each formulaa truth valuey”.

Now, if our probabilistic process is in a statethen the atoms of which we are
already sure that they are true are precisely thosgéf). To figure out which atoms
are still unknown, we need to look at which events might still happen, i.e., at those rules
r, for which body(r)” # f. Whenever we find such a rule, we know that the atoms
in head(r) might all still be caused and, as such, they must be at least unknown. We
will now look at a derivation sequence, in which we start by assuming that everything
that is currently not is f and then gradually build up the set of unknown atoms by
applying this principle. Formally, we consider a sequef¢gy<,<,, of three-valued
interpretations. Initiallyp, assignd to all atoms not irZ(s). For eachi > 0, there
must be a rule- with body () # f, such that, for alp € head(r) with v;(p) = f, it
is the case that; ;1 (p) = u, while for all other atomg, v;11(p) = v;(p). A sequence
that satisfies these properties is callduypothetical derivation sequenges. Such a
sequence iserminalif it cannot be extended. A crucial property is now that all such
sequences reach the same limit.

Theorem 5.3. Every terminal hypothetical derivation sequence reaches the same limit,
i.e., if (;)o<i<n @and(v])o<i<m are such sequences, then=v,,,.

For a states in a probabilistic process, we will denote this unique limitasSuch
a vs now provides us with an estimate of which atoms might still be caused, given
that we are already in state We can now tell whether the part of the process that
determines the truth of a formulahas already finished by looking af; indeed. we
can consider this process to be finishedAff # u. We now extend the concept of an
execution model to arbitrary CP-theories as follows.

Definition 5.9. Let C' be a CP-theory in alphab#&}, 7 a probabilistict-process, and
X an interpretation of the exogenous predicate§'of is anexecution modedf C in
contextX iff

¢ 7 satisfies the conditions of Definition 5.4 (execution model—positive case);
e For every node, (body(£(s))"s # u.

In the case of Example 5.4, this indeed gives us the result described above, i.e., the
process in Figure 5.5(a) is an execution model of the example, while the one in Figure
5.5(b) is not. Indeed, if we look at the raatof this tree, withZ (L) = { Pneumonia},
we see that we can construct the following terminal hypothetical derivation sequence:

e 1 assigng to Treatment andDeath;
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e 14 assignsi to T'reatment;
e 15 assignsi to Death, becausé—Treatment A Pneumonia)”* = u;

As such, the only event that can initially happen is the one by which the patient might
receive treatment. Afterwards, in every descendaot L, v,(Treatment) will be
eithert of f. In the branch where it i, the event by which the patient dies of untreated
pneumonia will subsequently happen.

In Section 5.2.2, we isolated a number of important principles from our definition of
the semantics of CP-logics. In a similar way, the extra condition that we have imposed
in this section can be formulated as follows.

e Theprinciple of temporal precedencates that, whenever a propegymight
cause an everdt, then the part of the process that is involved in determining the
truth of ¢ happendeforethe event¥ itself can happen.

Under the assumptions we have been making in this section—namely, that atoms are
linked to time points in such a way that negation only occurs in events where there is
a propagation from one time point to a later one—-this principle can be motivated by
the fundamental property of the physical world that a cause must always precede its
effects.

5.5 Discussion

We now check whether the way in which the previous section has extended the concept
of an execution model to cope with negation indeed satisfies the goals that we originally
stated.

5.5.1 The case of positive theories

First of all, we remark that, for positive CP-theories, the new definition (Def. 5.9)
simply coincides with the original one (Def. 5.4). Indeed, because, according to our
original definition, it must be the case tli#&{s) = £(s) for each non-leaf node, this

is an immediate consequence of the following trivial theorem.

Theorem 5.4. Let s be a node in a probabilisti&-process. For any positive formula
0, IfZ(s) E ¢, thenv(p) = t.

Proof. Throughout a hypothetical derivation sequence, the truth of an aian only
increase; in particular, if;(p) = t, thenv;;1(p) = t. The theorem therefore follows
by induction from the fact that, by definitioi{s) = ¢ impliese*® = t. O

We conclude that, for positive CP-theories, the new definition is simply equivalent
to the old one.
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5.5.2 Uniqueness theorem regained

Second, the uniqueness theorem now indeed extends beyond positive theories.

Theorem 5.5 (Unigueness—general case).et C' be a CP-theory and{ an inter-
pretation of the exogenous predicatebflf 7 and 7’ are execution models @f in
contextX, i.e.,7 Ex C and7’ Ex C, thenny = 77/,

Proof of this theorem will again be provided in Chapter 6,

5.5.3 Events can happen in the right order

Third, we will now show that it is indeed the case that the intended models of a
theory—i.e., those processes in which the progression of time points happens in the
right order—satisfy the additional condition that we have imposed. To formalize our
assumption that negation does not appear in instantaneous events, we need to make a
distinction between those atoms from sobady 4:(r) that appear only in @ositive

context and those which occur at least once inegativecontext. The set of all

the latter atoms will be denoted &asdy ,,(r), whereas that of all the former ones is
body’},(r)?. Using this notation, we can now formalize our assumption as follows.

Definition 5.10. A CP-theoryC is stratifiedif there exists a mapping from its Her-
brand base t®, such that, for all ground atontsandb:

e Ifthereis CP-event with h € heada,(r) andb € body,(r), then\(h) > A(b);
o Ifthere is CP-event with i € head a;(r) andb € body,,(r), then(h) > A(b);

We remark that, in particular, all positive theories are stratified, because, for such a
theory, we can simply assign the same number to all ground atoms. The following is
an example of a more complex stratified theory.

Example 5.5. We consider a time line divided into a number of different time slots,

as illustrated in Figure 5.6. In the first time slot, a client sends a request to a server. If
the server receives a request, then with probablilify he accepts it and sends a reply,

all within the same time slot as that in which he received the request. If the client has
sent a request and has not received a reply at the end of the time slot, he will repeat his
request. A message that is sent has a probability&bf reaching the recipient in the

2Formally, we define, for all sentencesthe setsdtt (¢) and At~ (¢) by simultaneous induction as:
e Forp(t) aground atomAt~ (p(t)) = {} and At (p(t)) = {p(t)};

e Forpot, witho eitherv or A, At (pop) = AtT(p) U At () and At~ (poh) = At~ (p)U
At (9);

o For—p, At (=p) = At~ (p) and At~ (—p) = Att(p);

e For©z ¢, with © eitherV or 3, AtT(Oz ¢) = Uicp, (z)AtT (plz/t]) and At~ (O ¢) =
Urery (5) At~ (p[z/t]), whereHy (2) is the Herbrand universe.

We can then defingody ,, (1) = At~ (body(r)) andbodyj;t (r) = body at(r) \ body 4, (7).
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Time slot 1 Time slot 2

Figure 5.6: A division into time slots.

same time slot as it was sent; with probability, it reaches the recipient only in the
next slot; with the remaining probability 6f1, it will be lost.

(Send(Client, Req, Server,1) : 0.7). (5.18)
Vt (Accept(t) : 0.5) V (Reject(t) : 0.5) «— Recvs(Server, Req,t). (5.19)
Vt Send(Server, Answer, Client,t) « Accept(t). (5.20)
Vt, s,r,m (Recvs(r,m,t) : 0.8)V(Recvs(r,m,t + 1) :0.1)
(5.21)
— Send(s,m,r,t).
Vt Send(Client, Req, Server,t 4+ 1) <« Send(Client, Req, Server,t) (5.22)

A —Recvs(Client, Answer,t).

In this CP-theory, the events described by (5.18), (5.19) and (5.20) all take place
inside of a single time slot; the events described by (5.21) might either take place within
one time slot or constitute a propagation to a later time slot, depending on which of the
possible effects actually occurs; finally, the events described by (5.22) all propagate to
a later time slot. Because these last events are the only ones in which negation occurs,
this theory is indeed stratified with respect to the obvious functidhat maps each
ground atom to the temporal argument appearing in it. Because the theory therefore
satisfies our assumption, we would expect our semantics to give the intended result.
The following theorem shows that this is indeed the case.

Theorem 5.6. Let C' be a CP-theory which has a stratification Every probabilistic
Y-process that followa and satisfies the original conditions of Definition 5.4 also sat-
isfies the additional condition imposed by Definition 5.9 and is, therefore, an execution
model ofC. Moreover, such a process always exists.

This theorem shows that if we construct a CP-theory with a given temporal assign-
ment in mind, and make sure that the assumption about the use of negation is satisfied,
then this theory will have an execution model in which the events happen in the in-
tended order.

We remark that non-stratified theories do not always have an execution model. Let
us illustrate this by the following example.

Example 5.6. A game is being played between two players, callétite and Black.
If W hite does not win, this causé¥lack to win and if Black does not win, this causes
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W hite to win.

Win(W hite) «— —Win(Black).
Win(Black) «— —Win(W hite).

This CP-theory does not have an execution model. Indeed, for thelLrobtiny such
model, it would be the case that L) = {}, which means that the bodies of both rules

are satisfied, so, by the principle of sufficient causation, one of these events should hap-
pen. However, it is also the case tialVin(White) )"+ = u = (-Win(Black))"*,

so neither event can happen.

If a CP-theory has no execution models, then this means that it either violates our
assumption about the use of negation, or simply represents an incorrect or incomplete
model of the domain in question. Indeed, itis clear that, for instance, the above example
does not suffice to describe a game that could be played in practice; obviously one of
the two players should win, but there is no way of deciding which.

Theories which have no execution models are obviously not of interest.

Definition 5.11. A CP-theoryC is valid in an interpretationX for its exogenous pred-
icates if it has at least one execution model in conféxtlf C is valid in all contexts
X, we simply say tha€' is valid.

Clearly, it is only if C' is a valid CP-theory, that we can associate a probability
distributionm to it.

This discussion raises the question of whether there are actugligasonable CP-
theories that are not stratified. To answer this question, we observe that the existence
of a stratification is a purely syntactical concept and there might be theories which are,
intuitively or semantically speaking, “stratified” in some sense, but not syntactically
so. For instance, we could consider the following example.

Example 5.7. We consider a rather trivial game, in which there is a stack of two ob-
jects. In every turn, a player may remove either one or two of these objects. The player
to take the last object wins. Let us assume that this game is played between two players
A and B, who both make random moves, and that these players flip a coin to decide
who goes first. We can model this game by the following (rather contrived) set of CP-
events, which essentially states that the player who starts gets a chance to win the game
(by taking both objects), but if he does not take this chance, then the other player will
win (by making the only available move of taking the last remaining object).

(Starts(A) : 0.5) V (Starts(B) : 0.5). (5.23)
(Win(A) : 0.5) « Starts(A). (5.24)

(Win(B) : 0.5) < Starts(B). (5.25)

Win(A) « Starts(B) A -Win(B). (5.26)

Win(B) « Starts(A) A =Win(A). (5.27)



5.5. DISCUSSION 109
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Figure 5.7: An execution model for Example 5.7.

Even though, technically speaking, this example is not stratified, it is clear that,
once it has been decided which player will start, the remaining game (i.e., the set of
rules in which the right player starts) does satisfy the assumption that all events con-
taining negation propagate from one time point (the first move) to a later time point
(the second move). Such examples, which do not admit a static, syntactical stratifica-
tion, but which do have this kind of dynamic, semantical “stratification”, can also be
handled by our semantics. Indeed, Figure 5.7 shows an execution model for the above
example.

5.5.4 The representation of time in CP-logic

In the preceding sections, we have encountered two quite different styles of knowledge
representation, namely that in which the vocabulary explicitly includes time and that
in which it does not. The first style is perhaps more typical of logic-based languages—
we have already mentioned situation and event calculus in this respect—whereas the
second kind seems to be more common for, e.g., Bayesian networks. Both styles are
useful and natural ways of thinking about causal events. It is therefore an interesting
feature of CP-logic that it allows both to be used, possibly even within the same theory,
i.e., it might be perfectly reasonable to make time explicit for only certain properties
or certain time points.

On the one hand, abstracting away time often leads to significantly smaller and
simpler representations. On the other hand, theories with explicit time also have certain
advantages: for instance, it might be easier to prove their correctness with respect
to a given specification or they might be more robust with respect to future changes.
The decision whether to make time explicit—and to what extent—is partly up to the
intuitions and taste of the knowledge engineer. There are, however, also some objective
indications that explicit time might be needed.

First of all, it might be the case that time already plays a significant role in the prob-
lem description itself. For instance, a person who has contracted a contagious disease
might infect a person they come into contact with, but only if the contact oadtes
the initial infection. If such properties are relevant to the situation being modeled, then
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some form of temporal arguments will be necessary. Second, in a theory where time
is implicit (or not sufficiently fine-grained), negation might appear in instantaneous
events, which could yield undesirable results. By including explicit temporal argu-
ments (of an appropriate granularity), this problem can be solved. Third, the semantics
of CP-logic assumes that each ground atom represents a property that starts out being
false and might become true. Therefore, if it is necessary to handle properties whose
truth value might change more than once—for instance, some movable object might
start out at rest, then move for a while, but eventually halt again—then at least as much
temporal detail must be introduced as is needed to distinguish between the different
states of this property.

5.6 The relation to Bayesian networks

In this section, we investigate the relation between CP-logic and Bayesian networks.
Because CP-logic is meant to offer a more fine-grained and flexible representation
of causal events than Bayesian networks, we would expect our analysis to show the
following. First of all, if all the events in some domain happen to fit directly into
the structure imposed by a Bayesian network, then the representation of this domain
should be essentially the same in both formalisms. Second, if this is not the case, then
we would expect CP-logic to offer some representational advantages.

Before we begin, let us briefly recall the definition of a Bayesian network. Such a
network consists of a directed acyclic graph and a number of probability tables. Every
noden in the graph represents a random variable, which has some ddmaim) of
possible values. A network defines a unique probability distributiarn; over the set
of all possible assignments; = vy, ...,n,, = v, of values to all of these random
variables, with alb; € dom(n;). First, thistg must obey a probabilistic independence
assumption expressed by the graph, namely, that everymélprobabilistically in-
dependent of all of its non-descendants, given its parents. This allows the probability
mp(ny = v1,...,n, = vy) Of such an assignment of values to all random variables
to be rewritten as a product of conditional probabiliffig¢smz (n; = v; | pa(n;) = v),
where eaclpa(n;) is the tuple of all parents of; in the graph. The probability tables
associated to the network now specify precisely all of these conditional probabilities
mp(n; = v; | pa(n;) = v). The second condition imposed op is then simply that all
of these conditional probabilities must match the corresponding entries in these tables.
It can be shown that this indeed suffices to uniquely characterize a single distribution.

5.6.1 Bayesian networks in CP-logic

As already explained in the introduction, a Bayesian network can also be seen as a
description of a class of probabilistic processes. We now first make this more precise.
To make it easier to compare to CP-logic later on, we will start by introducing a logical
vocabulary for describing a Bayesian network.

Definition 5.12. Let B be a Bayesian network. The vocabulaty; consists of a
predicate symboP,, for each node: of B and a constant’, for each valuey in the
domain ofn.
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wet_grass
rain )

spr, rain| spryorain | —spr, rain| —sprirain
wet | 0.98 0.8 0.9 0

| sprinkler | 0.2 | 0.4

Figure 5.8: Bayesian network for the sprinkler example.
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{Sp, Rain,Wet} {Sp, Rain} {Rain,Wet} {Wet} {Sp,Wet} {Sp} {Wet} {}

Figure 5.9: Process corresponding to the sprinkler Bayesian network.

Now, we want to relate a Bayesian netwabkto a class ofXg-processes. In-
tuitively, we are interested in those processes, where the flow of events follows the
structure of the graph and every event propagates the values of the parents of a node to
this node itself. We illustrate this by the following famous example.

Example 5.8 (Sprinkler). The grass can be wet because it has rained or because the
sprinkler was on. The probability of the sprinkler causing the grass to be W&t ihe
probability of rain causing the grass to be we.i8. Thea priori probability of rain is

0.4 and that of the sprinkler having been orbig.

The Bayesian network formalization of this example can be seen in Figure 5.8.
Figure 5.9 shows a process that corresponds to this network. Here, we have exploited
the fact that all random variables of the Bayesian network are boolean, by representing
every random variable by a single atom, i.e., writing for instalicet and —Wet
instead ofiWet(True) andWet(False). Formally, we define the following class of
processes for a Bayesian network.

Definition 5.13. Let B be a Bayesian network. #&-processis a probabilisticy 5-
process for which there exists a mapping from nodes ofl” to nodes ofB, such that
the following conditions are satisfied. For every branci of\ is one-to-one mapping
between the nodes on this branch and the nodés afhich is order preserving, in the
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sense that, for all, s’ on this branch, if\/(s) is an ancestor o#/(s’) in B, thens must
be an ancestor of in 7. If N(s) is a noden with domain{vs, ..., v} and parents
p1 ..., Pm in B, then the children of in 7 are nodes, ..., s, for which:

o I(si) = Z(s) U{Pu(Cu))};

e P(s;) = P(s)-a, wherex is the entry in the table fot, that gives the conditional
probability ofn = v; givenp; = wy, ..., pm = w.,, Where eachy; is the unique
value from the domain gf; for which P,,(C,,,) € Z(s).

It should be clear that every leafof such aB-processl” describes an assignment
of values to all nodes aB, i.e., every node: is assigned the unique valudor which
P,(cy) € Z(s). Moreover, the probability?(s) of such a leaf is precisely the prod-
uct of all the appropriate entries in the various conditional probability distributions.
Therefore, the distribution coincides with the distribution defined by the network
of B.

We now construct a CP-theoGPg, such that the execution models@®g will be
precisely allB-processes. We first illustrate this process by showing how the Bayesian
network in Figure 5.8 can be transformed into a CP-theory.

Example 5.8 (Sprinkler—cont'd). We can derive the following CP-theory from the
Bayesian network in Figure 5.8.

(Wet : 0.98
(Wet :0.8
(Wet:0.9
(Wet:0.0

(Sprinkler : 0.2

(Rain : 0.1

— Sprinkler A Rain
«— Sprinkler A =Rain.
«— ~Sprinkler A Rain.
«— ~Sprinkler A = Rain.

—_ — O o T

It should be obvious that the process in Figure 5.9 is an execution model of this theory
and, therefore, that this theory defines the same probability distribution as the Bayesian
network.

Again, this example exploits the fact that the random variables are all boolean, by
using the more readable representatioflaft and—W et than that ofiV et (True) and

Wet(False).
It is now easy to see that the encoding used in the above example generalizes.
Concretely, for every node with parentsps, ..., p, and domair{vy,...,v;}, we

should construct the set of all rules of the form:
(Pa(Cyy) tar) V-V (Po(Cy,) : ag) Pp1(cw1) A "Ppm(cwm),

where eachw; belongs to the domain ¢f; and eachy; is the entry fom = v;, given
P1 = Wi, .., Pm = Wy, iNnthe CPT fom. Let us denote the CP-theory thus constructed
by CPg. The following result is then obvious.
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Theorem 5.7. Let B be a Bayesian network. EveBrprocess/ is an execution model
of the CP-theonCPg, i.e.,7 = CPg. Therefore, the semantics 8f coincides with
the distributionnc.

This result shows that CP-logic offers a straightforward way of modelling the kind
of processes described by a Bayesian network. We will now compare these two for-
malisms with respect to processes that do not directly fit into the Bayesian network
structure. In the introduction, we already mentioned two reasons why this might hap-
pen: because multiple events are involved in determining the truth of a single property
or because events propagate values in opposite directions.

5.6.2 Multiple causes for the same effect

In a process corresponding to a Bayesian network, the value of each random variable
is determined by a single event. CP-logic, on the other hand, allows multiple events
to affect the same property. This leads to better representations for effects that have a
number of independent causes. Let us illustrate this by the following example.

Example 5.9. We consider a game of Russian roulette that is being played with two
guns, one in the player’s left hand and one in his right, each of which has a bullet in
one of its six chambers.

(Death : 1/6) «— Pull_trigger(Left_gun).
(Death : 1/6) « Pull_trigger(Right_gun).

Figure 5.10 shows a Bayesian network for this example. The most obvious differ-
ence between these two representations concerns the independence between the two
different causes for death. In the CP-theory, this independence is expressed by the
structureof the theory, whereas in the Bayesian network, it isienericalproperty of
the probabilities in the conditional probability table fBreath. Because of this, the
CP-theory is more elaboration tolerant, since adding or removing an additional cause
for Death simply corresponds to adding or removing a single CP-event. Moreover, its
representation is also more compact, requiring, in general, ropigobabilities forn
independent causes, instead of 2fieentries that are needed in a Bayesian network ta-
ble. Of course, these entries are nothing more than the result of applgoigyaor to
the multiset of the probabilities with which each of the causes that are present actually
causes the effect.

5.6.3 Cyclic causal relations

A second reason why a real life process might not correspond directly to a Bayesian
network is because it may contain events that propagate values in opposite directions.
We already saw this in Example 5.1, where angina could cause pneumonia, but, vice

3Thenoisy-ormaps a multiset of probabilities; to 1 — [, (1 — o).

(3
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left, right | left, —right | —left, right | —left, —right
death 11/36 1/6 1/6 0
—death| 25/36 5/6 5/6 1

Figure 5.10: A Bayesian network for Example .

versa, pneumonia could also cause angina. In CP-logic, such causal loops do not re-
quire any special treatment. For instance, the loop formed by the two CP-events

(Angina : 0.2) <« Pneumonia.

(Pneumonia : 0.3) < Angina.

behaves as follows:

¢ If the patient has neither angina nor pneumonia by an external cause (‘external’
here does not mean exogenous, but simply that this cause is not part of the causal
loop), then he will have neither;

e If the patient has angina by an external cause, then with probatbifitiie will
also have pneumonia;

¢ If the patient has pneumonia by an external cause, then with probabilitye
will also have angina;

o If the patient has both pneumonia and angina by an external cause, then he will
obviously have both.

In order to get the same behaviour in a Bayesian network, this would have to
be explicitly encoded. For instance, one could introduce new, artificial random vari-
ablesexternal(angina) andexternal(pneumonia) to represent the possibility that
angina andpneumonia result from an external cause and construct the Bayesian net-
work that is shown in Figure 5.11. In general, to encode a causal loop formed by
properties, one would introdueeadditional nodes, i.e., all of theoriginal properties
would have the same artificial nodes as parents.

5.7 CP-logic and logic programs

In the preceding sections, we identified the concept of a causal probabilistic event as
a basic unit of causal information and defined a semantics for sets of such events in
terms of constructive processes. There are some obvious similarities between these
kind of processes and the kind of constructive processes that play a role in the various
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{ezternal (angina)

N .
pneumonia

[external (pneumonia)

J

e(@).e(p)| e(@)e(p) | —e(a).e(p)| —e(@)—e(p)
angina 1 1 0.2 0

e(@).e(p)| e(@)e(p) | —e(a).e(p)| —e(@)—e(p)
1 0.3 1 0

pneumonial

Figure 5.11: Bayesian network for th@gina-pneumonia causal loop.

kinds of fixpoint semantics we encountered in Chapter 2. Moreover, there is also an
obvious similarity between the syntax of CP-logic and that of the rule sets we defined
in Chapter 2. We now investigate these similarities. Concretely, we will first define a
straightforward probabilistic extension of logic programs, calledic Programs with
Annotated Disjunctionsand then prove that this is essentially equivalent to CP-logic.

The connection between causal reasoning and logic programming has long been
implicitly present; we can refer in this respect to, for instance, formalizations of situa-
tion calculus in logic programming (Pinto and Reiter 1993; Van Belleghem, Denecker,
and De Schreye 1997). Here, we now make this relation explicit, by showing that the
language of CP-logic, that we have constructed directly from causal principles, corre-
sponds to existing logic programming concepts. In this respect, our work is similar to
that of (McCain and Turner 1996), who defined the language of causal theories, which
was then shown to be closely related to logic programming. However, as we will dis-
cuss later, McCain and Turner formalize somewhat different causal intuitions, which
leads to a correspondence to a different logic programming semantics. Our results from
this section will help to clarify the position of CP-logic among related work in the area
of probabilistic logic programming, such as Poole’s Independent Choice Logic (Poole
1997). Moreover, they provide additional insight into the role that causality plays in
such probabilistic logic programming languages, as well as in normal and disjunctive
logic programs.

5.7.1 Logic Programs with Annotated Disjunctions

In this section, we define the languagéd.ofjic Programs with Annotated Disjunctigns

or LPADsfor short. This is a probabilistic extension of logic programming, which is
based on disjunctive logic programs. This is a natural choice, because disjunctions
themselves—and therefore also disjunctive logic programs—already represent a kind
of uncertainty. Indeed, to give just one example, we could use these to model indeter-
minate effects of actions. Consider, for instance, the following disjunctive rule:

Heads V Tails < Toss.
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This offers a quite intuitive representation of the fact that tossing a coin will result in
either heads or tails. Of course, this is not all we know. Indeed, a coin also has equal
probability of landing on heads or tails. The idea behind LPADs is now simply to
express this by annotating each of the disjuncts in the head with a probability, i.e., we
write:

(Heads : 0.5) V (Tail : 0.5) < Toss.

Formally, an LPAD is a set of rules:
(h1:a1) V-V (b ap) < @, (5.28)

where theh; are ground atoms and is a sentence. As such, LPADs are syntacti-
cally identical to CP-logic. However, we define their semantics quite differently. For
instance, the above example expresses that precisely one of the following logic pro-
gramming rules holds: eithefeads «— Toss holds, i.e., if the coin is tossed this
will yield heads, or the ruld'ails < Toss holds, i.e., tossing the coin gives tails.
Each of these two rules has a probability0d¥ of being the actual instantiation of the
disjunctive rule.

More generally, every rule of form (5.28) represents a probability distribution over
the following set of logic programming rules:

{(hi =) [1<i<n}

From these distributions, a probability distribution over logic programs is then de-
rived. To formally define this distribution, we introduce the following concept of a
selection We use the notatiohead*(r) to denote the set of paifsead(r) U {(0,1 —

> (hea)ehead(r) @)} Wherel) represents the possibility that none of thés are caused

by the ruler.

Definition 5.14 (C-selection). Let C be an LPAD. AC-selectionis a functiono from

C toJ, e head*(r), such that for al € C, o(r) € head*(r). By o"(r) ando®(r)

we denote, respectively, the first and second element of therpair The set of all
C-selections is denoted &:.

The probability P(c) of a selections is now defined ag], . o“(r). For a set
S C Sc of selections, we define the probabilify(S) as) .4 P(c). By C7 we
denote the logic program that consists of all rutésr) < body(r) for whichr € C
ando” (r) # 0. Such aC” is called arinstanceof C. We will interpret these instances
by the well-founded model semantics. Recall that, in general, the well-founded model
wfm(P) of a programP is a pair(I, J) of interpretations, wheré contains all atoms
that are certainly true andl contains all atoms that might possibly be truel = J,
then the well-founded model is called exact. Intuitivelywifm(P) is exact, then the
truth of all atoms can be decided, i.e., everything that is not false can be derived. In the
semantics of LPADs, we wanted to ensure that all uncertainty is expressed by means
of the annotated disjunctions. In other words, given a specific selection, there should
no longer be any uncertainty. We therefore impose the following criterion.

Definition 5.15 (Soundness)An LPAD C is soundiff all instances oiC have an exact
well-founded model.
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For such LPADs, the following semantics can now be defined.

Definition 5.16 (Instance based semanticg:). Let C' be a sound LPAD. For an in-
terpretation/, we denote byV (1) the set of allC-selectionss for whichw fm/(C7) =
(I,I). Theinstance based semantigs: of C is the probability distribution on in-
terpretations, that assigns to eatthe probabilityP(W (1)) of this set of selections
wW(I).

It is straightforward to extend this definition to allow for exogenous predicates as
well. Indeed, in Section 2.2, we have already seen how to define the well-founded
semantics for rule sets with open predicates, and this is basically all that is needed.
Concretely, given an interpretatiof for a set of exogenous predicates, we can define
the instance based semantic given X as the distribution that assigns, to each inter-
pretation/ of the endogenous predicates, the probability of the set of all seleetions
for which (I, I) is the well-founded models @ given (X, X) (as defined in Section
2.2). Of course, this semantics is only defined for LPADs that are soukid fineaning
that the well-founded model of eaclf given (X, X) is two-valued.

5.7.2 Equivalence to CP-logic

Every CP-theory is syntactically also an LPAD and vice versa. The key result of this
section is now that the instance based semanticfor LPADs coincides with the
CP-logic semantics< defined in Section 5.2.

Theorem 5.8. Let C be a CP-theory that is valid iiX. ThenC is also an LPAD that
is sound inX and, moreovep® = 3.

We remark that it is not the case that every sound LPAD is also a valid CP-theory. In
other words, there are some sound LPADs that cannot be seen as a sensible description
of a set of causal probabilistic events.

Example 5.10. It is easy to see that the following CP-theory has no execution models.

(P:0.5)V(Q:05) — R.
R — —P.
R — =Q.

However, each of its instances has an exact well-founded mode{:For R; R «—

-P; R — —-Q} thisis{R, P} and for{Q « R; R «+— —P; R — —Q} thisis{R, Q}.

It does not seem possible to interpret this CP-theory in a reasonable way as an enumer-
ation of all the relevant CP-events in some domain.

5.7.3 Discussion

The results of this section relate CP-logic to LPADs and, more generally speaking, to
the area of logic programming and its probabilistic extensions. As such, these results
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help to position CP-logic among related work, such as Poole’s Independent Choice
Logic and McCain and Turner’s causal theories, which we will discuss in Section 5.9.1.
Moreover, they can also be seen as providing a valuable piece of knowledge represen-
tation methodology for these languages, as they clarify how causal information can be
modeled in these languages. To illustrate, we now discuss the relevance of our theorem
for some logic programming variants.

Disjunctive logic programs. In probabilistic modelling, it is often useful to consider
the qualitative structure of a theory separately from its probabilistic parameters. Indeed,
for instance, in machine learning, the problems of structure learning and parameter
learning are two very different tasks. If we consider only the structure of a CP-theory,
then, syntactically speaking, we end up withigjunctive logic programi.e., a set of
rules:

hiV--Vh, — . (5.29)

We can also single out the qualitative information contained in the semanicd

such a CP-theory. Indeed, as we have already seen, like any probability distribution
over interpretationsy induces a possible world semantics, consisting of those in-
terpretationd for which 7o () > 0. Now, let us restrict our attention to only those
CP-theories in which, for every CP-eventthe sum of the probabilities; appearing
head(r) is preciselyl and, moreover, every sueh > 0. It is easy to see that this set

of possible worlds is then independent of the precise values afthee., the qualita-

tive aspects of the semantics of such a theory depend only on the qualitative aspects of
its syntactical form.

From the point of view of disjunctive logic programming, this set of possible worlds
therefore offers an alternative semantics for such a program. Under this semantics, the
intuitive reading of a rule of form (5.29) isy'causes a non-deterministic event, whose
effect is precisely one df,. .., h,.” Clearly, this is a different informal reading than
in the standard stable model semantics for disjunctive programs (Przymusinski 1991).
Indeed, under our reading, a rule corresponds to a causal event, whereas, under the
stable model reading, it is supposed to describe an aspect of the reasoning behaviour of
arational agent. Consider, for instance, the disjunctive prodgawy. p.}. To us, this
program describes a set of two non-deterministic events: One event causes eitier
and another event always cauge§ormally, this leads to two possible worlds, namely
{p} and{p, ¢}. Under the stable model semantics, however, this program states that
an agent believes eithgror ¢ and the agents believes In this case, he has no reason
to believeg and the only stable model i»}. So, clearly, CP-logic treats disjunction
in a fundamentally different way than the stable semantics. Interestinglpotsble
model semantic§Sakama and Inoue 1994) for disjunctive programs is quite similar
to our treatment. Indeed, it consists of the stable models of instances of a program.
Because, as shown in Section 5.7.2, the semantics of CP-logic considers the well-
founded models of instances, these two semantics are very closely related. Indeed, for
a large class of programs, including all stratified ones, they coincide completely.

Normal logic programs. Let us consider a logic prograi, consisting of a set of
rulesh «— ¢, with h a ground atom ang a formula. Syntactically, such a program
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is also a deterministic CP-theory. Its semantigsassigns a probability of 1 to a sin-

gle interpretation and 0 to all other interpretations. Moreover, the results from Section
5.7.2 tell us that the interpretation with probability 1 will be precisely the well-founded
model of P. As such, these results show that a logic program under the well-founded
semantics can be viewed as a description of deterministic causal information. Con-
cretely, we find that we can read a rule— ¢ as: “p causes a deterministic event,
whose effect ig:.”

This observation makes explicit the connection between causal reasoning and logic
programming that has long been implicitly present in the field of logic programming,
as is witnessed, e.g., by the work on situation calculus in logic programming. As such,
it enhances the theoretical foundations behind the pragmatic use of logic programs to
represent causal events.

ID-logic. Because an inductive definition in ID-logic is represented by a logic pro-
gram under the well-founded semantics, our results show that finite definitions in ID-
logic are, both syntactically and semantically, identical to deterministic CP-theories.
It is interesting that an attempt to formalize the well-known mathematical principle of
definition by induction should yield the same formal language as our attempt to formal-
ize causal intuitions. One plausible explanation for this phenomenon is that perhaps the
appeal that inductive definitions hold for a mathematician stems from experience with
the causal laws that govern the behaviour of physical systems. Or to put it another way,
perhaps an inductive definition is nothing more than a description of a causal process,
that takes place not in the real world, but in the domain of mathematical objects.

5.8 Origins of CP-logic

The work on CP-logic grew actually out of research on probabilistic logic programming
and, in particular, the development of logic programs with annotated disjunctions. In
trying to clarify the intuitive meaning of expressions in this language, we often found it
useful—and sometimes even necessary—to refer to causality. For instance, the ability
to have multiple rules with the same atom in the head turned out to be quite convenient,
as illustrated by our formalization of the Russian roulette example:

(Death : 1/6) <« Fire(Left_gun).
(Death : 1/6) «— Fire(Right_gun).

This correctly represents the example and, moreover, it does so in a concise and ap-
pealing way. However, it is clearly not possible to say that, for instance, the first rule
should be read as: “If the left gun is fired, then the probability of death is 1/6.” (If the
probability of firing the right gun is non-zero, the statement is obviously false.) Exam-
ining the intuitions that had lead to this theory, we found that we actually thought of
this rule as representing only opessible causér death. So, we started to interpret
the ‘“—’-connective of LPADs as a statement about causes and effects.

However, it was not clear that this interpretation was actually sanctioned in any way
by the formal semantics that we had constructed for this language, because this just
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considered the well-founded semantics of certain probabilistically constructed logic
programs and, as such, did not seem to contain any features particularly related to
causality. We therefore decided to construct a different semantics—one that did ex-
plicitly formalize causal intuitions—to see how this would compare to our original
semantics.

Gradually, it became apparent that by constructing a causal interpretation for our
logic programming style constructs, we were actually also learning something about
the nature of causality itself. Namely, it became clear that, to a much larger extent
than common in the literature, our logic was focusing on a dynamic aspect of causality.
Indeed, the concept of an event, something which actieppensat some point in
time, became central to not only our formal semantics, but also to our conception of
causality itself. We therefore realized that, instead of just defining an alternative, causal
semantics for some given probabilistic logic programming language, our work was
actually examining something that was inherently present in causality itself. This lead
to a final shift in focus, where we now constructed a logic from the ground up—both
in form and in meaning—based only on intuitions regarding causality. Our original
semantics for logic programs with annotated disjunctions still proved useful, however,
because it allowed us to relate our new causal language of CP-logic to existing logic
programming concepts, as we have seen in this section. In this way, we showed that
a causal interpretation of the-"-connective not only makes sense in the context CP-
logic, but also for logic programs.

5.9 Related work

In this chapter, we discuss some research that is related to our work on CP-logic.
Roughly speaking, we can divide this into two different categories, namely, the re-
lated work that focuses mainly on formalizing causality and that which focuses mainly
on representing probabilistic knowledge.

5.9.1 Causal languages

Our work on CP-logic is primarily intended as a study of the dynamic nature of causal
information from a knowledge representation perspective. As such, itis closely related
to the work of Pearl. In Section 5.6, we have already compared CP-logic to Pearl’s
formal tool of Bayesian networks and showed that it offers certain representational
advantages through its more flexible and fine-grained representation of causal events.
We have, however, not yet discussed the fact that the focus of our study is somewhat
different from Pearl’s. Indeed, his work focuses on the behaviour of causal models
in the presence dhterventionsi.e., outside manipulations that preempt the normal
behaviour of the system. This is a topic that is somewhat orthogonal to our work.
Indeed, while Pearl examines interventions in the formal context of structural models
(a generalization of Bayesian networks), it seems equally possible to do this in the
setting of CP-logic. In fact, this is actually a promising direction for future research.
Indeed, in CP-logic, one could consider interventions that preempt, add or replace just
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a single CP-event. This allows more fine-grained manipulations of a causal model than
are possible using Bayesian networks or structural models.

Moreover, one of the interesting uses of interventions is the handling of counter-
factuals, which have been used by Halpern to define concepts such as “actual causes”
(Halpern and Pearl 2001a) and “explanations” (Halpern and Pearl 2001b). The explic-
itly dynamic processes of CP-logic offer an interesting setting in which to investigate
these concepts as well. Indeed, in any particular branch of an execution model of a
CP-theory every true atomis caused by at least one CP-event, whose precondition
o was satisfied at the time when this event happened. It now seems sensibleto call
an actual cause gf. An interesting question is to what extent such a definition would
coincide with the notion of actual causation defined by Halpern.

Another attempt to formalize causal knowledge, which, like CP-logic, also has a
close relation to logic programming, are McCain and Turneaissal theoriegMcCain
and Turner 1996). A causal theory is a set of rytes= ), wherey and« are propo-
sitional formulas. The semantics of such a theBris defined by a fixpoint criterion.
Concretely, an interpretatiahis a model off’ if I is theuniqueclassical model of the
theoryT that consists of alp, for which there is a rule> < v in T'such thatl |= .

In CP-logic, we assume that the domain is initially in a certain state, which then
changes through series of events. This naturally leads to the kind of constructive pro-
cesses that we have used to define the formal semantics of CP-logic. By contrast,
according to McCain and Turner’s fixpoint condition, a proposition can have any truth
value, as long as their exists some causal explanation for this truth value. This differ-
ence mainly manifests itself in two ways.

First, in CP-logic, every endogenous property has an initial truth value, which can
only change as the result of an event. As such, there is a fundamental asymmetry
between falsity and truth, since only one of them represents the “natural” state of the
property. For McCain & Turner, however, truth and falsity are completely symmetric
and both need to be causally explained. As such, if the theory is to have any models,
then, for every propositio®, there must always be a cause for eitgeor —Q).

A second difference is that the constructive processes of CP-logic rule out any
unfounded causality, i.e., it cannot be the case that properties spontaneously cause
themselves. In McCain & Turner’s theories, this is allowed to happen. For instance, the
CP-theory{ @ « @} has{} as its model, whereas the causal the@ly< Q} has{Q}
as its model. As such, the direct representation of cyclic causal relations that is possible
in CP-logic (e.g., Example 5.1) cannot be done in causal theories; instead, one has to
use an encoding similar to the one needed in Bayesian networks (e.g., Figure 5.11). In
practice, the main advantage of McCain & Turner’s treatment of causal cycles seems
to be that it offers a way of introducing exogenous atoms into the language. Indeed,
by including both@) < @ and—-@Q < —Q, one can express th@t can have any truth
value, without this requiring any further causal explanation. Of course, CP-logic has no
need for such a mechanism, since we make an explicit distinction between exogenous
and endogenous predicates. It is interesting to observe that, given the relation between
logic programming and causal theories proven in (McCain 1997), this difference can
actually be traced back to the difference between the well-founded and completion
semantics for logic programs.
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5.9.2 Probabilistic languages

In this section, we compare CP-logic to a number of probabilistic logic programming
languages. Let us first and foremost point out that, in general, our main contribution to
this field does not consist of some original new formal language, but, rather, of a new
intuitive understanding of the “same old” mathematical objects. Indeed, whereas prob-
abilistic logic programming research typically takes some logic programming variant
as its starting point, we have begun from fundamental observations about the nature
of causality, without assuming arypriori relation to logic programs. Nevertheless,
our attempt to formalize intuitions about causal probabilistic events has lead to a for-
mal language that is remarkably close to probabilistic logic programming. On the one
hand, this demonstrates that probabilistic logic programming can be used to deal with
causality. On the other hand, it also allows such languages to be understood, motivated
and explained from the ground up, based only on the concept of causal probabilistic
events, without any reference to prior logic programming developments.

We will now discuss a number of probabilistic logic programming languages in
some more detail.

Independent Choice Logic

Independent Choice Logic (ICI(Poole 1997) by Poole is a probabilistic extension of
abductive logic programming, that extends the earlier formalisRrotbabilistic Horn
Abduction(Poole 1993). An ICL theory consists of both a logical and a probabilistic
part. The logical part is an acyclic logic program. The probabilistic part consists of a
set of rules of the form (in CP-logic syntax):

(hlzal)\/---\/(hn:an).

The atomsh; in such clauses are callethducibles Each abducible may only appear
once in the probabilistic part of an ICL program; in the logical part of the program,
abducibles may only appear in the bodies of clauses.

Syntactically speaking, each ICL theory is also CP-theory. Moreover, the ICL se-
mantics of such a theory (as formulated in, e.g., (Poole 1997)) can easily be seen to
coincide with our instance based semantics for LPADs. As such, an ICL theory can be
seen as a CP-theory in which every CP-event is either deterministic or unconditional.

We can also translate certain LPADs to ICL in a straightforward way. Concretely,
this can be done for acyclic LPADs without exogenous predicates, for which the bodies
of all CP-events are conjunctions of literals. Such a CP-evefthe form:

(h1:a1) V-V (hyiap) —¢
is then transformed into the set of rules:

hi < @ A Choice,(1).

hn < @ A Choice.(n).
(Choicer(1) : 1) V - -+ V (Choicer(n) = o).
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The idea behind this transformation is that every selection of the original ti&ooy-
responds to precisely one selection of the translatianiMore precisely, if we denote
by ChoiceRule(r) the last CP-event in the above translation of a nyléhen aC-
selectiory corresponds to th€”-selectiono’, for which for allr € C, o(r) = (hi, o)
iff o'(ChoiceRule(r)) = (Choice,(i), ;). Itis quite obvious that this one-to-one
correspondence preserves both the probabilities of selections and the (restrictions to
the original alphabet of the) well-founded models of the instances of selections. This
suffices to show that the probability distribution defined@yoincides with the (re-
striction to the original alphabet of) the probability distribution defined by

So, our result on the equivalence between LPADs and CP-logic shows that the two
parts of an ICL theory can be understood as, respectively, a set of unconditional prob-
abilistic events and a set of deterministic causal events. In this sense, our work offers
a causal interpretation for ICL. It is, in this respect, somewhat related to the work of
Finzi et al. on causality in ICL. In (Finzi and Lukasiewicz 2003), these authors present
a mapping of ICL into Pearl’s structural models and use this to derive a concept of ac-
tual causation for this logic, based on the work by Halpern (Halpern and Pearl 2001a).
This approach is, however, somewhat opposite to ours. Indeed, we view the event-
based structure of CP-logic as a more fine-grained model of causality. Transforming
a CP-theory into a structural model actually loses information, in the sense that it is
not possible to recover the original structure of the theory. From the point-of-view of
CP-logic, the approach of Finzi et al. would therefore not make much sense, since it
would attempt to define the concept of actual causation in a more fine-grained model
of causal information by means of a transition to a coarser one.

P-log

P-log (Baral, Gelfond, and Rushton 2004) is an extension of the language of Answer
Set Prolog with new constructs for representing probabilistic information. It is a sorted
logic, which allows for the definition oéttributes which map tuples (of particular
sorts) into a value (of a particular sort). Two kinds of probabilistic statements are
considered. The first are calleendom selection ruleand are of the form:

[r] random(A(t) : {z : P(z)}) « .

Here,r is a name for the rule? is an unary boolean attributd, is an attribute witht

a vector of arguments of appropriate sorts, and a collection of so-called extended
literals*. The meaning of a statement of the above form is that, if the hoofithe rule

is satisfied, the attributd(t) will take on a value from the intersection of its domain
with the set of all terms: for which P(z) holds. The choice of which value will be
assigned to this attribute is random and, by default, all possible values are considered
equally likely. Itis, however, possible to override such a default, using the second kind
of statements, callegrobabilistic atoms These are of the form:

p’rr(A(t) =Y |c 99) = .

4An extended literal is either a classical literal or a classical literal preceded by the default negation
where a classical literal is either an atoh(t) = ¢o or the classical negationA(t) = to thereof.
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Such a statement should be read asp Holds, then the probability of attributé(t)
taking on valuey due to the random selection process described byrrisler.

The information expressed by a random selection rule and it associated probabilis-
tic atoms is somewhat similar to a CP-event, but stays closer to a Bayesian network
style representation. Indeed, it expresses that, under certain conditions, the value of a
certain attribute will be determined by some implicit random process, which produces
each of a number of possible outcomes with a certain probability. We see that, as in
Bayesian networks, there is no way of directly representing information about the ac-
tual events that might take place; instead, only information about the way in which
they eventually affect the value of some attribute (or random variable, in Bayesian
network terminology) can be incorporated. Therefore, representing the kind of phe-
nomena discussed in Section 5.6—namely, cyclic causal relations and effects with a
number of independent possible causes—requires the same kind of encoding in P-log
as in Bayesian networks.

A second interesting difference is that@dom-statements of P-log represent an
experiment in which a value is selected frondynamicset of alternatives, whereas,
in CP-logic the set of possible outcomes is specified statically. Consider, for instance,
a robot that leaves a room by selecting at random one of the doors that happens to be
open. In P-log, this can easily be written down as:

[r] random(Leave_through : {x : Open_door(x)}).

In CP-logic, such a concise representation is currently not possible.

Apart from probabilistic statements, a P-log program can also contain a set of reg-
ular Answer Set Prolog rules and a set of observations and actions. The difference
between observations and actions is the same as highlighted by (Pearl 2000), i.e., ob-
servations are supposed to have been generated by the causal processes described by
the theory, whereas actions explicitly interfere with the normal state of affairs and,
therefore, cannot and should not be explained by the theory. As such, the scope of
P-log is significantly broader than that of CP-logic and it is clearly a more full-blown
knowledge representation language than CP-logic, which is only aimed at expressing a
specific kind of causal knowledge.

First-order Versions of Bayesian networks

In this section, we discuss two approaches that aim at lifting the propositional formal-
ism of Bayesian networks to a first-order representation, naB&ygsian Logic Pro-
grams (BLPs)Kersting and Raedt 2000) arRelational Bayesian Networks (RBNS)
(Jaeger 1997).

A Bayesian Logic Program or BLP consists of a set of definite clauses, using the
symbol " instead of “—", i.e., clauses of the form

P(to) | Bi(t1), ..., Bu(tn).

in which P and theB;’s are predicate symbols and thgs are tuples of terms. For
every predicate symbdp?, there is a domaidom(P) of possible values. The meaning
of such a program is given by a Bayesian network, whose nodes consist of all the atoms
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in the least Herbrand model of the program. The domain of a node for a ground atom
P(t) is dom(P). For every ground instantiatioR(ty) | Bi(t1),...,B,(ty,) of @
clause in the program, the network contains an edge from Baah) to P(to), and
these are the only edges that exist.

To complete the definition of this Bayesian network, all the relevant conditional
probabilities also need to be defined. To this end, the user needs to specify, for each
clause in the program, a conditional probability table, which defines the conditional
probability of every value irlom(P), given an assignment of values to the atoms in
the body of the clause. Now, let us first assume that every ground atom in the Bayesian
network is an instantiation of the head of precisely one clause in the program. In this
case, the tables for the clauses suffice to determine the conditional probability tables
of the network, because every node can then simply take its probability table from
this unique clause. However, in general, there might be many such clauses. To also
handle this case, the user needs to specify, for each predicate syinbado-called
combination rulewhich is a function that produces a single probability from a multiset
of probabilities. The conditional probability table for a ground atBit) can then be
constructed from the set of all clausessuch thatP(t) is an instantiation ohead(r),
by finding the appropriate entries in the tables for all such clausesl then applying
the combination rule foP to the multiset of these values. According to the semantics
of Bayesian Logic Programs, this combination rule will always be applied, even when
there exists only a single such

This completes the definition of BLPs as given in, e.g., (Kersting and Raedt 2000).
More recently, a number of issues with this formalism have lead to the development of
Logical Bayesian Networks (Fierens, Blockeel, Bruynooghe, and Ramon 2005). These
issues have also prompted the addition of so-called “logical atoms” to the original BLP
language (Kersting and Raedt 2007). Since this does not significantly affect any of the
comparisons made in this section, however, we will ignore this extension.

A Relational Bayesian Netwoiik a Bayesian network in which the nodes corre-
spond to predicate symbols and the domain of a node for a predigateonsists of
all possible interpretations of this predicate symbol in some fixed domaire., all
subsets ofD™. The conditional probability distribution associated to such a ndde
is specified by grobability formulaF,. For every tupled € D", F,(d) defines the
probability ofd belonging to the interpretation @ in terms of probabilities of tuples
d’ belonging to the interpretation of a predicdtg whereP’ is either a parent oP in
the graph or even, under certain conditiofsitself. Such a probability formula can
contain a number of different operations on probabilities, including the application of
arbitrary combination rules. Such a Relation Bayesian Network can also be compiled
into a network that is similar to that generated by a BLP, i.e., one in which the nodes
correspond to domain atoms instead of predicate symbols. The main advantage of such
a compiled network is that it allows more efficient inference.

Again, the main difference between these two formalisms and CP-logic is that they
both stick to the Bayesian network style of modelling, in the sense that the actual
processes and events that determine the values of the random variables are entirely ab-
stracted away and only the resulting conditional probabilities are retained. However,
through the use of, respectively, combination rules and probability formulas, these can
be represented in a more structured manner than in a simple table. In this way, knowl-
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edge about, for instance, the underlying causal events can be exploited to represent the
conditional probability distributions in a concise way. The most common example is
probably the use of theoisy-orto handle an effect which has a number of independent
possible causes. For instance, let us consider the Russian roulette problem of Example
5.9. In a BLP, the relation between the guns firing and the player’'s death could be
represented by the following clause:

Death | Fire(X).

Fire(z) =t | Fire(z) =1
Death =t 1/6 0
Death = f 5/6 1

Combination rule fotDeath : noisy-or

In Relational Bayesian Networks, this would be represented as follows:

Fpeath = nOiSy_OI({]-/G : F’LT‘G((E) ‘ ‘T})

(Fre)—(Dean)

As such, combination rules do allow some knowledge about the events underlying
the conditional probabilities to be incorporated into the model. However, this is of
course not the same as actually having a structured representation of the events them-
selves, as is offered by CP-logic. As a consequence of this, cyclic causal relations, such
as that of ourPneumonia- Angina example, still need the same kind of encoding as
in a Bayesian network.

Other approaches

In this section, we give a quick overview of some other related languages. An important
class of probabilistic logic programming formalisms are those followingkthewl-
edge Based Model Constructia@pproach. Such formalisms allow the representation
of an entire “class” of propositional models, from which, for a specific query, an ap-
propriate model can then be constructed “at run-time”. This approach was initiated by
Breese (Breese 1992) and Bacchus (Bacchus 1993) and is followed by both Bayesian
Logic Programs and Relational Bayesian Networks. Other formalism in this class are
Probabilistic Knowledge Bases Ngo and Haddawy (Ngo and Haddawy 1997) and
Probabilistic Relational Modelsf Getoor et al. (Getoor, Friedman, Koller, and Pfeffer
2001). From the point of view of comparison to CP-logic, both are very similar to
Bayesian Logic Programs (see, e.g., (Kersting and Raedt 2001) for a comparison).
The language used in tHi&rogramming in Statistical Modellingystem (PRISM)
(Sato and Kameya 1997) is very similar to Independent Choice Logic. Our comments
concerning the relation between CP-logic and Independent Choice Logic therefore
carry over to PRISM.
Like CP-logic,Many-Valued Disjunctive Logic Progranfsukasiewicz 2001) are
also related to disjunctive logic programming. However, in this language, probabilities
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are associated with disjunctive clauses as a whole. In this way, uncertainty of the
implication itself—and not, as is the case with LPADs or CP-logic, of the disjuncts in
the head—is expressed.

All the works mentioned so far use point probabilities. There are however also
a number of formalisms using probability intervaRrobabilistic Logic Program®f
Ng and Subrahmanian (Ng and Subrahmanian 1992), their extendityiota Proba-
bilistic Programsof Dekhtyar and Subrahmanian (Dekhtyar and Subrahmanian 2000)
and Probabilistic Deductive Databasesf Lakshmanan and Sadri (Lakshmanan and
Sadri 1994). Contrary to our approach, programs in these formalisms do not define
a single probability distribution, but rather setof possible probability distributions,
which allows one to express a kind of “meta-uncertainty”, i.e., uncertainty about which
probability distribution is the “right” one. Moreover, the techniques used by these for-
malisms tend to have more in common with constraint logic programming than stan-
dard logic programming. The more recent formalism of CLP(BN) (Costa, Page, Qazi,
and Cussens 2003) belongs to this class.

We also want to mentioStochastic Logic Programsf Muggleton and Cussens
(Cussens 2000; Muggleton 2000), which is a probabilistic extension of Prolog. In
this formalism, probabilities are attached to the selection of clauses in Prolog’s SLD-
resolution algorithm, which basically results in a first-order version of stochastic con-
text free grammars. Because of this formalism’s strong ties to the procedural aspects
of Prolog, it appears to be quite different from CP-logic and indeed all of the other
formalisms mentioned here.

ProbLog(De Raedt, Kimmig, and Toivonen 2007) is a more recent probabilistic
extension of pure Prolog. Here, too, every clause is labeled with a probability. The
semantics of ProbLog is very similar to that of LPADs and, in fact, the semantics of a
groundProbLog program coincides completely with that of the corresponding LPAD.
More precisely put, a ProbLog rule of the form:

a: h«by,..., by,
whereh and theb; are ground atoms is entirely equivalent to the LPAD rule:
(h:a)«—b1,... by

For non-ground programs, however, there is a difference. The semantics of an LPAD
first grounds the entire program and then probabilistically selects instantiations of the
rules of this ground program. In ProbLog, on the other hand, selections directly pick
out rules of the original program. This means that, for instance, the following ProbLog-

rule:

0.8: likes(X,Y) « likes(X, Z),likes(Z,Y),
specifies that, with probability.8, thelikes-relation is entirely transitive, whereas the

corresponding LPAD-rule would mean that for ialtlividualsa, b andc, the fact that
likes b andb likes c causes: to like ¢ with probability0.8.
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5.10 Conclusions and future work

The work presented in this chapter is primarily intended as a study of the nature of
causality. We have argued that causal statements have an inherent dynamic aspect,
which leads naturally to the notion of@usal probabilistic event descripticas an
important unit of causal knowledge. The intuitive meaning of such statements strongly
suggests a formal semantics that is defined in terms of constructive probabilistic pro-
cesses. We have worked out this idea in the language of CP-logic. An important
theorem regarding this logic is that all execution models of a CP-theory generate the
same probability distribution over their final states. This shows that it is possible to
view CP-logic as a probabilistic modelling language, that refines Bayesian networks.

Our main contribution is that we have shown the syntax and semantics of our lan-
guage to follow naturally from an initial analysis of causal statements. Of course,
certain specific choices could be argued with—for instance, our representation of the
possible effects of an event is perhaps somewhat oversimplified and the immediate in-
tuitive appeal of our semantics is clearly less obvious for theories containing negation
than for positive theories. However, the basic structure of CP-logic and its semantics
are essentially already implied by the concept of a causal probabilistic event description
itself.

We have also shown that the formal semantics of CP-logic is closely related to logic
programming. Because of the way in which we have constructed our logic as a natural
formalization of causal statements, this shows that logic programming constructs can
be interpreted in a causal way. To be more concrete, we have shown that a normal
logic program under the well-founded semantics can be understood as a set of deter-
ministic causal statements, we have presented an alternative semantics for disjunctive
logic programs (similar to that of (Sakama and Inoue 1994)) under which these can be
interpreted as sets of non-deterministic causal events, and we have shown that a theory
in Poole’s independent choice logic (Poole 1997) can be understood as a combination
of deterministic causal events and unconditional probabilistic events.

The fact that CP-logic can be seen as a refinement of Bayesian networks, and is
as expressive as independent choice logic, suggests that it might be well suited for
modelling practical applications. Investigating this further would be especially inter-
esting, since it would also shed light on how the kind of causal knowledge we have
been studying actually appears in real application domains. To make CP-logic more
suitable for practical purposes, it could still be improved in a number of ways. To be
more concrete, we see the following opportunities for future research.

Refinement of CP-logic. The current language of CP-logic is restricted in a number

of ways. First, it only allows a finite number of causal probabilistic events. Let us
consider, for instance, a die that is rolled as long as it takes to obtain a six. Here,
there is no upper bound on the number of throws that might be needed and, therefore,
this example can currently not be represented in CP-logic. Second, CP-logic is also
limited in its representation of the effects of an event. For instance, it is not possible to
represent events whose range of possible outcomes is not completely fixed beforehand.
Third, CP-logic currently can only handle properties that are either fully present or fully
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absent. As such, it cannot correctly represent causes which have only a contributory
effect, e.g., turning on a tap would not instantaneously cause a basin to be full, but only
contribute a certain amount per time unit.

Integration into a larger formalism.  To correctly formalize a domain in CP-logic, a

user must exactly know the causes and effects of all relevant events that might happen.
For real domains of any significant size, this is an unrealistic assumption. Indeed,
typically, one will only have such detailed knowledge about certain parts of a domain.
So, in order to still be able to use CP-logic in such a setting, it would have to be
integrated with other forms of knowledge. There are some obvious candidates for this:
statements about the probabilities of certain properties, statements about probabilistic
independencies (such as those in Bayesian networks), and constraints on the possible
states of the domain. Integrating these different forms of knowledge without losing
conceptual clarity is one of the main challenges for future work regarding CP-logic,
and perhaps even for the area of uncertainty in artificial intelligence as a whole.

Inference. The most obvious inference task in the context of CP-logic is calculating
the probabilityro () of a formulap. A straightforward way of doing this would be

to exploit the relation between CP-logic and (probabilistic) logic programming, such
that we perform these computations by reusing existing algorithms (e.g., the inference
algorithm of Poole’s independent choice logic (Poole 1997)) in an appropriate way. A
more advanced technique, using binary decision diagrams, is currently being studied
by Riguzzi [personal communication]. Another interesting inference task concerns
the construction of a theory in CP-logic. For probabilistic modelling languages in
general, it is typically not desirable that a user is forced to estimate or compute concrete
probability values herself; instead, it should be possible to automatically derive these
from a given data set. For CP-logic, there already exist algorithms that are able to do
this in certain restricted cases (Riguzzi 2004; Blockeel and Meert 2007). It would be
interesting to generalize these, in order to make them generally applicable. Besides
such learning of probabilistic parameters, it is also possible to learn the structure of
the theory itself. This too is an important topic, because if we are able to construct the
theory that best describes a given data set, we are in effect finding out which causal
mechanisms are most present in this data. Such information can be relevant for many
domains. For instance, when bio-informatics attempts to distinguish active from non-
active compounds, this is exactly the kind of information that is needed.
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Chapter 6

Proofs of the theorems

In this chapter, we present proofs of the theorems that were stated in the previous
chapter. To ease notation, we will assume that there are no exogenous predicates. This
can be done without loss of generality, since all our results can simply be relativized
with respect to some fixed interpretation for these predicates.

6.1 Semantics is well-defined

We start by proving that the semantics of CP-logic—and in particular, the three-valued
interpretationv, used in the additional condition imposed by Definition 5.9 for han-
dling negation—is indeed well-defined. Since we defingds the unique limit of all
terminal hypothetical derivation sequencess pthis requires us to show that all such
sequence indeed end up in the same limit.

As we recall from Section 2.2, there is a strong duality between three-valued in-
terpretations and paird, J) of two-valued interpretations that are consistent, i.e., for
which I < J. In that chapter, we also defined a corresponding isomorphijstimat
maps eaclhy to the pair of interpretationd, J), wherel contains all ground atoms
for which v(p) = t andJ contains all ground atoms for which eitherv(p) = t or
v(p) =u.

Let us consider a CP-theofy and states in a C-process. We will denote bR (s)
the set of all CP-events € C that have not yet happened éni.e., for which there
is no ancestos’ of s with £(s’) = r’. Let (v;)o<i<n be a sequence of three-valued
interpretations. It follows directly from the correspondence to pairs of interpretations
that (;), is a hypothetical derivation sequence in the staiff the corresponding
sequence of pairg;, J;) = 7(v;) satisfies the following conditions:

e Foralli, I; =Z(s);
o Jo = Ip;
e foralli >0, J; = J;_1 U head(r), with r € R(s) such that(J, I) = body(r).

131
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In order to characterize the limit reached by such a sequence, we will define a new
operatorV; on interpretations, that maps each interpretatiadio J U H, whereH is
the union of allkeads(r) for whichr € R(s) and, withl = Z(s), (J,I) = body(r).
Clearly, this operator is monotone and has each interpretdtasma postfixpoint. As
we recall from Section 2.1.1, this implies that, for each interpretafidi, has a unique
least fixpoint greater thasi. This property can now be used to characterize the limit of
a hypothetical derivation sequence.

Proposition 6.1. Let (v;)o<i<, be a terminal hypothetical derivation sequence for a
CP-theoryC and states in a C-process. Themr(v,) = (I, J), whereJ is the least
fixpoint greater thar! of the operatofV/;.

Proof. For all, let (I, J;) ber(v;). Let.J be the least fixpoint greater thdnof V;.
Because the sequenge )<<, is terminal, for all CP-events € R(s), if (J,,,I) |=
body(r) thenhead(r) C J,. It follows thatJ,, is a fixpoint of V. Moreover,J,, is by
construction also greater thdn Therefore,J < J,, and it suffices to show that also
Jn < J. We prove by induction that the inequalify < .J in fact holds for all; € 0..n.
For Jy = I, this is trivial. Assume that, for some> 0, J;_; < J. There exists a CP-
eventr € R(s) such thatl; = J;_; U head(r) and(J;_1, I) = body(r). Because, by
the induction hypothesig,;_; < J, thisimplies that als¢J, I') = body(r). Therefore,
head(r) € Vi(J) = J and we conclude thaf; < J. O

This result characterizes the limit of any terminal hypothetical derivation sequence
in a states in a way that depends only on As such, it shows that all such sequences
converge to a unigue limit;, namely, the least fixpoint greater th@fs) of V. We
have now proven Theorem 5.3 and, therefore, our semantics is indeed well defined.

6.2 CP-logic and LPADs are equivalent

We now establish a link to logic programming, by relating this limitto the stable
operator of a logic prograre'®, defined as follows. For a CP-evente C that has
already happened if i.e.,r ¢ R(s), we denote by the singleton set of rulegh —
body(r)}, whereh is the atom that was the result of this event. For every other CP-
eventr, r® is the set of all rule& « body(r), for whichh € head 4;(r). The program
C? is now defined as),.cor®. Recall that in Section 2.2, we defined the semantics of
a rule setP by means of a functiofVp that maps each pair of interpretatiofls J) to
the set of all atoméead(r) for which (I, J) = body(r).

In order to relate such a progra@ to the operatols;, we consider the subset
P C (7 that contains alt-®* for whichr € R(s). LetI beZ(s). Itis now easy to
see that for allJ, Vi(J) = J U Up(J,I). Now, obviouslyUc:(J,I) = Up(J,I) U
Ucs\p(J,I). Because the prograi® \ P consists precisely of alt* for which r
has already happened inwe have that, for alr € C*\ P, head(r) belongs tol.
Therefore, for any/, Ucs\ p(J, I) < I. It follows that for all.J > I:

Va(J) = Up(J, 1) UJ = Up(J, 1) UJUUge p(J, I) = Ugs (J, 1) U J.
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We now use these observations to relatéo the upper stable operat()“és; recall that
this maps eacli to Ifp(Uc- (-, J)) and is also equal to the lower stable operaﬁ’é{;.
First, we do this only under the assumption that the p&i€'.. (1)) is consistent.

Proposition 6.2. Let (v;)o<i<» be a hypothetical derivation sequence for a CP-theory
C and states in an execution model of’. Let beZ(s). If I < Cg (I), then
() = (I,CL. (D).

Proof. By Proposition 6.17(v,) = (I, J), with J the least fixpoint greater thah
of V. Because for eack” > I, V,(K) = K U Ugs (K, I), any fixpoint ofU¢s (-, I)
greater thad is also a fixpoint ofV/;. In particular, by the assumption thag cl. (1),
this holds for the least fixpoirt/,. (1) of Uc- (-, I). Therefore,] < C[..(I). As such,
it suffices to show that alsé > C[,. (I). ForanyK > I, clearlyV,(K) 2 Ucs (K, I).
It follows that the least fixpoint greater thdnof V; must be greater than or equal to
the least fixpoint greater thanof Uc- (-, I), i.e., indeed/ > Cés (I). O

We now show that for all = Z(s) it is indeed the case thaf, C/.. (1)) is consis-
tent, by proving the following, stronger result. Our formulation of this theorem uses
the concept oprudence for a programP, a pair(Z, J) is P-prudentif I is less than
each prefixpoint oUp (-, J), i.e., if for eachK, Up(K, J) < K implies] < K.

Proposition 6.3. Let T be an execution model 6f. For each nodss, if I = Z(s) and
J= Cgs (I), then the pair(1, J) is both consistent and prudent.

Proof. Let sg,..., s, be a branch off, with s the root of7. For eachi, let I; be
Z(s;) andJ; be C(Tjs,i (I;). We will prove by induction that for each the pair(1;, J;)
is both consistent an@'*:-prudent. Because for the roag of 7, Iy = {}, the pair
(1o, Jo) trivially satisfies this property. Let > 0 and assume that the property holds
for all j < i. We construc{l;,1, J;+1) from (I;, J;) in two steps, showing that each
step preserves consistency and prudence.

First, we go from the pai(Z;, J;) to (1,11, J;). By construction, there exists an
r € C®+1, such thatl; ;1 = I; U {head(r)} andvg, (body(r)) = t. By the induction
hypothesis and Proposition 6:2ys,) = (I;, J;), so(1;, J;) = body(r) and(J;, I;) =
body(r). Let us now first show that this step preserves consistency, i.el;that J;.
Because already; < J,, it suffices to show thakead(r) € J;. Because € C*
and (J;,I;) = body(r), we have thatiead(r) € Ucs:(J;, ;). BecauseJ; is by
construction a fixpoint o/cs; (-, I;), this implies thathead(r) € J;. We now show
that this step also preserves prudence.lleé such thaf > Ugsita (I, J;). We need
to show that! > I;,. Again, sincel;;; = I; U head(r) andI > I,, it suffices
to show thathead(r) € I. Becausq;,J;) E body(r) andI > I;, we have that
(I,J;) E body(r) and, therefore, it follows frond > Ugsiyi (I, J;) thathead(r) € I.

Second, we go from the p&if;;1, J;) to (I;+1, Ji+1). We first show that this step,
too, preserves consistency. Beca(g, J;) is consistent(J; 1, Liy1) >p (Jit1, Ji)
and:

Jiv1 = Ucritr (Jig1, Liv1) = Ugsirr (Jig1, Ji).

Becaus€l;11, J;) has already been shown to b&:+:-prudent, this implies that in-
deed/;;; < J;+1. We now show that this step also preserves prudence. I Let
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be such thal > Ugsivi (I, J;11). We need to show that > I;.4. It suffices
to show thatl > Ug-:i+1 (1, J;), because then the result will follow directly from
the C*i+1-prudence of(1;;., J;). Becausel,; > I, and eachIE—operator is anti-
monotone,J; 11 = Césm(liﬂ) < Cgsm(li). Moreover, becaus€*i+1 C C*,
Cé.w(li) < C’(Tj (I;) = J;, s0J;41 < J;. Becausd/cs:41 is anti-monotone in its
second argument, we now have th&ts:. (I, J;) < Ugsi+1 (1, J;+1) and, since we
chosel > Ugsit1 (I, J), we now indeed find that > Ugsiii (1, J;). O

Together, the above two propositions imply that, for each nodean execution
model, 7(v,) is the pair(1,.J) for which I = Z(s) andJ = C[..(I). Let us now
consider a branchy, .. ., s, of an execution model. Because for gl> 4, I; > I;
and ever}Cgs -operator is anti-monotone, the sequence,, Jo<i<n = (L, Ji)o<i<n
is increasing with respect to the precision order. We now show that this increasingly
precise sequence converges to the well-founded modgt-afby showing that, on the
one hand, every pait;, J;) approximates the well-founded model, while, on the other
hand, the limit of this sequence is exact, ig.= J,.

Proposition 6.4. Let s be a node in an execution modElof C. LetI = Z(s) and
J = Cg (I). For any leafl that descends from, if (V, W) is the well-founded model
of C!, then(I,J) <, (V,W).

Proof. Let sq, ..., s, be the branch of that leads from its roat, to the leafl = s,

and, for each, letI; beZ(s;) andJ; = Cg (I;). We now prove by induction that, for
eachi, (I;, J;) <, (V,W). It follows directly from the anti-monotonicity aﬁgl that,

for any interpretatior?, if J = C(Tﬂ (I)andI <V, then(I,J) <, (V,W). Because

Iy = {} <V, this immediately implies the base case of our induction. Assume now
that(I;, J;) <, (V,W) and letr € C! be such thaf; ;1 = I; U head(r). It suffices

to show thatiead(r) € V. Now, becausél;, J;) |= body(r), the induction hypothesis
implies that(V, W) = body(r). Because by construction = U (V, W), indeed
head(r) € V. O

Proposition 6.5. Let!/ be a leaf of an execution model@f Then the pai(Z(l),Z(l))
is the well-founded model 6f'.

Proof. Let (V, W) be the well-founded model . It is well-known that this implies
thatV < W. Now, if we let] beZ(l) andJ be Cgl (I), then Proposition 6.4 states
that/ <V < W < J. We now show thal = .J. Becausé is a leaf, the principle of
sufficient causation implies that, for alle C! such thatl |= body(r), head(r) € I.
Thereforel = Uc:i (I, I). Because/ is the least fixpoint o/ (-, I), this implies that
J < I. By Proposition 6.3, alsé < J,sol = J. Itfollowsthatl =V =W =
J. O

Having established this relation to the well-founded semantics, we now proceed
to show that all execution models of a CP-theory indeed define the same probability
distribution and, moreover, that this coincides with the instance based sema#tics

The core concept used to define the instance based semantics is that of a selection.
Given an execution modél of a CP-theornyC, we can associate to each léaff 7 the
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setS; of all thoseC-selectionss that extend the choices made in the branch leading
to [. More formally, if s, . .., s,, is the branch leading tb(with s, the root of7 and

s, = 1), theno € S iffforall i < n, Z(s;41) = Z(s;) U {o"(E(s:))}. Itis easy to
see that, withL.7 the set of all leaves df, (S)),c 1, IS a partition of the sef. of all
selections. We now study some properties of these sets of selestiofks a technical
tool, we first introduce the following notion of an equivalence class of a selection.

Definition 6.1. Let D be a subset of a CP-theo€y. Two selectionsr, o’ € S¢ are
D-equivalentdenotetr =p o', iff Vr € D, o(r) = ¢’(r). The equivalence class of
o under=p, is denoted afr|p

Clearly, any sefS; is equal to the equivalence cldssy, wheres € S; andH =
C'\ R(l) is the set of all rules that have happened leading upite., for allr € C, r
belongs taH iff I has an ancestarfor which&(s) = r.

Proposition 6.6. For a CP-theoryC, let o be a C-selection andD C C. Then
P(lo]p) =1Il,ep o®(r).

Proof. We begin by making the following calculation:

P(lo]p) = Z Pip)= > []r ¢ (By definition)

pElo p€lo]p reC
- Z [Lr@ I
pElolp reD ré¢D
= Z H a®(r) H p(r) (Vp € [o]p : if r € D, thenp(r) = o(r))
pElolp reD r&D
= ( H a®(r Z H P> (Distributivity)
reD p€Elo]lp r¢D

We now show that this last subt, ., [1,¢p p“(r) is in fact equal to 1, which will
obviously prove the desired result. For any particular seleetiand D C C, the
equivalence clasg]p is isomorphic to the sef\ p of all selections for the subthe-

ory C'\ D of C. Indeed, an isomorphism between these two sets is the function that
maps every(C' \ D)-selectionr to the unique”-selectionp for which p|p = o|p and
plevp = 7. We therefore find that” ) TI,¢p p°(r) = ZTGSC\D [Lecnp™(r) =

> rese, P(7). Because for every eventin a CP-theoryy ;. ) epeaq-(ry @ = 1, it

is easy to see that, for any CP-thed@ry, the sum of the probabilitie®(c’) overall
C’-selectionss’ is always 1. In particular, this must be the cased6e= C'\ D, which

now proves the result. O

As previously pointed outS; = [o]y with o € S;andH = C \ R(I). The
above proposition now shows tha(S;) = ], o(r), which is of course equal to
the probabilityP (1) of the leafl itself. Having thus established th&(l) = P(S;),
we now just need to show that, for eache S;, the well-founded model of'? is
(Z(D),Z(1)). Proposition 6.7 already shows th&k(l),Z(1)) coincides with the well-
founded model of”’. This is almost the result that we want, but not completely, since
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C? is not necessarily equal 0. In particular, it might be the case that c C',
because”” contains precisely one instantiation of each CP-everd oivhereas”!
containsall possible instantiations of the CP-events that have not yet happeried in
The missing piece of the puzzle is now provided by the following straightforward logic
programming result, that we state without proof.

Proposition 6.7. Let P and P’ be logic programs, such thd C P’ and P’ has an
exact well-founded modél, I). If P contains all rules- € P’ for whichI |= body(r),
then(1, I) is also the well-founded model &%

Itis easy to see that, for any lelabf an execution model af’ and selectiow € S,
C? and (! satisfy the condition of this proposition. This now allows us to prove the
desired equivalence, which was previously stated as Theorem 5.8.

Theorem 6.1. Let7 be an execution model of a CP-thedry For each interpretation
J!
pe(J) = (J).

Proof. Let 7, C and J be as above. Lefr(J) be the set of all leavesof 7 for
whichZ() = J. Then by definitionm7(J) = > ,c;, (5 77 (). The probability
ne(J), on the other hand, is defined &S, ¢ ;) P(0), whereS(J) is the set of all
selectionss for which WFM(C?) = (J,J). Now, every selectior belongs to
precisely oneS;, with [ a leaf of 7. Moreover, it follows from Proposition 6.7 that
forallo, WFM(C?) = (J,J) iff there is anl € L+ (J) such that € S;. Therefore,
we can partitionS(J) into (S;);er, (s). By Proposition 6.6, we now have that:

po()= > Pl)= > Y Pl)= > PO=rr(]).

ceS(J) leLy(J)o€S; leLr(J)
O

For any execution modél of C, this theorem now characterizes the probability
distribution7+ in a way that depends only ati and not on7 itself. It follows that,
indeed, for all execution models and7’ of C, 77 = 77+, which means that we have
now also proven Theorem 5.5 (and, therefore, Theorem 5.1 as well).

6.3 Stratified CP-theories are treated correctly

In this section, we will prove Theorem 5.6, which states that every stratified CP-theory
has an execution model which follows its stratification. Recall that a CP-theory is
stratified if there exists a mapping from its Herbrand base tdl, such that for all

h € heada(r) andb € body’,(r), A(h) > A(b) and for allh € heada.(r) and

b € body,,(r), A(h) > A(b). In order to prove this result, we will again introduce

a mappings from C to N. We chosex to be such that it respectsand for allb €
body 4, (), k() > A(b). It can easily be seen that for any stratified the6tyit is
always possible to find suchxa Moreover, it is also always possible to construet-a
process/ that satisfies all the original conditions of Definition 5.4 (execution model—
positive case). Indeed, this is simply a matter of executing in eachsad&P-event:



6.3. STRATIFIED CP-THEORIES ARE TREATED CORRECTLY 137

with minimal () among all CP-events whose body is satisfied.imdeed, for every
child s’ of s, it will then be the case that, for all ruleswith Z(s") = body(r'), either
body(r') was already satisfied inor else the atom that was causedryust belong
to body 4+ (r'). In both cases; (') > k(r).

Therefore, it now suffices to show that any such procEssso satisfies the ad-
ditional condition imposed by Definition 5.9 (execution model—general case). Our
proof of this will need some intermediate results.

Let us first recall some properties of hypothetical derivation sequences. Such a se-
guence makes atoms that were initidilipecomeu. This implies that such a sequence
is decreasing with respect to the knowledge order and increasing with respect to the
truth order. Moreover, for all; in such a sequence, the truth valuébody(r)) must
therefore be related to whether or fts) = body(r) in the following way:

o If v;(body(r)) = t, then alsd(s) = body(r);
o If v;(body(r)) = f, then alsdZ(s) £ body(r);

e If v;(body(r)) = u, then there must be least atgnme body4:(r) that wasf in
Z(s) butisu in v; and, moreover:

— If Z(s) = body(r), thenp € body 4, (7);
— If Z(s) I~ body(r), thenp € body ™, ().

Now, let7 be ax-process that satisfies all the original conditions of Definition 5.4
(execution model—positive case). By definition, for all descenddms, «<(£(s")) >
k(E(s)). We now show that this implies that for every CP-eveérthat could also have
happened im, x(r') > k(E(s)).

Proposition 6.8. Let s be a node of, letr be&(s) and letr’ € R(s) be a CP-event
for whichZ(s) |= body(r'). Thenk(r’) > k(r).

Proof. Let us assume towards contradiction that there exists arfuie R(s) such
thatZ(s) = body(r') andk(r’) < s(r). We first prove by induction that, for each
descendant’ of s, it must then still be the case thafs’) = body(r’). The base case
s’ = sis trivial. For the induction step, we assume that the property already holds
for some descendant’ of s and consider a child’ of s”. Letr” be&(s”). By the
induction hypothesis] (s”) = body(r’). Therefore, the only way in which it could be
possible thaZ (s") = body(r’) is if v’ causes some atom € head 4+(r") that also
belongs tdbody ,,(r'). However, this would imply that(r”) < x(r') < k(r), which
contradicts the fact thaf follows x. We conclude that for all descendantsof s,
body(r") is indeed still satisfied if(s’). In particular, this must be the case for every
leaf I that can be reached from Therefore;” must happen in some state between
andi. However, becausg follows x andx(r’) < (r), this cannot be the case and we
have our contradiction. O

For a nodes, there are only certain CP-event$or which it can be the case that
vs(body(r)) = u. Indeed, as we now show, this can only happen for thostose
level k(r) is at least as great as the level of the ex#st) that actually happens in
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Proposition 6.9. Lets be a node of . For all CP-events € R(s), if k(r) < x(E(s)),
thenv, (body(r)) # u.

Proof. Let (v;)o<i<n be a hypothetical derivation sequencesin We will show by
induction over; that the property in fact holds for all;. Becausey is still two-
valued, the base case is trivial. Let us now assume that the property holils-for
1. We assume towards contradiction that there is a CP-eventR(s), for which
k(r) < k(€(s)) andy;(body(r)) = u. By the induction hypothesis, it is the case that
v;—1(body(r)) # u. This implies that the transition from,_; to v; must have used
somer’ € R(s) for which head (") contains at least one atom that also appears
in bodya:(r). Thereforex(r’) < k(r) < x(E(s)). Moreover, it must also be the
case that, for this’, v;_1(body(r')) is eithert or u. By this induction hypothesis, it
cannot beu, so it must byt. However, because a hypothetical derivation sequence
is decreasing with respect to the knowledge order, this impliesZttyt = body(r').

By Proposition 6.8, we then have thatr’) > x(€(s)), which contradicts:(r’) <
Kk(E(s)). O

We are now ready to finish our proof of Theorem 5.6, by showing Thamust
indeed also satisfy the additional condition imposed by Definition 5.9 and is, therefore,
an execution model aof’.

Proposition 6.10. A x-process? that already satisfies the original conditions of Def-
inition 5.4 must also satisfy the additional condition of Definition 5.9.

Proof. Let s be a node of a’-process7 that follows x and satisfies all principles
apart from temporal precedence. We need to showtf{abdy(E(s)) = t. Because a
hypothetical derivation sequence is decreasing with respect to the knowledge order, the
fact thatZ(s) = body(r) implies thatyvs(body(E(s)) is eithert or u. Let us assume
towards contradiction that it is. There must exists a CP-everitvhose head contains

at least one atom also appearinghinly ,, () such thats,(body(r’)) is eithert or u.
Because them(r’) < x(r), Proposition 6.9 implies that,(body(r')) cannot beu,

so it must bet. However, this can only happen if alreadys) = body(r’), which
contradicts Proposition 6.8. O

This concludes our proof of Theorem 5.6. Since this theorem clearly generalizes
Theorem 5.2, we have now proven all theorems stated in Chapter 5



Chapter 7

Conclusions

Our central topic has been the role of constructive processes in knowledge representa-
tion. In particular, we have investigated such processes in two distinct settings.

Algebraic study of logics with fixpoint semantics

In the first part of this text, we studied properties of constructive processes in the ab-
stract, algebraic setting of approximation theory. This allowed us to analyze some
important knowledge representation concepts in a general, syntax-independent way.
From such an algebraic analysis, we could then derive, in an easy and uniform way,
concrete results for various fixpoint semantics of a number of different languages. We
did this for two topics.

First, we examinednodularity, by means of the algebraic concept of a stratifiable
approximation. We then used our algebraic results to (partly) generalize a number of
known splitting results for logic programs (Lifschitz and Turner 1994; Eiter, Gottlob,
and Mannila 1997), open logic programs (Verbaeten, Denecker, and Schreye 2000), ID-
logic (Denecker and Ternovska 2004), autoepistemic logic (Gelfond and Przymusinska
1992; Niemeh and Rintanen 1994), and default logic (Turner 1996).

Second, we also studied the topicmEdicate introductionby means of the al-
gebraic concept of fixpoint extension. In the case of logic programming, our results
significantly generalize an earlier result by Van Gelder (Van Gelder 1993), as well as a
result by (Dix and Miller 1994) and certain restricted forms of fold/unfold transforma-
tions (Aravindan and Dung 1995). In the case of autoepistemic logic, we presented a
transformation to reduce the nesting depth of the modal operator, which offers an alter-
native (avoiding a blowup in the size of the theory at the cost of enlarging the alphabet)
to the transformation presented in (Marek and Trusiaskiy1991).

The main contribution of the work presented in this first part is that we have shown
approximation theory to be a viable way of studying properties of knowledge rep-
resentation languages with a fixpoint semantics in a general way, without commit-
ting to a single specific formalism. Indeed, for both topics we investigated, we have
demonstrated that different results, proven independently in the literature, can be de-
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rived from a single theorem in approximation theory, with relative ease. The work of
(Truszczyiski 2006) on algebraically characterizing strong and uniform equivalence
also fits into this strand of research. Along the way, we have also generalized existing
results for particular logics in several ways, as summarized in the preceding paragraphs.
Mostly, these were rather straightforward generalizations, such as extending an exist-
ing result to a more general syntax, a larger class of theories, or a different semantics.
Our most significant new applied result has been achieved in the context of predicate
introduction for logic programs, where our extension to recursively defined new predi-
cates allowed us to come up with a method of eliminating universal quantifiers in rule
bodies.

This work could still be extended in several ways. First, it could be examined if
and how other interesting languages fit into the framework of approximation theory.
In particular, within the field of answer set programming, the original language of
normal logic programs under the stable semantics has been significantly extended, as
in, e.g., (Lifschitz, Tang, and Turner 1999). Currently, these extensions fall outside
the scope of approximation theory and, therefore, none of our results apply to them.
Second, there are of course also other interesting knowledge representation properties
that could be investigated in the setting of approximation theory. For instance, the
topic of program specialization (Leuschel 1997) seems to be interesting in this respect.
Another interesting possibility is examining the fold/unfold transformations, that fall
outside the scope of our predicate introduction results.

Constructive processes and causality

In the second part of this text, we showed that constructive processes also play an
important role when dealing with causality. We started by considering the informal
meaning of causal statements such as “pneumonia causes cast pain” and showed that
this implicitly refers to a dynamic evolution, that can be described as a constructive
process. By considering also non-deterministic causal statements, such as “pneumo-
nia might cause chest pain”, where we quantify the uncertainty with probabilities, we
ended up with the probabilistic modelling language of CP-logic. As suggested by our
informal reading of such statements, we defined the semantics of theories in this lan-
guage by means of certain constructive probabilistic processes, called the execution
models of a theory. An important result was that all execution models of the same the-
ory generate precisely the same probability distribution over their possible final states.

An interesting property of CP-logic is that it allows causal events to be described in
quite a flexible and fine-grained way. As we have shown, this gives the language certain
representation advantages over Bayesian networks, e.g., when it comes to modelling ef-
fects with a number of independent possible causes or cyclic causal relations. We have
also related CP-logic to the field of logic programming, by first defining a probabilistic
extension of disjunctive logic programs, called logic programs with annotated disjunc-
tions, and then showing that this is equivalent to CP-logic. This result allows a new
and appealing informal interpretation of (probabilistic) logic programming constructs
in terms of causal events.

The main contribution of this work has been to develop a language whose syn-
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tax and semantics follow naturally from properties that are inherent to a certain kind of
causal statement. As such, CP-logic has primarily served as atool for analyzing the na-
ture of these statements and their role in probabilistic modelling. While we have shown
that it already has some interesting properties when compared to Bayesian networks,
future work could still make CP-logic more practically applicable; most notably, the
language itself could be extended in a number of obvious ways, it should be investi-
gated how CP-theories can be integrated with other forms of probabilistic knowledge,
and inference methods for CP-logic should be studied.
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