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Abstract

During the last 25 years, wireless® in communications has grown from a niche
market to an economically vital consumer mass market. The first wave, with the
breakthrough of 2G mobile telephony focused on speech, placed wireless
communication in the consumer mass market. In the current second wave services
are extended towards true multimedia, including interactive video, audio, gaming,
and broadband internet.

These high-data rate services, however, led to a separate IP-centric family
of wireless personal (WPAN) and local area networks (WLAN) outside the 2G/3G
mobile path. Since diversity between data- and voice-centric solutions and the
competition between standardized and proprietary approaches is today more
blocking than enabling effective development of successful products, a third major
wave is unavoidable: a consolidation of both worlds in portable devices with flexible
multi-standard communication capabilities enabled for quality-of-service-aware
multimedia services’. At the same time, the dominance of wired desktop personal
computers has been undermined by the appearance of numerous portable and smart
devices: laptops, notebooks, personal digital assistants, and gaming devices. Since
these devices target low-cost consumer markets or face wired competition, time-to-
market is crucial, designed-in flexibility is important, low-power operation is a key
asset, yet device cost shall be at a minimum.

This dissertation approaches this design trade-off challenge from the
perspective of the system architect. The system architect is concerned both in an
efficient design process as well as in a competitive design result. Already with the
advent of the second-wave high-rate communications, traditional design techniques,
relying on early partitioning and substantial engineering margins per design domain,
hit the red-brick wall of design efficiency and product cost. We present solutions to
the two central design challenges: how to efficiently design a second-wave WLAN
system and how can we prepare already for the upcoming challenges of flexible
multi-standard terminals? Consequently, we illustrate true cross-disciplinary
electronic system-level design with examples in algorithm-architecture co-design,
mixed-signal algorithm/architecture co-design, and cross-layer system exploration.
Three recurring themes distinguish this work: preference for scalable and hence
reusable architectural concepts, proof-of-concept through actual design and
experimental verification, and consequent analysis of design steps and their
development into a methodology.

Our research resulted in the world’s first two low-cost and high-
performance OFDM-baseband ASICs for wireless LAN, practical solutions for
mixed-signal acquisition, digital front-end non-ideality compensation, and
application-driven transceiver design. Concerning design methodologies, we
developed a practical digital and mixed-signal design flow, contributed to behavioral
modeling, co-simulation and design technology, and extended the multi-objective
optimization paradigm to a practically applicable design-calibration-run-time
approach as well as showed its suitability in the mixed-signal architectural and
cross-layer domain.

¢ Traditional broadcasting-only services such as radio or TV distribution are excluded.
* in IMEC, the term M4 for multi-mode multi-media was coined for this communication and service
paradigm. Outside, the terms 4G is often used but sometimes also 5G.



Nederlandstalige Samenvatting

De afgelopen 25 jaar is het draadloze gedeelte van de communicatiemarkt van een
niche tot een economisch gezonde markt voor de massaconsumptie uitgegroeid. De
eerste golf die gekenmerkt was door de doorbraak van de tweede-generatie mobiele
telefonie met een nadruk op spraakcommunicatie, heeft de draadloze communicatie
dicht bij de ecindgebruiker gebracht. In de tweede golf werd de dienstverlening
uitgebreid met echte multimediatoepassingen zoals interactieve video, spraak en
geluid, games en breedbandig Internet.

Deze diensten aan hoge snelheid hebben geleid tot een specifieke IP-
gerichte familie van draadloze persoonlijke (WPAN) en lokale netwerken (WLAN)
buiten de gekende 2G/3G evolutie. Omdat de diversiteit tussen oplossingen voor
data- en audiovisuele communicatie en de competitie tussen conforme en
propriétaire oplossingen ondertussen eerder een blokkerende dan een stimulerende
factor geworden zijn in de ontwikkeling van succesvolle producten is een derde golf
noodzakelijk: het verenigen van beide domeinen in draagbare toestellen die in staat
zijn om flexibel met meerdere standaarden om te gaan en op de kwaliteitsvereisten
(QoS) voor echte multimedia diensten in te spelen. Eveneens kunnen we vaststellen
dat de dominantic van desktop Personal Computers met vaste
communicatieverbindingen meer en meer doorbroken wordt door talloze draagbare
slimme toestellen: laptops, notebooks, personal digital assistants, en gaming-
toestellen. Deze toestellen komen bij iedereen als eindgebruiker terecht en gaan de
competitiec aan met bedrade oplossingen. Daardoor zijn time-to-market, flexibiliteit
bij de ontwikkeling en de productarchitectuur en een laag vermogensverbruik
cruciaal. Dit alles moet aan een zeer lage ontwerp- en productiekost kunnen
gebeuren.

Dit proefschrift pakt de uitdagingen aan vanuit het perspectief van de
systeemarchitect, die de juiste afwegingen tussen tijd, performantie en kost tracht te
vinden. De systeemarchitect is zowel in een efficiént ontwerpproces als ook in een
competitief ontwerpresultaat geinteresseerd. Reeds bij de opkomst van de tweede
golf van communicatie aan hoge snelheid kwamen traditionele ontwerptechnieken
aan hun grenzen. Deze waren vooral gekenmerkt door een vroege opsplitsing in
ontwerpdomeinen en architecturale componenten met grote ontwerpmarges per
domein als gevolg, wat uiteindelijk een rem zette op zowel de ontwerpefficiéntie als
ook op de verhouding van performantie en kost in het eindproduct. Voor de twee
meest kenmerkende ontwerpuitdagingen stellen wij oplossingen voor: hoe ontwerp
je op een efficiénte manier een zender/ontvanger voor een draadloos lokaal netwerk
(WLAN) en hoe kunnen we vanuit deze oplossing op een schaalbare manier naar
een flexibele zender/ontvanger gaan voor meerdere standaarden? Wijj
verwezenlijken de gedachte van crossdisciplinair ontwerp van elektronische
systemen op systeemniveau door voorbeelden in algoritme/architectuur co-design,
gemengd analoog/digitaal algoritme/architectuur co-design en systeemexploratie
over verschillende lagen van de communicatiearchitectuur (cross-layer) heen aan te
halen. Er zijn drie karakteristicke onderwerpen in onze aanpak waarop we meerdere
keren zullen terugkomen: een voorkeur voor schaalbare en zodanig herbruikbare
architectuurconcepten, een bewijs van haalbaarheid door effectief ontwerp en
experimentele validatie, en een doorgedreven analyse van de stappen in het
ontwerpproces en de vertaling in een geheel ontwerpproces (design flow).



Vi

Dit onderzoek leverde de eerste twee op OFDM gebaseerde basisband
ASICs voor draadloze computernetwerken op, namelijk realisaties aan lage kost en
tegelijkertijd hoge performantie (54 en 72 Mbit/s). Verder hebben wij praktische
oplossingen uitgewerkt voor de signaalacquisitie in een gemengd analoge en digitale
context, digitale technieken voor de compensatie van front-end niet-idealiteiten.
Uiteindelijk werd een methodiek ontwikkeld voor applicatiegedreven ontwerp van
gehele zenders en ontvangers. Op het vlak van ontwerpmethodologie hebben wij een
praktisch gemengd analoog/digitaal ontwerpproces ontwikkeld. Daarbij kwamen er
ook bijdrages tot de gedragsmodellering, co-simulatie en ontwerptechnologie op
systeemniveau voor gemengd analoog-digitaal systemen aan bod. Uiteindelijk
ontwikkelden wij een methode om optimalisatietechnieken gericht op meerdere
objectieven toe te passen door de combinatie met technieken die gebruik maken van
de differentiatie tussen ontwerptijd, calibratietijd en reéle tijd. De toepasbaarheid
werd aangetoond in een gemengd analoog/digitaal en een cross-layer context.
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1 Introduction

You see, wire telegraphy is a kind of very, very long cat. You pull his tail in
New York and his head is meowing in Los Angeles. Do you understand this?

And radio operates exactly the same way: you send signals here, they receiveQ‘/Q

them there. The only difference is that there is no cat.

Albert Einstein, 1879-1955.° (\Q

A problem well stated is a problem half solved. 5\&

Charles F. Kettering, 1876-1958.° O\
This dissertation reflects the research process and its res @at the author has
obtained concerning functional and architectural sy: design and design
methodology for high data-rate wireless local area orks. In this context,
functional design aims at achieving a particular tra ation of inputs to outputs
independent of implementation and hence cost raints. Architectural design
focuses on the efficient realization of input/ou ansformations constrained by
available technology constraints. We approaQ e entire design process from the
perspective of a systems architect. C)
Our main contribution is a structure roach to wireless transceiver design, which

aims at enlightening the traditio divBlack box of system design into a structured
gray, ultimately white box. T “aditional approach of early partitioning of design
tasks according to disciplin@éh as analog or digital, functional or architectural,
physical or higher OSI | as over the years resulted in a huge design efficiency
gap and intolerable lating design margins. Unlike in traditional design, we
treat functional desigh/ architectural design, and design methodology in a joint,
cross—disczplina;@anner (Figure 1.1).

O
Our appro Q}feads, first of all, to a better understanding of the design trade-offs
involv@wireless design; in a second step, this awareness enables us to propose

® Clearly showing Einstein’s inventiveness and spirit, this explanation raises more questions than it
answers. For sure, Kettering would have said that Einstein’s view on it was great but unfortunately of no
worth to get on to a pragmatic solution. Ever striving to get his new ideas transferred into reality, he
pushed development as a cooperative team effort. But, with Kettering’s words, both would have agreed
that “research is a high hat word that scares a lot of people. It needn’t. It is rather simple. Essentially,
research is nothing but a state of mind — a friendly, welcoming attitude toward change.”
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2 Chapter 1 Introduction

better functional and architectural solutions and a more efficient design flow. We
use high-data-rate wireless local area networks as a real-world driver application to
illustrate our approach; yet, most solutions were conceived to scale such that the
underlying principles can be reused in the design of future multi-standard
multimedia transceivers’.

Functional

Design
methodology

Figure 1.1: Three components of the design oRdntegrated systems are jointly treated.

Particular contributions to the state-of-t were achieved in each of the three
domains. On the functional side 1 algorithms were conceived for the
acquisition, mixed-signal front-end ensation, equalization, and tracking process

in packet transmission. On the €Ditectural side, a baseband processor architecture
for OFDM has been propo that efficiently accommodates the functionality
mentioned before, intro some energy-performance scalability features, and
integrates neatly both& analog front-ends and the MAC/DLC layer. Finally,
design technology een developed to support the efficient exploration and
design of functio rchitectural, mixed-signal, and cross-layer design.

This introdu@%hapter is structured as follows. Section 1.1 sets the scene with a
descriptio current wireless broadband communications and its evolution to
integ ¢ tulti-mode multimedia devices. Section 1.2 focuses on the design
process-for such a wireless local area transceiver, which results in the situation and

. fivation of our work. Section 1.3 sets clear objectives and details the
l‘@thodology we followed to approach them. Section 1.4 gives an outlook on the
contents and structure of this dissertation and puts forward our contributions to the
state-of-the-art.

1.1 Context

Wireless communications today has become a mature field, yet it still faces
tremendous growth rates and continuously enters new markets. A mix of new
service ideas together with technology awareness and exploitation of the cost
benefits in an economy-of-scale seems to have created a perpetuum mobile.

" In the most general case, we require a multi-band, multi-mode, and multi-function transceiver
[Wiesler01]. Since standardization often covers both band and mode requirements, we refer to the first
two criteria as multi-standard.



1.1 Context 3

Widespread usage appeared when the introduction of 2G mobile telephony pushed
mobile phone usage from 10 million subscribers in 1990 to an estimated 700 million
in 2001 and an expected 2 billion in 2007 [Rappaport02]. Originally, the
breakthrough of 3G deployment was expected for 2004, which after about 10 years
of development, will enable the transition from voice to data traffic and from data
rates of 9.6 kbps for 2G to 384 kbps for high mobility and 2 Mbps for reduced
mobility [Ojanpera98]. However, a combination of technical challenges and
difficulties in clearly positioning this technology in the marketplace have not yet led
to wide-spread deployment by now. These mobile standards establish a cellular layer
in the range-data rate plane (Figure 1.2) exhibiting a clear trend towards higher data
rates.

[
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Complexity, power consumption —#
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Figure 1.2: With higher data rates and x®?ty at moderate power consumption,
wireless LAN has been establishing a separate layer that fills the gap between short-
range personal area networks and classical cellular solutions. Shaded areas denote
our involyefnent around 802.11a/b/n.

distribution and broadcasting/ e.g. through a family of digital video broadcasting
standards [DVB-T] [D¥B-H] for suburban and rural coverage, and stationary
wireless access schdmgs for urban coverage [Honcharenko97] [Eklund02]. For
shorter distances pio 100-150 m, wireless local area networks (WLAN) appeared.
WLANSs emerg @a hot-spot layer to fill the gap for higher data rates and high
network depsSiy in indoor and campus environments, which could otherwise
overloa llar infrastructure. For even shorter distances, notably inside the same
room the aura of persons, a family of WPANs came up [Gutierrez01], and
ultra-wideband (UWB) solutions were proposed. Recently, WiMAX [IEEE802.16]
and mobile WiMAX [IEEE802.16¢] have been developed to extend area coverage
and higher mobility, respectively. Next to the development of solutions for specific
applications such as short-range broadband, we notice a general trend — summarized

A similar evolution toward?](h'fgher data rates has taken place in the field of
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in the terms “beyond-3G” or “4G” — that aims at higher efficincies, getting closer to
the capacity/power bound.

In general, we can observe that both an increase in range/mobility as well as in data
rate lead to higher system complexity and hence power consumption; portable
devices avoid the empty spot at the upper right corner of the design space where the
gain in system capacity density becomes prohibitively low and/or power
consumption exceeds operation specifications of portable devices. @Q

Our research has primarily focused on wireless LANs for ind o@and campus
operation. They originally emerged from the DECT standard, é from 1992 on
was mainly used for cordless telephone applications [Dutta o“%f Later on, ETSI
and IEEE standardization bodies started separate initiat@:‘y for wireless LAN
standards: the HiperLAN and IEEE 802.11 families®, raspectively. Early versions
suffered from higher costs and lower data rates compared to their wired Ethernet
LAN counterparts and could only move into mar K«here mobility or convenient
ad-hoc installation was key; with the no-ne s paradigm, the medical care,
campus networks, conferences, and warehou gistics could be entered [Rose01].
A breakthrough was only possible throu acement in a consumer market. The
idea of metworks for home was bo as put an even higher pressure on
manufacturers to design low—costg%t easy-to-use WLAN products within a
sufficiently short time-to-marke aRoy99] [Rose01]. Today, everyone can buy
WLAN terminal and acces@mts in supermarkets; more and more hot-spot
locations appear where p?@ can enjoy wireless LAN access while sitting in a café

or walking in a shoppi . Companies change their infrastructure and WLAN is
on the verge to beco tandard component of cell phones like Bluetooth became
for short-range commu! 1cat10n ? While sales grow, chipset prices are dropping from
$20 in 2002 o 8 in 2003 to about $4 in 2004 and expected $2 in 2006
[Wheeler03] itt03].

So, whaq ext” Parallel evolution paths have established a multi-layer structure
(Flgu e 1.3). Next-generation 4G communication systems will benefit from vertical
hagdsover between these layers [Mohr00], selecting the most appropriate end-to-end

-tbte through the available networks to provide the user with desired quality-of-

perience (QoE)". Due to the enormous difference in requirements across the
range-data rate plane, the appearance of a single, flexible standard is very unlikely.
Instead, future terminals will have to flexibly cope with multiple transmission
techniques as diverse as single- and multiple-carrier, single-antenna and multiple-
antenna, CDMA or TDMA.

This integration of multiple modes and standards into a portable device represents a
major increase in design complexity. For 2G and 3G systems, a 10-year cycle
between research and successful market appearance seems appropriate [Raivio01].
Still, the introduction of 3G faced such a large amount of, also technical, problems

¥ For a more detailed view, we refer to Chapter 3.

° Intel: ‘a cheap way of connecting’; Boingo Wireless: ‘a standard component of cell phones’;
Qualcomm: ‘we are on standby when requests come from carriers’.

' The term QoE is defined in Chapter 3; it could be roughly described as quality-of-service (QoS)
perceived by the user.
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that the original term “beyond 3G” [Steele00] has been deliberately replaced by the
less biased 4G or even 5G [RaivioOl]. It appears beneficial to learn from the
difficulties that the introduction of 3G mobile faced and compare them to the
important points for the success of wireless LAN:

e Achieving substantially higher rates than the previous generation and
sufficiently high for relevant applications and services is crucial;

e Providing a sufficiently open communication system relying on a layered
approach such as IP is beneficial to meet time-to-market constraints and
foster development of services;

e Delivering low-cost devices on-time, preferably from multiple manu-
facturers, is a key concern.

e Exploiting shared unlicensed frequency spectrum which avoided the high
financial cost and risk that have been introduced by governments when
auctioning spectrum for 3G operation.

We can conclude that the current wireless communications scene offerw
tremendous potential for growth in consumer markets; the required increase in

rates and the move towards more flexible multi-standard devices however r%@ in
a severe performance/cost dilemma. Moreover, the current ex n in
standardization activity and the needs for multi-standard device h for a
fundamental increase in exploration and design efficiency to me &e—to—market
constraints. Essentially, the gap between abstract service ommunication
concept definitions and their concrete implementation in prod%s has never been as

wide as today. Q
v

1.2 Motivation and Objectives A\

N
In fact, the above context section sketched t ireless evolution over the last 15
years until 2005. Obviously, the initial tydtion for this research work must be

found at its beginning. Hence, back to th& concrete situation in 1997.

As early as 1996, Harris Semicon Q?l had introduced its first PRISM chipset for
spread-spectrum-based wirele at 1-2 Mbps which turned the company later
into the leading provider of, .11b chipsets [Harris96]. The InfoPad multimedia
terminal at UC Berkeley similar focus with a 1-2 Mbps peak data rate for the
downlink but a low 6 —‘L@ bps asymmetric uplink only [Truman98]. However, 1-2
Mbps could neithe pete with the wired 100-Mbps Ethernet solution nor could
these data rates ort true multimedia or compete in the business and office
market. There only very little preliminary work existing on the combination of
OFDM in AN context [McDermott97]. Their focus on discrete board-level
design{a@ y 40-GHz carrier frequencies and pico-cells, using only 16 subcarriers
and a ctrally inefficient DQPSK modulation left considerable room for our
research.

" Harris Semiconductor was spun-off as Intersil Corp. in Aug. 1999 and divested its WLAN business to
GlobespanVirata in Aug. 2003.
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This situation represented a common starting point for two study paths at IMEC: one
was to explore theoretically algorithms and techniques for a further increase in data
rate [Vandenameele00] [Thoen02a], the other was to look for solutions to close the
design gap between theory and practice. This latter is followed in this dissertation.
We jointly assumed, for overall infrastructure cost reduction, a micro-cellular
approach for indoor and campus environments relying on moderate RF frequencies
in the 2- to 6-GHz range, and the need for a significant increase in data rates into the

100-Mbps range. QO
AQ
Not uncommon to new trends and markets, skepticism was pre m 1997 on

whether wireless LANs with high data rates could be designedfor<sufficiently low
cost and power consumption. The recent spread-spectrum-baséd 12 Mbps products
and the 11-Mbps 802.11b proposal being in an early stan@ation phase in these
days, turned down chances for a high-rate proposal based on a fairly unknown
technology such as OFDM. Over time, with prior acx@cement in the design, three
of these fundamental roadblocks appeared at the ap, tion side:

1. The wireless world in 1997 was — to%?rge part — focused on single-carrier
transmission schemes. Industry G@yet to be fully convinced that digital
solutions could really enhance replace significant parts of their analog
transceiver designs. Despi @sing forecasts for OFDM [Bingham90],
many feared the comp of large-size FFTs such as in the upcoming
DAB or DVB-T w idet95]; another challenge to overcome was the
need for nove@on for practical problems such as channel estimation,

signal acquisiti d synchronization [Meyr98]. Proof was needed that an

efficient digij ution would be feasible in the wireless LAN context.
2. Once digital Vcomplexity was mastered, skepticism focused on the
analog ront-end part of the wireless LAN. The need for high-
perfaor ce front-ends to cope with OFDM would unavoidably lead to
hi st and high power consumption [Martone00]. At that time, evidence
yet to bring that digital compensation techniques had the capability of
relaxing front-end specifications and increasing the performance at

Q negligible additional cost.

;\SO 3. While these first two steps may have improved performance, a link analysis

revealed that the transmitter, more notably the power amplifier, represented
a major power consumption bottleneck [Raab02]. This is partly due to the
fact that transmitters have been traditionally designed for worst-case
conditions and basic class-A power amplifier topologies are the rule. We
strive for solutions to reduce the average power consumption following
three approaches: scenario analysis, power control [Ebert99], and DSP-
controlled power amplifier usage [AsbeckO1].

Inherent in all three suggestions, we find the need for cross-disciplinary design: at
the algorithm-architecture, analog-digital, and cross-layer system-component level.
Unfortunately, joint treatment of multiple domains imposes a significant increase of
design complexity to the designer. This can only be resolved in a structured way
through methodology and, eventually, design technology and CAD tool support. In
particular, two challenges can be identified that, together with the previous three,
establish a total of five challenges that we will address:
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4. Design technology for architectural design and design refinement at the
physical layer'?, be it algorithm-architecture or analog-digital, is required
for the DSP core and the suggested digital compensation techniques are
needed both at transmit and receive side. While appropriate solutions have
become available e.g. for HW/SW co-design [Bolsens97], the mixed-signal
threshold has not been sufficiently reduced despite some positive signs as
early as 1994 [Halim94]: both the SRC and MEDEA consortia keep mixed-
signal design listed as a significant research gap [SRC00] [MEDEAO02]
[MEDEAOS5].

5. Multi-mode capability and the move towards multi-standard solutions
increase the need for application- and design-space exploration. Already for
WLAN, it could be shown that some modes in the standard are redundant
[Doufexi02], while inflexibility at other places diminishes performance
[Asbeck01]. Again, methodologies were lacking that enable a system-wide,
mixed-signal exploration to establish a balanced, performing and cost-

efficient, flexible design [SRC00] [MEDEA02] [MEDEAO5]. Q/Q

Extensions such as multiple antenna techniques, adaptive loading vanced
coding techniques have not been treated in our work, but are cu e@y studied by
others.

signal processing functionality. A look at the OSI ne g layering scheme for
wireless LAN explains this fact (Figure 1.3). Establishq‘i the telecommunications
field with 7 layers ranging from the application do o the physical layer, the IP-
centric data communications world separated th;’& into an application-oriented

Importantly, most questions arose around the joint desigE @Qﬁe analog or digital

top and a transport-oriented bottom part. Co to the telecom world, both parts
are treated in a largely independent wa ch that wireless LAN itself only
introduces new layers at the L1, L2a, €§>L2b layers. For the rest, it relies on
existing IP and other standardized apgsation protocols.

The OSI scheme distinguishe@een the user and the control plane, which are
strongly layered, and a non- ed management plane. In packet-oriented wireless

LAN, user and control pl are equal or similar semantics and are hence treated
together; they take ca &Duser information transfer and the setup and maintenance
of connectivity. The agement plane includes radio resource control (RRC) and

exchange of TesOyDeY information between layers and network resources; it is there
where total useéuality—of-experience (QoE) is enabled.

When @%)p the questions to the appropriate layers and planes, three foci are
recognizgd: the L1 and L2a layer user/control plane for digital and analog signal
processing, the management plane for QoE-aware cross-layer radio resource control,
and the application layer which provides QoE constraints based on application and
user requests.

12 The physical layer of the OSI networking layer scheme is meant here, not physical design.
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QoE Y
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oriented |
transport-
oriented
| |
__________ . L2a L2a
{ control ! MAC MAC
i plane } I I
:::::::::_: N L1
i user i PHY
. plane |

(19 Outer | Inner || Transmit
N

Transmitter Transmitter front-end

\Q Outer | Inner || Receive

%ﬁ Receiver Receiver front-end

Fi&rpc?.& In the OSI layering scheme, we treat both aspects in the user/control
e as well as in the management plane. Our main focus is on the lower layers
*(L1-L2a) with the inner transceiver as a starting point. In the system exploration, we
also take into account different service and application requirements (L7). The
shaded areas denote our involvement on QoE RRC, AL, MAC, and PHY.

Finally, we can summarize the objectives of our work: we will propose adequate
solutions to the five previously mentioned challenges. In the context of OFDM-
based 2G wireless LAN and similar future flexible broadband transmission schemes,
this means

e developing functionality and scalable architectures enabling a low-cost
low-power implementation including the mitigation of all relevant practical
non-idealities, and

e cstablishing a mixed-signal exploration and design flow that enables an
efficient process for this design task, ultimately speeding up time-to-
market.
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1.3 Approach

Having stated the objectives of this dissertation is the necessary entry point for the
discussion of how we are approaching'® a solution.

Key to this dissertation is the choice of a functional application driver — Wireless
LAN - and a product constraint — a low-cost low-power terminal. All results
obtained in this thesis will be first measured regarding their usefulness for this
driver. Moreover, aware of the flexibility requirements for future systems, we also
assess the scalability of our solutions; in general, we will favorite scalable and
modular solutions.

As a system designer, addressing this goal with a pure top-down approach seems
intriguing. However, limited knowledge on the application and constraints prevent
him or her from doing so. Motivated by the classical divide-and-conquer approach,
we propose here to start from a core problem and, incrementally, add more and more
context to it. Which context is added depends on a selection process that determines
its criticality to the final system. This results in a mixture of a top-down select%
bottom-up modeling and top-down decision process, on which we will elabor

more in Chapter 2.
A fundamental difference between engineering and art in general is that @ermg

should develop and follow a methodology through which an 1ncr design
efficiency is obtained in repeated or similar derived designs. He e carefully
analyze each design step and place it in a design flow. Design st thh appeared

critical in design time or error-prone in the hands of a human dgsjgner were taken up
for the development of computer-aided design (CAD) tech

Clearly, we expect from these assumptions different r&sulfs than from the approach
in canonical dissertations on algorithms, architecp@é\or design technology. When
comparing our approach to those commonly ap, in dissertations, we recognize
three major differences.

First, the system scope will not lead to o omponent or algorithm design in the
classical sense under narrow condition: ]ﬁdstead an operational system will be the
result and favoring scalable and ar solutions will guarantee its reuse with
extended requirements. Conseqitently, non-critical components will not be
optimized further than necessa

Second, the focus on the erous system-level challenges prohibits spending
significant effort on e. @icuit-level techniques. Instead, scalable and modular
architectural solutio 1l be proposed with clear interfaces and boundary
conditions such th; @cucuit—level techniques can still be applied independently.
Finally, we try t ablish a mixed-signal design flow and prove its benefits in a
world still d divided into analog or digital and algorithms or architectures.
Intentionall G\bur effort was concentrated on a cross-disciplinary design
metho@)only; in all other cases, we suggested interfacing with experimental or
commerefally available tools. Our goal is not to provide design technology within
one domain.

'3 This section is sometimes titled ‘methodology’. We prefer approach over methodology since approach
actually refers to a particular mind-set rather than the term methodology that, originally, relates to a body
of practices, procedures, and rules. This distinction is taken up again in Chapter 2.

&
Q}
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1.4 Preview of Contents and Contributions

Chapter 1 Introduction

This section introduces the structure and conceptual flow of this dissertation. This
introductory chapter represents the first of, in total, eight chapters that constitute this
dissertation. The discussion of a variety of design and design methodology aspects
at different application and abstraction levels calls for a particular structure for this
text to enable quick access both to general ideas and detailed information (Figure

1.4). We aimed at a clear, formal separation of functional/architectural d
one hand and design methodology/technology on the other hand.

extending its functional and architectural scope from a general
single design aspect towards the system level. These four ¢
a design process by chapters 2 and 7; the first introd

Chapters 3 to 6 focus on the design aspects for the W

on the

Q

driver case,

ification over a
rs are embedded in
its requirements and

philosophy, the latter details the developed design t\chnology (DT) and our

experiences during its application to the WLAN desi

and design methodology (DM) were, in practice, cqsdeveloped.
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Figure 1.4: Our research has been subdivided into two parallel tracks: an
application-oriented design track covered in Chapters 3 to 6, which is embedded in a
design-methodology/technology (DM/T) context covered in Chapters 2 and 7.
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Chapter 2 focuses on the design process and methodology challenges apparent to the
design of integrated wireless communication systems. It motivates and situates the
functional and architectural research work in the chapters 3 to 6 in a design flow.
We stress that only a structured, cross-disciplinary approach in design can reduce
both the design efficiency gap and pave the path for wireless terminals with
appealing performance-cost properties. Two techniques have been addressed in
particular: first, the consequent co-development of design and design technology to
increase design efficiency; second, the systematic multi-objective exploration and
partitioning of a design into design-time and run-time aspects to reduce product cost
for the same performance.

e The importance of a cross-disciplinary approach to wireless system design
has been motivated and illustrated in [Eberle02c] [Eberle02¢] [VerkestOla]
[Bougard03a].

O
\@\\L~
Q

Chapter 3 introduces wireless local area networks as particular application driv; @

which is used throughout this dissertation to analyze actual design issues and pr
both our proposed design and design-technology solutions against a practic @se.
Since system design, as a true engineering discipline, is mainly conceyzé with
living up to its numerous constraints, we will briefly review constraint 9"\ ng from
standardization, business, application, technological, and physica éﬁ raints. We
motivate three system-level assumptions: a micro-cellular ap@c to wireless
LAN, the need for a significant increase of peak data rates from.existing 1 Mbit/s to
about 100 Mbit/s, and the importance to include ﬂexibi@ quality-of-service
awareness for multimedia applications. (1/

¢ The micro-cellular networking scheme ap in [Eberle97a] [Eberle97b].
A substantial increase in data rate o orders of magnitude is
recommended in [Engels98], [Gysel@%]. Multimedia applications as a
main driver are proposed in [Deyer€00a], [Deneire00b] and importance
and implications of power and ‘\quality-of-service awareness are addressed

in [Eberle02e]. O
.\O

Chapter 4 presents the compl \ﬁctional and architectural concept for the digital
signal processing core of th M wireless LAN modem. The data-rate extension
to about 100 Mbit/s req}:lé innovations in algorithmic and architectural design.
Moreover, an innovagiye @++ based design flow was applied. Each design step is
motivated and place the context of this design flow. Finally, observations from
the two ASIC de{;@x and an FPGA implementation are analyzed.

. W@\%)Ved that a cost-efficient solution for the core-FFT functionality is
Q@le and that the FFT is not the design bottleneck for OFDM wireless
AN [Eberle97b] [Eberle98a] [Vergara98a] [Gyselinckx99].

e A functional low-cost transceiver concept for OFDM was introduced in
[Eberle99a] [Eberle01b]; a high-performance transceiver concept was
added in [EberleO1a]. Importantly, both concepts distinguished themselves
from the state-of-the-art by a significant increase in data rate and the
integration of the complete synchronization and equalization functionality
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of the receiver. Particular aspects on acquisition and synchronization were
further published in [Eberle97c] [Fort03a].

e Both low-cost and high-performance transceivers were implemented and
experimentally verified as ASICs in digital 0.35-um and 0.18-pm CMOS
technology using a novel C++ design flow [Eberle00a] [EberleOla]
[EberleO1b]. The chosen distributed multi-processor architecture has an
excellent scalability. Details and an extension to a digital-IF front-end were
published in [Eberle98b] [Eberle00b].

e A patent on the transceiver architecture was filed in 1999 ahd’has been
granted in 2004. It covers in particular the partial re@‘@)data format
conversion, and acquisition architecture [Eberle99b].

Chapter 5 extends the work in the previous chapter tows%d.s the analog receiver
front-end. This widening in focus is crucial since analog\gon idealities have proven
to have a more detrimental effect than the already é@h indoor radio channel. In
particular, we address predominantly digital ar% ence scalable techniques to
mitigate gain, offset, mismatch, and phase noi ‘@) lems. These improvements can
be either used to relax front-end specific ‘u%é, and hence cost, or to increase
performance at equal cost. Specific a n in algorithmic and architectural
development was required since the ess LAN packet transmission scheme
requires estimation and compensati these non-idealities being accomplished at
low protocol overhead. We will that this combination of requirements renders
most existing solutions unusa

e Front-end co ation techniques have been published in [Eberle00c]
[Eberle02a] 1e02b] [Eberle02c] [Eberle03] for automatic gain control
and DC &ffs€t compensation; in [Fort03b], an approach for efficient
intera‘c§( between automatic gain control and synchronization is
descided Our AGC approach has also been described as a concrete
a@aﬁon case for design-time/run-time multi-objective optimisation in a

t filing [Eberle02d].
The impact of the transmit/receive transfer function, including radio
channel, analog and digital filtering, on timing synchronization has been

\30 studied in [DebaillicOla] [Debaillie01b] [Debaillie02], leading to practical
\(b design criteria for filters and timing synchronization.

o In [Eberle02a] [Come04] we proposed an elegant architectural extension to
the OFDM core that embeds all compensation techniques; the result is a
practically relevant and consistent acquisition and tracking architecture.

Chapter 6 raises the abstraction level from subsystem to system design, particularly
to the design of the radio link. Application scenarios for wireless LANs are very
variable with changing environments, variable payload traffic and quality-of-service
requirements. Traditionally, systems were statically designed to cope with the worst-
case link and traffic conditions, with unrealistically high power consumption as a
result. Consequently, the power amplifier was identified as the main power
bottleneck. We show how design-time scenario exploration can lead to better
component choices and how run-time quality-of-service-driven component usage
can significantly reduce the average power consumption.
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e  QoS-driven multi-objective system exploration and scenario/application-
aware design is described in [EberleOle] [VanDriessche03] with main
focus on the transmitter; an extension including receiver scalability appears
in [Bougard03a].

e  Practicality of transmit-chain power reduction has been studied for the
power amplifier in [Eberle02c] [VanDriessche03] [Bougard03a];
compatible digital signal adaptation methods in the transmitter have also
been studied.

e The design-time/run-time approach for a QoS link between analog
component steering knobs and higher-layer QoS decisions is described for
the power amplifier case in a patent filing [Eberle02d].

Chapter 7 presents the design flow and design methodology developed and applied
in chapters 4 to 6. While particular methodology aspects have been introduced
already there, this chapter falls in two parts: first, we describe design technology
developed to efficiently implement methodology; second, we situate t&}@
techniques in an integrated flow for mixed-signal transceiver design. This
extends the traditional focus of detailed design refinement to two thr
methodology gaps in efficient design-space exploration and cross- Zayer de

ASIC design from the architectural to the synthesis-ent el is described
in [Eberle98a] [Eberle01b] [VerkestOla].
e A digital reuse case involving two ASIC ;@e FPGA designs is
N

e The application and extension of C++ based design tec @ for digital

analyzed; some observations have been hed in [VerkestOla]
[Eberle01b].

e  The development of Matlab/C++ based si tion technology for front-end
and mixed-signal design and its integr f@n ith the digital design flow is
detailed in [EberleOlc] [Eberleo,@ [VandersteenOla] [Wambacq01]
[Wamabcq02a] [WambachZb lar behavioral modeling techniques
for strong mixed-signal 1nteract are addressed in [Eberle03].

e Our design-time/run-time ach for mixed-signal systems is described
in [Eberle02d] and illust in [VanDriessche03] [Bougard03a].

Chapter 8 concludes this dis@ﬁtion with a review of the major achievements of this
dissertation and a cor on of the actual design results to the objectives.
Forthcoming from O\@S arch, a selection of promising topics for future research is

presented. \
o
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2 The System Design Process

Everyone takes the limits of his own vision for the limits of the world.
Arthur Schopenhauer, 1788-1860."

Research in microelectronic integration for wireless LANs is obviously %ght

way to go to obtain low-cost low-power solutions that meet busines ctations
for a consumer market. So, why not start designing them ad hoc, righ

Maybe because a few questions remain, such as do we haV @spemﬁcatlon of
what we want to obtain as a result? Do we know how w our expectations
towards a prototype implementation or a final pro Can we repeat this
process?" And finally, what does design actually meaq\'

Designing'® as a human activity is not easily ca d in a single definition, but a
combination of creating or executing in a high illed manner, formulating a plan
or devise something, and having somethin, 'goal or purpose [AHDO00] seems to

bring together all important aspects: ea¢h gd€sign needs a clear goal to achieve; it
requires the concept of a method, path(Q process that leads to this goal; and it relies
on particular skills in order to reac{@ goal while staying on the intended path.

A particular design activity rel{é&on a requirements specification as input on what to

achieve and is basically freedom in how to achieve it. Obviously, the most

efficient process of « eving the specification is desired. Traditionally,

requirements for an \ronic system could be rather easily and early partitioned
QD

— obviously go nd simple perceptions of working style; but hasn’t there always been a fight between
old and n ods of accomplishing things? Schopenhauer mentions also that this often includes that
new tho are first ridiculed, then attacked, and finally become common thinking — “Ein neuer
Gedanke wird zuerst verlacht, dann bekdmpft, bis er nach ldngerer Zeit als selbstverstandlich gilt.”

!> Obviously, products are designed everyday. A fundamental question is how much experience from
previous designs play a role in order to reproduce a design success and whether and how some of this
experience can be transferred from an experienced human designer to other designers, into a
methodology, or into tools.

'® The word design has its origin in the Latin word designare which means to devise (to invent), to mark
out for something.

14 Schopenhauerﬁ’ @ds - “Jeder Mensch hélt die Grenzen der Wahrnehmung fiir die Grenzen der Welt.”
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into a few discrete disciplines such as analog and digital, mechanical and electronic,
low-power and high-power parts, etc. Little margins on cost, power consumption,
and performance for portable, consumer-oriented devices such as WLAN do not
allow such an up-front partitioning; instead, a multi-objective system-level
optimization is preferred. The definition of a system'” directly explains that co-
design and optimization at a larger scope, taking into account more components
together, offers a potential benefit in better functionality or lower cost. However, it
also complicates the design process since the design space has been enlar; @Figure

2.1 illustrates the difference between vertical, intra-technology and horizéntal inter-
technology exploration. The figure is an extension of Kienhuis' abs 1on pyramid
[Kienhuis99]. NV

If we assume that the same design cost can be spent thev\@night reduce design
cost along the vertical design space exploration axis ang shift it to the horizontal
exploration axis. First, this requires increased effic @/ in design refinement and
synthesis within a particular technology or discipli &urmg the last years, progress
has been made on this aspect. Second, horizo loration requires understanding
and interaction between traditionally diffe skills, hence inter-disciplinarity.
[Kienhuis99] stated that an increase in a tion level leads to lower exploration
cost. However, he assumed the avail of efficient and sufficiently accurate
behavioral models. This assumptio neither hold for analog and microwave/RF

nor will it be applicable for digi igns processed in nanotechnology. Also, inter-
technology exploration leads@g

erogeneous modeling approaches, which largely
increase the complexity ofchorizontal design space exploration. [Colwell04] stated
this as "there's always c &gcymg conceptually separate functions together". But is
there an alternative a these functions actually conceptually separate?

This chapter is 1zed as follows. Section 2.1 describes design as a process. We
introduce tershindlogy and the scope of design methodologies and design
technology, tion 2.2 focuses on microelectronic system design. Requirements
and co Q1 approaches are described that allow the identification of areas of
matu esign technology and methodology gaps. Finally, we synthesize our
partieular design approach for WLAN. Section 2.3 analyzes the consequences of
-glich a design flow based on different levels of cross-disciplinarity. Co-design of

esign technology and application is addressed in particular. Section 2.4 summarizes
our findings and directs the reader to the implications of our design rationale in
Chapters 4, 5, 6, and 7.

'7 A system can be defined as a set of inter-related elements perceived as a whole, performing a useful
function by interaction with human or other environment. A system is composed of components, typically
in a hierarchical way. The interrelation makes the system more useful than the sum of its isolated
components. The system reacts to or interacts with its environment.
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Figure 2.1: Extension of the abstraction pyram }b
circle which captures both intra- technol
(horizontal) exploration. Horizontal ex;
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2.1 Design

Both artists and engi@@ely on creativity, rooted in knowledge and craftsmanship,
as means for innovatien. In principal, they both start with a blank page and a few
requirements. H§®er, in contrast to the fine arts, design in the engineering context

has become
aspects [RisSgne02]

an exis

ore constrained a priori by non-technical requirements and cost
. The amount of constraints allows a distinction between two

differe@gn goals: the design of a new product and the design of a derivative of

product. The first refers to the blank page situation in which creativity

and exploration is central, the latter expects a quick transition from a changed

specification to an upgraded product.

Hence, the purpose of engineering design is the translation of initial requirements
into a product or object with these desired properties in a predictable, efficient
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manner. This identifies the need to describe design as a process [Jacome96]. In
contrast to the era of the renaissance engineer, where the limited amount of
knowledge still allowed a single engineer to be aware of all engineering aspects,
design requirements and design processes have become so complex and diverse that
engineering is only viable in a team context today. A division of engineering into a
large number of specializations and sub-disciplines has been the result.
Consequently, it becomes more and more difficult for each engineer to identify his
or her role in the design process. Managing and enabling smooth trapitions of
design information between engineers has become e major challenge§ ately, the
immersion of application and service aspects into the design pro or example
the interaction between service cost and service quality, has fi a shift from a
product- and hence object-centric approach to a c‘li/entrlc approach
[vanLamsweerde03]. An example is the embedding of tSticated control into
devices to meet user-specified conflicting goals such as leng operation time or high
quality content in a portable. This adds env1ronmen\@d content-awareness to the
design process, making it even more complex. @

We will now try to understand the design pro%e in more detail. First, we introduce
a clear terminology and structure of the gn process. Next, we investigate its

development, deployment, and use.
{@

An indisputable fact, design @sents a process and shall lead to a particular goal.
It is a philosophical que whether we embed the desired characteristics of the
process, such as design or design cost, in the goal or whether we establish them
separately as propert T the process. Design philosophy may include abstract and
hardly quantiﬁab@quirements for the design process such as'

2.1.1 Design as a process

. ma% ¢ the probability of success;
p all critical design support in-house;
only advanced, stable and proven CAD tools;
(( identify major risk factors first

-

(Sblearly, this is input to but can hardly be the subject of an engineering thesis.

S
Qﬁ

Instead, we focus at a design process that leads us from an initial specification S[0]
to a final specification S[m] through a number m of discrete design review steps. We
expect from this process that it enables a design team to maximally reach the design
goal, i.e. it optimizes the use of capabilities given the initial requirements and
constraints.

Figure 2.2 outlines the design process in a generic way. Starting from general design
principles, we first have to come to a clear initial requirements specification. This
specification includes desired and undesired properties as well as constraints. The
result is a definition of the maximum design space in which a solution for the

'8 "This made me think that there is no bottom, no top, and every year more steps are added as our field
gets chopped into more manageable segments. I look down the stairs [of the design process] and see them
disappearing into blackness. Above me the steps ascend into fog." [Lucky03a]

' These are quotes originating from various microelectronics company websites.
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particular design has to be found. The properties of the requirements and the design
space are input to the choice of a particular design methodology. The combination of
methodology and design technology, i.e. computer-aided design tools that support
the designer, allows establishing a design flow. This flow describes how
methodology and tools are applied in the actual design, which is the last step in the
design process. Note that we will first analyze this ideal top-down process. Practical
issues are considered in Section 2.1.2.

Requirements Specification

The capturing of initial requirements in a requirements specification is a crucial but
often underestimated point in practice. A significant amount of project or product
failures can be traced back to an insufficient specification [Bell76]. The most
important reasons for this are:

e Positive requirements are more difficult to estimate than constraints

[PageJ88]; this is obvious since constraints assume a pre-selection of ()
technology from which then concrete data is available. Deﬁnmon@@

requirements requires much more creativity.

e Elicitation of primary objectives is difficult given the complexi nd
heterogeneity of current products [vanLamsweerdeOS] icting
objectives have become the rule, not an exception.

e A requirements specification shall establish precisely w Q)roduct must
do without describing how to do it. Unfortunately, &gulshmg what
from Aow is a dilemma in itself [Davis88]. The d1 inCtion is necessarily a
function of perspective. Hence, requirements with the degree of
abstraction and as the point of view chan or example, from the
designer to the user of a product. ‘Q

Several approaches have emerged to deal with i roblem, mainly instantiated in
the field of software engineering, but largel icable to system design in general.
This ranges from general guidelines suclg:;) ctured design [Page]88], guidelines
for requirements specification docu IEEE803] [IEEE1233], the Unified
Modeling Language to capture multi dlgm spec1ﬁcat10ns [UML] [Rumbaugh98]
or the KAOS? approach in @re engineering and support for automated
reasoning [VanLamsweerdeO32\_

Essentially, all these ap hes treat design as an object-oriented process with a
particular object inst: on as the endpoint of design. Hence, the design process is
focused on managing¥the what-aspect. Recently, a goal-oriented view has been
introduced [VanL@W%rde%]. This approach tries to embed the why-decisions in a
design proces&@ his allows tracing back decisions in a design process.

QO

2 KAOS = Keep-all-objectives-satisfied.

2l We can ask the question whether we need a fully formalized specification process; regarding the what
aspect, this appears useful. However, most misunderstandings are correlated with mistakes on the why
aspects, i.e. with the derivation of wrong specifications. Formalizing the why process appears as an even
more challenging task.

O
\@\\L~
Q
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( Philosophy

3
Design
Process

Requirements
Specification

Design Space

Design Design
Technology Methodology,

Q Design Result

(5\'\ Figure 2.2: The design process structures a design from the hardly quantifiable
design philosophy that specifies the goals down to the actual design result.

With this initial notion of requirements specification, we can reformulate our
definition of a design process as a process of deriving a complete specification, i.e. a
set of properties that uniquely characterize a particular design object, starting from
an initial requirements specification [Jacome96].

Design Space

The initial requirements specification implicitly defines the initial design space.
Depending on the view point and abstraction level at which the requirements are
captured, the application design space is divided into a problem design space and a
solution design space. The problem design space starts from the problem (goal) and
encapsulates all possible solutions to the problem without constraints. The solution
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design space is a subspace of the problem design space with particular solution
constraints being imposed (e.g. in terms of bounds on cost, latency, etc.). We do not
focus on the problem design space in detail. Hence, from now on, the short-term
design space denotes the solution design space.

Essentially, the design process aims at identifying the optimal configuration of the
solution design space that meets all specifications. The optimal configuration
represents a collection of entities that, based on their configuration, perform a
specific set of tasks. This equals the definition of a system [Papalambros00]. Hence,
the derivation of the complete specification or configuration in the design process
completely defines the system.

Essentially, this represents a decision-oriented process that falls into an
exploration/optimization and a mapping/refinement step. The first allows traversal
and comparison of different configurations in the design space based on requirement

metrics. The second narrows down the design space based on a design decision. A %)

design process that includes an evaluation criterion is a decision-making proce, sQ
The result is an arbitrarily complex, partially ordered, sequence of generation desi
steps (mapping and refinement) interleaved with test and Validatioi@ps

(exploration and optimization). (0,
O
O

This definition of the design process is neither constructive nor ictive in terms
of cost. Hence, we need a methodology® that establis%@ quantitative and

Design Methodology, Design Technology, and Computer-Aided De

qualitative capturing of the progress in the design pro a clear sequence of
preferably finite design steps of predictable complexi(n{ oreover, the effort in
implementing and learning the methodology shoul ult in e.g. better, faster, or
more consistent design results compared to an oc approach. Essentially, a
methodology must go beyond the description of le method: it has to be general
enough to be applicable in a significantly domain, i.e. its deployment and
applicability must have been evaluated.zbo

Efficiency and reproducibility ad te the use of computerized automation
techniques for those design stepssthat'have been mathematically formalized and do
not require human reasoning\@is results in design technology® or tools. The
degree of automation allow ifferentiation between electronic design automation
(EDA) and computer-aidedalesign (CAD) tools. In practice, no formal distinction is
applied but CAD emy dsizes that technology only supports the designer while EDA
aims at full automatiow’ of design steps. A design methodology embraces typically
both techniques @16 application of design tools to accommodate a particular
sequencing of\@' gn steps is called a design flow or tool flow.
@)

{'\O
ZA methis a means or manner or procedure to accomplish something in a regular and systematic way
[AHDO0]. A methodology establishes a body of methods and principles particular to a particular domain.
Interestingly, the authors also state the misuse of the term methodology as a pretentious substitute for
method.
» [AHDOO0] states that misuse of the term methodology as a pretentious substitute in case of non-
generalizable methods has unfortunately become a wide-spread phenomenon.
** Technology is the systematic treatment of an art, craft, or technique [AHDOO].

O
\@\\L~
Q
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2.1.2  Application and Rationale of the Design Process

Figure 2.2 illustrates that the actual design process has a much wider scope than the
actual application design, which is perceived by the designer as the design task. The
design process includes both selection and/or development of design methodology
and technology and its deployment towards the application designer.

O\
Selection ) ing functionality
of methods |~ TTTTTTTee—__
insufficient modeling capabilities 3
v s \\\ \\\
Method A_/‘/ incompatible tool interfaces il
. IR T S ‘\
construction SR
] unclear coding style Sl R
- ST \\ Nt
L, 20 TR RN '
v 4 Y
Tool ; Introduction
. .| Method
selection (transfer) > use
(adapt.) of methods

Definition/design of Q\)Methodology transfer

methodology

to all designers

Use of methodology
by designers

Figure 2.3 "Eggn methodology is developed in a Meta process called method
engineerinéﬁ% essentially consists of the three phases of development, deployment,

Q) and use.
O

successful deployment and use of design methodology, it is important to place
theoretical idea of a design process in a real designers' environment.

N
*ghis
and success of a methodology. Figure 2.3 illustrates this transfer of methodology

through the three phases of development/definition, deployment, and use. These
three aspects are addressed individually.

@{\{b Applicability and acceptance by the designer is the essential proof for the rationale

Methodology Development

As we have illustrated, the development of a methodology is itself part of the design
process. This partial development, usually called method engineering, is itself driven
by another process. [Kumar92] defines method engineering as a method for
designing and implementing domain-specific methods. Hence, method engineering
represents a so-called meta-method” with the goal of instantiating a general meta-

2 The Greek meta means "beyond, after". Interesting from a linguistic point of view, method stems from
the Greek methodos, which is already an agglomeration of meta and hodos (the latter meaning way,
journey). Thus, the word method alone addresses already the meta-character.
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concept into an explicit and concrete domain-specific methodology. The derivation
from the generic to a particular instantiated concept is achieved through the
application of additional constraints and requirements. Practical examples are the
limitation to tools from a particular CAD vendor, the usage of a particular software
coding style, or the experience of the design teams.

These examples show that methodology development does not necessarily result in
writing your own tools. Instead, it consists of methodology selection, optional
method construction, and tool selection (Figure 2.3). Depending on requirements, an
entire design methodology can be acquired from a CAD vendor along with the
corresponding tools. An example is a RTL-based design flow for synchronous
digital designs starting from VHDL and resulting in gate-level net lists.

In general, however, design methodologies require adaptation to local requirements
since design teams can rarely find a perfect match based on existing methods and

tools [Tolvanen98]. This process is called local method development. We can %)

distinguish between the development of new methods and the adoption of existi
methods to differing constraints or assumptions. [Tolvanen98] classifies the met
selection into three principles: (\q

e  The textbook approach is driven by technical rationality [Sc@i.e. the
idea of reuse. This assumes that similar problems can be a Rrg ed with a
proven solution. However, this often excludes a fo assessment of

similarity. Quite often, a number of potential technigues are selected and
tried out in an ad-hoc manner: this is essentially a %d—error method.

e The contingency approach tries to classify prob into domains and reuse
again domain-specific solutions [Kumar92].s{['h approach may result in
suboptimal results due to the low granul in classification but delivers
fast results due to maximum reuse. a\@

e  The method engineering approach re@es an exploration and optimization
strategy and hence a domain-sl\@? evelopment of techniques. A costly

approach due to the method de ment cost, it may be the only technique
to find the optimal solution @complex constrained design space.

Obviously, these approaches ca@ combined at different levels of decision.

Deployment of a Design

ess
Design methodologyd %sed to enable and support the application designer, but
is rarely developeh\b the application designer. Current approaches for method
selection and de ment actually do not provide adequate support for learning and
creation of mefhiddical knowledge. Although local (in-house) methods develop over
time and ods must be seen as one part of the organizational knowledge, this
knowl s rarely captured in an adequate way [Tolvanen98]. This gap reveals:

e an unawareness of what the in-house design methodology embraces (due to
a lack of global view on the design process);

e ahesitation to adopt new, disruptive design methodologies and tools;

e aresistance in formalizing the in-house methodology due to cost or effort
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This prohibits a fast transfer or modification of the design methodology, e.g. in case
of the integration of new team members or the partial change of the design flow. It
also prevents the export of design methodology to third parties.

[Ciborra91] [Stoltermann92] have described that the case of transferring skills from
a skilled designer to a less proficient one fails often due to a lack in formalization
and capability of transferring know-how into methodology. @Q

[Stoltermann92] linked the capability of adopting disruptive new t sbnlques to the
capability of an organization for radical learning. Typically, igdi¥tdual designers
prefer an incremental way of learning. Hence, adopti l%‘/new, disruptive
methodologies can not be delegated to individuals but re@)so the support of the

organization to bridge development, transfer, and use phake.

In practice, new methodologies are often introduc@rough pilot projects in which
a number of designers are trained and appl methodology to a light-weight
design project. This early feedback often allo priori corrections and adaptations
of the methodology before actual use i ge projects. Note however that this
assumes that the methodology scales @@Jately with the design size. This is not

evident for complex system designi\g
O

Once the design process 1 @ed by designers, the practical application gives rise to
adaptations. We can dj uish four levels of feedback (Figure 2.3). Ranking in
severity from low to Kighy e.g. missing coding style can be locally supported through
additional clarificatign” or training. On the contrary, missing functionality may

The Design Process in Use

hence@@ ize the cost of adaptation of the design process.

lgsﬁw, the initial specification should never be modified. However, limitations in
a

ccuracy of technological estimates (e.g. updating performance/cost models
hen more accurate information becomes available) or non-technical constraints

Q{\ (e.g. fulfilling the time-to-market constraint that may vary due to changing market

interests or competition) frequently require iterative adaptations of the initial
specification [Jacome96]. It is essential though to avoid changes that require
fundamental changes in the design process and the underlying technology.
Consequently, for the technological side, it is important to identify less trustworthy
estimates as early as possible in a risk assessment step and investigate them prior to
other parts.

Rationale and Conclusions

Referring to the need of a design process, we cannot end this analysis without
addressing a measure for its success. Although need and success seem to be
cornerstones of a design rationale, they only form part of it, mainly the reasoning
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component. A rationale must be seen as the sum of at least three different forms of
knowledge: reason, aesthetics, and ethics®.

Aesthetics denotes the ability to judge whether the process as a whole is considered
appropriate, i.e. a good design. [Stoltermann92] proposes the confrontation of the
process with the designer in practice to answer this question. Interestingly, his
studies revealed a so-called hidden rationality of practice, which appears familiar
from a phenomenological point of view but deserves a deeper analysis to allow
conclusions. This hidden rationality of practice is constituted by two apparent
contradictions:

o A fundamental mistrust in new methodologies
Methods that show a simple and consistent picture of the design process
appear irrational to designers. Designers evaluate their intrinsic structure
and come very quickly to the conclusion that a method is not realistic

appears to them a more attractive and pragmatic approach. Again, the f; OQ
that they cannot describe their own approach in engineering terms make&'w
acceptable; basically, the missing structure prevents a deep analysi§)and
hence prevents early rejection based on facts. The result i en a
fundamental, initial mistrust with new, unfamiliar methodolo%@

o A dilemma between art and engineering
In fact, designers have difficulties in identifying the@mal skills that
characterize good design; often the only answer i§~through experience
[Stoltermann92]. Thus, system design appears so &s as an art. System
designers themselves and even more those w %evelop methods would
however, if they could choose, like to change the process to be like an
engineering process. This either results ncompleted approaches to
formalize design steps or the early denj any substantial generalization
and documentation of sow a design ﬁgss looked like.
e Design granularity: Creativity vs. groblem solving;

commonly, design is seen as a ence of problem-solving steps that fix a
malfunctioning reality. Thi Qﬂpression often results from a too narrow
insight of the designer towdrds the design process. Indeed, when assigned a
small task with strict\'@uirements without knowing why and how these
requirements were derived, the designer's reaction becomes understandable.
The small granuld@ify prevents the exploitation of the designer's creativity.
On the contrafyy some designers may want to remain focused in their
paﬂicularﬁ of knowledge and feel overloaded by too much context.
These o ing cases prevent an efficient information exchange within a
desi m when not addressed particularly.

F inallyg@\cviant to summarize a number of critical points on which a candidate

design ‘process needs to be evaluated. They form cornerstones of our design

rationale:

1. Kant used the slightly different terms of cognitive powers, feeling of pleasure and displeasure, and
power of desire in 1790. See also [Stoltermann92].

&

enough. The designers' own complex and disparate view of the process @K
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e  An encapsulation of the entire design from requirements specification over
methodology development to the actual design is obtained.

e Effort invested in the requirements specification pays off in reduced
iterations over the specifications and leads to a more predictable process.

e Methodology is conceived as a whole from development over transfer to
the actual use. The importance of local method development is crucial to
the successful use of the methodology by designers.

e Developing design methodology is a meta-process that r@es the
instantiation of a generic idea into a specific flow on the on d and on
the other hand the generalization of a particular desig tion into a
reusable method.

e Design has traditionally an object-oriented focus w't«@e product as center.
Newer concepts favor a goal-oriented approach tlstenables a trace-back of
design decisions. Q)\

Since we will apply this rationale in this disserta@\, we will come back to these
points frequently in the following chapters, in ular in Chapter 7.

2.2 Microelectronic System Déi}n

The goal of electronic system @1 1s to minimize production cost, development
time and cost subject to constraints on performance and functionality of the system

[Ferrari99]. b

Progress in IC fabﬂ@on technologies has enabled integration of complete
electronic systems chip (SoC) or in a package (SiP) [Shen02]. This evolution
towards embed lutions is driven by the size and production cost advantage of
integrated so and has surpassed the previous PC-era as an industrial driver
[Schaumo@ For example, in our particular case, we consider the complete
integratighof a wireless LAN transceiver — analog, RF, and digital, hardware and
soft discrete and integrated components — using an advanced packaging
teo@&ology with integrated multi-chip modules (MCM) [Donnay00]. This move

general-purpose components to heterogeneous application-specific or domain-
pecific systems has been recognized by MEDEA [MEDEAO02] and ITRS
[Edenfeld04], which both introduced system-specific drivers, for example for
wireless communications.

Hence, electronic system design moved from a board-level to a chip- or package-
level approach. This also means that the task of designing and partitioning the
system has moved from selecting discrete components and connecting them on a
board into the microelectronics design domain. We refer to this approach as
microelectronic system design. Characteristics of microelectronic system design are
heterogeneous integration and performance/cost awareness.

This section is structured as follows. First, we state the challenges in microelectronic
system design that come along with complexity and heterogeneity. Next, we analyze
the key methodologies that have been proposed for this design domain. Finally, we
synthesize a specific design methodology for our wireless LAN design case.
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2.2.1  The Challenge of Complexity and Heterogeneity

Difficulties in merging microelectronics with system design have first been revealed
in digital design. Digital design so far could benefit from technology scaling
according to Moore's law [Moore65]. The result was higher performance at reduced
chip size and reduced cost per function. This paved the way for the integration of
more functionality onto a single chip. However, it is today clearly recognized (and
addressed in detail in Chapter 6) that performance comes at a power cost, maximum
performance is not always required, and hence performance can be traded against
energy or peak power. Besides this performance/cost trade-off aspect, we see that
this evolution reveals the four major problems that even gain in importance when
moving to a truly heterogeneous microelectronic system.

Technology vs. Design Productivity Gap

The MEDEA roadmaps consistently referred in 1999 [Borel99], in 2002
[MEDEAO2], and again in 2005 [MEDEAOS5] to the increasing gap between the

available logic transistors on a chip and the capability of designers to make use &b

them in application design (Figure 2.4). Due to this gap, the importance of de
chains has become as important, if not more, than technology innovation since %ck
in design efficiency prevents the full exploitation of a technology adva nd
leads to a delay in time-to-market. Obviously, current electronic desi mation
(EDA) support is not sufficient. We can think of two reasons for this%t: ither the
capabilities of design automation tools were too limited or they w ot adequately
embedded in the actual design process. @
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Delays and Costs due to Complexity-induced Functional Errors

Advancing technology allows the integration of increasing functionality onto a
single chip. However, failures in SoC designs are causing a significant number of
redesigns: 48 % of the designs fail on first silicon, 20 % still on second spin, and
5 % require even more than three spins®’. Failing on first-time-right silicon may lead
to missing the market window and hence to a significant loss of profit. Importantly,
a large number of these designs actually failed due to functional or specification

errors. This reveals a test and verification gap. The yield reduces wit easing
heterogeneity in the same design, such as analog and digital on a SoC crete and
integrated RF components in a SiP. With 20% of mixed-signal S today and a

projection of 70% for 2006, the severity of this problem ris matically. The
urgency for design support in the integration of heterogeni@components is also

expressed in the ITRS 2003 roadmap [Edenfeld04]. \

Lacking Support for Power- and Energy-aware Desi,

Unfortunately, performance and power consu in Moore's law scale at the
same rate. As a consequence, thermal dissip roblems add tremendous design

complexity and slow down the usage of vailable chip area. Both ITRS and
MEDEA identify low-power design ystem power management as key

challenges.
O

An Incoherent Marketplace fo@@m—Level Design EDA

In 1993, the EDA indu ntroduced electronic system-level (ESL) design
automation solutions for rst time at a large scale [Goering03]. The very diverse
approach with many G@ solutions such as graphical code generation, HW/SW co-
design, architectur deling, behavioral synthesis etc. resulted in fading interest
soon. ESL desi tained a bad reputation from that moment on. Around 2000,
with the advé SystemC, a similar movement started with significant EDA
industry su to address high-level system modeling in C-based language styles.
At the ing of 2004, a diversification over several approaches and even a
withdra of major EDA players from the ESL market can be observed”. Since
themy, we have mainly seen a HW/SW digital-driven initiative. ESL design tools for
&\ heterogeneous systems including analog/RF, power management, sensor-

-

0o ctuator-support etc. appears in 2006 to be far away from the designer’s toolbox.

2.2.2  State-of-the-art in Electronic System-Level Design

Techniques for electronic system-level design have to overcome the four problems
aforementioned. For an understanding of the state-of-the-art, we first have to
introduce the concepts of function, architecture, and interface which allow the
principles of hierarchy and abstraction.

A system implements a set of functions. A function is an abstract view of the
behavior of the system. It is the input/output characterization of the system with

27 Several quotes from Cadence Design Systems, Simplex, and at the Internat. Symp. on Quality Electron.
Design, March 27, 2001; based on a study of Collet International, 2000.

* Estimate as of Cadence Design Systems, 2003.

2 M. Santarini, "Panel debates viability of ESL tools market," EEdesign, March 5, 2004.
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respect to its environment. It has no notion of implementation associated to it.
Contrary to this, we can describe an architecture that by itself has only a notion of
implementation but no particular functionality. The notion of function and
architecture depend on the level of abstraction. Higher abstraction levels require a
partitioning of the design into visible and hidden or, equivalently, detailed and non-
detailed aspects. This introduces general design principles such as hierarchical
composition and the concept of interfacing to describe the interaction with a
component whose content is not detailed, a so-called black-box component model.

A chain of dependencies

Besides the automation of particular design refinement tasks through, for example,
automatic synthesis techniques, we can order existing methodology trends into a
sequence of depending methodologies with decreasing complexity:

1. multi-objective optimization to take into account concurrent constraints on
performance, power, cost, etc., which requires

2. horizontal design space exploration and co-design techniques to com
and validate heterogeneous design solutions; they rely on

3. behavioral and grey-box modeling for an efficient comparls%
manageable level of detail; this calls for

4. design capture, verification, and reuse at higher abstraction lie\@to speed
up the design and improve design robustness

Obviously, the least complex tasks have been addressed fir; time and have, so
far, been most successful. An example is methodologie the move of digital
design to higher abstraction levels. For verification pu s at design time, a so-

called silicon virtual prototype (SVP) is built. Over tinig,, the abstraction level of this
prototype has moved from the classical layout, t1;a tor, gate level to the register-
transfer level [Mehrotra03] [Dai03] and finally ransaction level® [Gordon02]
[Schlebusch03]. Preferably, a SVP is pr %at all levels but verification of
system-level features is achieved most t the highest abstractlon level. The
design cost reduction due to reusing ex1 ihg components, so-called IP*', increases
also with the abstraction level.
.\O

Further abstraction is pos&ble\@ough platform-based and interface-based design
techniques. The Y-chart ap ch combines separate functional and architectural
specifications through a al mapping step into an implementation [Gajski83]
[Ferrari99] [Kienhui he separate architecture specification allows the mapping
of different functi y to the same architecture, which is denoted as platform-
based design &zerOO] A formal separation of data manipulation into
communicati nsfer and computation/behavior constitutes interface-based
design Van@ paey96] [Rowson97] [Lennard00].

P

% The concept of transactions actually covers a large range of abstractions and is hence not very well
described. An example is the modeling of an actually time-distributed physical bus access as a single
transaction with a lumped timing and energy consumption. However, we could also go further and
represent several related bus accesses (a burst access) again as a single transaction. The goal of
transaction level modeling is finally representing the detailed interaction by its relevant properties.

3! Intellectual property.
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Unequal progress across different technologies

Importantly, major advances have been limited so far to the digital world. While
hardware/software solutions have been elevated to the co-design level [Bolsens97],
analog/RF design, despite slow but steady progress, struggles at the synthesis, reuse,
and modeling steps [Chang96b] [Vassiliou99] [Miliozzi00] [Gielen00]. As a
consequence, the differences in modeling effort, model complexity, and model
quality create significant problems at the co-design level. Similarly, congiderable
state-of-the-art has been established for power-aware digital design niques
[Singh95] [Benini99]. At the analog side, low-power design happe but at a
much slower pace and in a much less structured and automated way, idi00].

\/

Lack of techniques to handle multi-objective optimization c‘:@xily

The addition of power consumption as a major addition&: onstraint is particularly
serious for the design of wireless, portable consumer, devices. The performance-
driven state-of-the-art built up in the PC-era canné\ ¢ reused in the domain of

portable wireless devices. General-purpos;w'e-shelf microprocessors (0.1

GOPS/W) have to compete with custom-de , far more efficient ASICs (100
GOPS/W) spanning up a design space gap gfthfee orders of magnitude [Claasen99].
Domain-specific  architectures ~ with e optimum trade-off  between
performance/power and design cost ?{ ded [SchaumontO1la].

At the same time, Well—knowréﬁ$@\—objective optimization strategies cannot handle
anymore the additional comgurrent constraints. Multi-objective optimization
strategies have to be int ed and tailored. Moreover adequate figures-of-merit
need to be defined ambros00] [Allais43] [Pareto06] [vanLamsweerde03].
Exploration and optiiélzetion require parameterized but not entirely open white-box
models. Preferablysarey-box models® are used that exhibit the relevant parameters
to be optimize{\ e user while hiding irrelevant details [Biichi97] [Melgaard94].

Lack of @cumble Specification as Starting Point
1ty

The @ of formal design approaches relies on the availability of an executable
speeification to apply transformation or refinement methods [Lieverse99]
+[Kienhuis99] [Catthoor98a] [Catthoor98b]. Specifically in the telecommunications

main, this assumption is not met. First, standardization does not provide a
complete specification, which requires an exploration of the function design space.
Second, multiple concurrent constraints often force a redefinition of the application
requirements to obtain an overall feasible design. Both cases require modifications
of the executable specification. The problem of functional iterations has been termed
algorithm selection [Potkonjak99]. It is essentially the complementary problem to
the implementation platform selection. However, it has rarely been addressed in a
methodic way™.

32 Grey-box modeling originates from system identification, e.g. Bohlin, 1984.

33 In fact, [Potkonjak99] states: "this area is currently more art than science or engineering and designers
almost exclusively rely on intution instead of accurate quantitative procedures. Very likely that this goal
will remain elusive for years to come."
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2.2.3  Synthesis of a Future-proof Design Methodology

The previous section indicated a significant gap between the capabilities of the
current state-of-the-art in microelectronic system design and the expectations and
requirements from both a product design and process technology point of view. In
fact, this situation will aggravate with the advent of next-generation multi-standard
multimedia communication devices. Hence, for our design flow we can neither rely
on selecting existing design methods nor should we develop new methods that only
fit the design of WLAN transceivers. Instead, we aim at a future-proof design
methodology.

First, we stress an integrated view on design space exploration and optimization.
Second, we recommend transition-aware modeling and co-design. Finally, we
emphasize the importance of a comprehensive design process rationale including
non-technical factors as a measure of success.

An Integrated View on Design Space Exploration and Optimization

Design methodology for next-generation communications devices will nee
address diverse flexibility requirements [Rappaport02] and diverging intere
multiple players ranging from operators over device manufacturers &@ers
[PereiraO1]. Devices need to meet a multitude of discrete standard ct we
cannot expect a convergence to one flexible standard*®, but we will n% perative
interaction, compatible services, and standard-compliant devic is adds the
application design space as a third dimension to the e functlonal and
architectural exploration design space (Figure 2.5). Efﬁc1en@loratlon techniques
are needed for all three subspaces together with a co change management
based on multi-objective optimization principles.*® &

Efficient design solutions will employ interface; §§platform—based architectural
concepts together with generic, scalable functi l concepts to allow adaptation to
changing application scenarios. One part of, esign flow will be executed by the
designer at design time, while the other (past; notably a subset of instance selection,
change management and optimlen procedure, will be refined to an
implementation which resides in # 0 tual device for intelligent self-adaptation at

run time.

The principles of design s xploratlon multi-objective optimization, and design-
time/run-time trade- off‘ e employed throughout Chapters 4 to 7.
Transition-aware ellng and Co-design

We have alrea <stressed earlier that design space exploration and optimization can
1mposs1bly erformed at low abstraction levels of design. Hence, we require an
adequa @mcal design flow, which allows the extraction and embedding of
behav1® models, and a fast mapping process to analyze results of a design

3 Citing Goodman in [Wickelgren96]: "Flexible standards is an oxymoron. If it's too flexible, it's not a
standard."

35 Note that our view goes beyond the definition of system-level design as a 3™ discipline between
algorithmic exploration and implementation [Meyr01].
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configuration. Particular attention is given to reduce transition overhead between
abstraction levels during specification and simulation as well as the lowering of the
entry threshold for new designers. An important role plays the adequate construction
and usage of grey-box models (Figure 2.6).
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Figure Q he extended Y-chart integrates the exploration of the application,
funct nd architecture design space with a change management component.

Qﬁment vertical top-down flow for digital design, its extension to mixed-signal
*3ystem-level design, and behavioral modeling and grey-box techniques for scalable

{\_ analog components will be presented in Chapter 7.

A Comprehensive Design Process Rationale

In 1993, a number of CAD solutions were introduced as the solution to the
electronic system-level design problem. At that time, the approach failed: ESL
design became the bad notion of a buzzword and it took years more until
recognizable success could be achieved [Goering03]. Our analysis of the design
process reveals that the complex interplay between many contravening influences —
to a large part non-technical ones — prohibits a single design methodology or tool
from solving the problem. We emphasize the difficulty of managing the design
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process as a whole and a systematic, horizontal design space exploration as the key
enabling techniques of the future.*®

Model structure
Model parameters Model parameters

Black-box I I

— . Model structure
model i % Model parameters
Grey-box
model
White-box
model
Deterministic Stochastic Parametric Detailed structural
I/O transfer function 1/0 transfer function description description
High - Model evaluation speed Low

Low Model accuracy P High \\Q

Low Modeling effort (design) - Hw
High % Modeling effort (estimation) L

Figure 2.6: Black- and white-box modeling approaches have contradi
properties. Efficient use may require a grey-box model or automate(\ rt for

model-level transitions. $O

Since the early days, methodology and tool support for @ design have been
steadily but slowly improving. Still, most ESL tool s @ s of today, e.g. the
CoWare tool suite, address only a part of the embedd d@stem design process. The
main focus has been on hardware/software co-desi the digital platform level.
Improvements are still required for example on % tegration with analog/RF and
on the mapping of functional code towards the orm.

Hence, in this dissertation, we live up tqorationale defined in Section 2.1.2 and
evaluate the developed methodology ia,a broader, also non-technical context. More
details can be found in the conclus;i\g@ f Chapter 2 and in Chapter 7.

X0
2.3 Cross-Disciplin%éy

Design has been des@‘%as a structured process, yet tying together a multitude of
diverse design and\{e nology disciplines. Obviously, a uni-disciplinary approach
cannot provide a&@isfying solution to the intrinsic diversity. We advocate a cross-
disciplinary oach to design, which embeds all layers of disciplinarity.
Important Gie try to bring together the classically divided processes of designing
the ap@on and designing the design methodology and advocate for a co-design
of application and methodology design. The consequences of this approach for the
design process and the designers in a design team are analyzed. We stress that the
co-design itself requires a trans-disciplinary approach.

* Traditionally, design space exploration and the design process has rather been treated as a cost factor,
although both enable a larger design space and hence are key to a better, if not to the optimal solution.
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2.3.1 Disciplines

The term disciplinarity encapsulates the experience and the final state-of-the-art
approaches for the design process and its individual techniques within a particular
discipline. In classical terms, microwave/RF, analog, and digital design are
considered as three different disciplines. The degree of interaction in a project
between team members originating from different disciplines leads to the following
classification [Rosenfield92] [Bannon94] [d’Hainaut86]: Q

e  Uni-disciplinarity means that representatives of individual d@lines meet,
but the meeting does not affect their disciplinary identity(@f all; this often
leads to difficulties in understanding since each di \Mne has its own
terminology and standards for information exchang 6

e Multi-disciplinarity states that researchers worl\zEarallel or sequentially
from a disciplinary-specific base to address mmon problem. A basic

requirement is that a minimum level of co terminology is established
early to allow a partitioning of the co roblem into subproblems with
their own specifications. The limite inology forces the use of a top-

down-only approach for partitigning, which leads to a suboptimal
partitioning with a high prob @s In practice, collaboration is often
depending on a system a t linking together team members®’. An
effective horizontal desig e exploration is not possible;

o Inter-disciplinarity % researchers to work jointly but still from a
disciplinary-speci 1 to address a common problem. Joint work goes
further than an & partitioning and involves a combination of top-down
and bottom-?@ ess steps. This enables design space exploration.

o Trans-dis rity assumes a shared conceptual framework, which brings

wsciplinary-specific ideas and approaches to address a common

onsequently, an early partitioning of the problem into multiple
ines is not required; instead, all divide & conquer strategies are

@ ble. Trans-disciplinarity requires a significant multi-disciplinarity per

am member in order to distinguish itself from an inter-disciplinary

Q approach

é%ross—disczplinarity is a term that covers multi-, inter-, and trans-disciplinarity. We

will not use this term since we want to stress their subtle, but important differences
between them at different layers in the design process.

2.3.2  Consequences for the Design Process

We can now analyze a design process in terms of its disciplinarity needs (Figure
2.7). Four levels of design can be distinguished from highest to lowest abstraction
level: design space definition, horizontal design space exploration, horizontal
partitioning, and vertical design space exploration. Vertical design space exploration
is the domain of the classical, uni-disciplinary designer. Horizontal partitioning
consists of taking quantitative design partitioning decisions and derivation of
independent specifications for multiple vertical design space exploration trajectories.
The required common terminology and quantitative information exchange asks for a

37 Unfortunately, system architects with a bird’s eye view on a system-wide scale are scarce.
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multi-disciplinary approach. Horizontal design space exploration goes beyond the
partitioning decision because it requires an in-depth understanding of trade-offs
between different disciplines. An example is a clear understanding of the model
accuracy vs. computational complexity trade-off across different disciplines and the
capability to specify model requirements. This interactivity, which closes the DSE
loop, requires inter-disciplinary capabilities. Finally, the definition of the design
space requires a system-wide reasoning capability™*, be it qualitative or quantitative.
The large complexity at this level requires significant abstraction capabilities and
experience for relevance. The commonalities of heterogeneous subsystems must be
extracted to make them comparable. This is also the level where ad-hoc decisions
have to be taken to extend the design space with particular technologies for further
exploration.

In practice, we can often observe a clash between system and circuit designers when
it comes to exchanging information about a design because of the different

abstraction levels handled by default by both classes of designers. Fairly often, %)

misunderstandings result in either wrong decisions being taken or problems
being recognized early enough. Hence, translation between abstraction levels w
reasoning at various abstraction levels is an important skill for both syst nd
circuit designers. Note that for the circuit designer, this does not require an sion
of his disciplinary scope to other disciplines. {\Q

Figure 2.7 clearly indicates that different levels of disciplinarity @%uired. It also
shows that systems with limited heterogenity may not exp% pabilities at all

levels.
QQ

2.3.3  Consequences for the Designers and Design@[ hodologies

Changes in the design process are reflected both @uirements for the application
designers and the design methodologies applie Sg em.

Increased Need for Inter-disciplinarity i ication Design

When we consider the particular casegof wireless system design, the designers face
both a complex, heterogeneous d g@ ase as well as a large number of conflicting
design objectives. This requires ailed horizontal design space exploration, such
that a close-to-optimal solutio{\e found. Hence, we can state an increased need for
inter-disciplinary method es and designers. This conclusion seems to be in
contrast with several stK ents in [Bannon94] where a multi-disciplinary approach
for the discipline of @em development is thought to be sufficient. In fact, there is
no contradiction bunthis evolution towards inter-disciplinarity reflects the steadily
increasing pe@&mce/cos‘t pressure in the wireless and consumer market

[Wheeler03 4>
Ob

Q

3% System-wide reasoning capability is hard to find since it requires a combination of broad experience
and fast mental abstraction skills. The experience part may require some time in practice. Mental
abstraction skills however can be taught and trained to some extent.
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Figure 2.7: Dig nt levels of disciplinarity are required during the design process.
Required s-disciplinarity increases with heterogenity and abstraction level.

Link en Role Models and Disciplinarity for Application Designers

[ er03] describes the stepwise development from a uni-disciplinary trained
@ner towards a system architect. This reflects the transition from a specialist in a
rrow discipline towards a generalist with a broad experience. Importantly, each
{\' generalist should have developed a feeling for the design complexity depth, i.e. for
6® the vertical DSE process (uni-disciplinary root know-how). Figure 2.8 applies this
\% principle to integrated system design. Designing a system requires - in one way or
O another - filling the box of competences which is span across several disciplines and
@\ across several levels of abstraction. Lacking competences in the picture lead either
& to local, suboptimal contributions or even to risks since implications of particular
c’)\,o technologies remain unknown. Disciplinarity increases with the breadth of know-
@) how. Obviously, human capabilities in general don't allow the combination of deep
Q know-how in a large number of disciplines. Hence, a specialization in vertical or
horizontal know-how results. This reflects very well the classification of

disciplinarity mentioned above.
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Figure 2.8: Since depth and breadth of know-how are difficult to ¢ @fne, system
design requires a balance of all disciplinary capabilities suppoﬂé each other.
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-

©
Opportunities to replace designers' experience by exter@ appear mainly at the
uni-disciplinary level. In SoC or SiP design, this wag fitst limited to hard or soft
macros or modules. The extension towards program%!e platforms, e.g. embedded
processors and bus systems, FPGAs, etc. refle ready a reduction of design
complexity at the multi-disciplinary level sincﬁ se components hide partitioning
decisions [Chang99]. o

Increased Need for T rans—disczplinari%{%esign Technology Development

The development of design techng@' has always been an inter-disciplinary task. It
requires knowledge in a particu plication domain and, for the implementation
of the design technology, in seftware engineering and algorithms, and digital signal
processing. The move to em-level design, brings multiple domains together
along with their individu@lfool implementation knowledge. Unless embedded in a
single conceptual fra ‘@ ork™, application of methodologies and tools at the system
level will becomgﬁe ficient and inattractive to the designer. A trans-disciplinary
approach can nt the creation of a pile of incompatible tools and, instead,
provide su ons for domain-specific design flows and hence guide the
developm of the essential tools and support for the relevant design step
transiti@. Importantly, only the combination of application- or domain-specific
know-how with insight into the capabilities of design technology can produce a
design process as proposed in Section 2.1, which truly enables a design team.

** Note that we don't mean here what CAD vendors call an "integrated framework", i.e a tool suite with a
common GUI etc.

uni-disciplinary sQQ
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2.3.4  Co-design of Design Technology and Application

The heterogenity of integrated electronic systems does not allow finding a perfect
match of design tools when the design starts without limiting design creativity too
much and too early in a deliberate way. While a basic set of tools, mainly at the uni-
disciplinary level, can be reused due to its generality, higher abstraction layers will
require more dedicated approaches in order to efficiently define, explore, and
optimize the system. Also, transitions between selected tools may not fit @@rfectly
the desired design flow. QQ

Traditionally, this resulted in a black-or-white decision [Schaumonffta]: The "pure
design technologist" would wait for the design of the optimu oblybefore starting a
design while the '"designer-in-the-trenches" would é@n any new tool
development and go for the working chip first. Both oaches are undesirable
since they either result in tools that come too late for u practlcal designs, or vice
versa, no progress in tools ever and a non-scalable %?hence unpredictable way of
designing. Actually, the strong connection betweérd application domain and suited
design methodologies allows industry to turn d this vicious circle. In-house co-
development of application know-how andadofmain-specific design methodologies
can lead to a competitive advantage ove petitors in terms of design efficiency
and hence design cost and quality. Si r to the customer-owned tooling (COT)
approach at the physical design , we may call this concurrent process a
customer-owned system desig@@ss.

Consequently, we motiv @oint path for application and design technology design
in an integrated co- des@rocess The idea for the co-design of apphcatlon design
and design methodol 1s not new and has been stressed for example in "you have
to design the [ environment plus the chips together" [DeMan00] or "design
the design systx r your system" [SchaumontO1la]. This dissertation illustrates this
co-design id an explicit trans-disciplinary way, which is based on three
principles? rst, we start with an application goal and not with a particular design
probl cond, we develop design methodology only when it proves to be
nec sg)y to overcome a specific application design problem in the foreseen path.
1@ each developed design methodology needs to be evaluated with the problem
\ﬁsat triggered its development and at least one other example that allows conclusions

{{b about the generalization of the method.

In this dissertation, we illustrate the co-design of design technology along with the
application design for three design challenges (Chapter 7):

e a smooth, efficient design flow for digital VLSI design from the system to
the gate level; an analysis of reuse cases demonstrates that an initial
investment in design methodology pays off;

e an extension of this digital flow with an analog/RF component that allows
mixed-signal system simulation and hence horizontal design space
exploration;

e a methodology for design-space exploration at the communications link
level, at the mixed-signal system level, and at the component level, which
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allows a partitioning of the system complexity into a design-time and a run-
time aspect.

2.4 Conclusions

This chapter puts the focus on the design task itself, its implications for the designer
and the design team but also for the outcome and output of the design project.
Today’s communications systems have become very complex and depend on close
collaboration of many disciplines. The resulting design process is full of interactions
and requires careful planning, observation and steering. An important evolution
complicating this process is that beyond the continuous pressure for short design
time and low design cost, performance of wireless devices must increase while
energy consumption must decrease. The latter dilemma requires optimization across
disciplinary boundaries in order to obtain the aggressive design targets. A
consequence of this evolution is the move towards cross-disciplinary exploration
and optimization which call for novel methodologies and tool support to ease t
designers’ work.

The concrete design examples in the following chapters will illustrate we
translated this methodology into practice. Chapters 4, 5, and 6 wer object-
oriented but goal-oriented and the accompanying process was drivené%e mination
of the major design obstacles in terms of performance and/or powadr-In Chapter 6,
this culminates in a methodology that systematically trades erformance and
energy cost in a multi-objective optimization approach. In@ntly, this approach
can be used early in the design process and upd‘@ ater, leading to an
encapsulation of requirements specification, methodoLQ% and actual design into a
single process.

. O
In particular, Chapter 7 addresses how partlcul.ﬁ\demgn challenges were translated
into methodologies and supported by too QF ere, we show how a concurrent
development of design methods for di@gesign, mixed-analog/digital co-design
and modeling, and system-wide optimization results not only in an ad-hoc design
result but also in a generic reusabK@e hodology that is applicable to a wider range

of problems. \(5\'
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3 Specification for a Wireless LAN
Terminal

Gedanken ohne Inhalt sind leer, Anschauungen ohne Begriffe sind blind.
Immanuel Kant, 1724-1804.%

processes in the context of portable communications devices. Demonstr

The previous chapter postulated the need for a fundamental rethinking of design (%)

relevance and impact in a particular application context is the missing comp

the key experience that would convince the designer. With a wireless LAN. M
transceiver, we have chosen for an application driver that should help us e clear
and relevant goals and a case that illustrates applicability and b of the

proposed design methodologies. @O

Specifically in the context of a Ph.D. dissertation, som consider this as
limiting research already in a too early phase. Indeed, it event us from a deep
exploration in a certain topic. On the other hand, it i ces relevant boundary
conditions as they appear in practice and, instead loring one narrow topic, it
may force us to look for transdisciplinary solutions. Q

Hence, this chapter first positions wireless LAQ, a wireless world that saw its birth
in 1894 with Marconi's long-distance ra e experlments as a first application
with potential and that has evolved into~d heterogeneous mix of communications
networks spanning the whole plape&ﬂh and beyond. Moreover, the need for a
careful analysis of the service context’and the operating environment is stressed. We
will also illustrate the impact tandardization processes on research, since they
have become a major instru , not to say battlefield for industry.

Service and operatil\ﬁirements clearly illustrate the need for higher data rates,
for a packet-bas stem, for low-power portable operation, and for more
flexibility, but @‘place wireless LAN into the indoor and campus environment
which suffersc i severe multipath radio reflection. These requirements motivate
the use of a{ransmission technique called Orthogonal Frequency Division Multiplex
(OFDD@ hile, at first sight, theoretically elegant and simple, some practical

4" Originally in Kritik der reinen Vernunft and often translated as , Experience without theory is blind, but
theory without experience is mere intellectual play,” this translation does not capture the whole original
citation. Kant wrote his first works in Latin but moved later to German, contributing significantly to the
recognition of German as a language of science. Basically, he links practice to theory but also the
importance of terminology and the relevance of practical context to methodology and thinking.



42 Chapter 3 Specification for a Wireless LAN Terminal

weaknesses of OFDM have to be carefully circumvented when it is applied in a
packet-based wireless context.

The context analysis of WLAN together with the assumption of using OFDM
contributes to the requirements specification of the application driver. Our focus on
the design and implementation of the portable terminal side is added as an important
additional constraint. The requirements specification identifies and motivates the
goals of the application. Hence, it constitutes the common starting po'x@for the
application- and methodology-related chapters 4 to 7. Since Bel Thayer
[Bell76] have already stated that the most severe problems in prog@failure occur
during the requirements specification phase, we took our inspiratio® for structuring
this process from guidelines [IEEE803] [IEEE1233] [VanLan@e de00].

This chapter is structured as follows. Section 3.1 situates® wireless LANs in the
wireless communications world. Based on a brief ry of WLAN technology
evolution we analyze the service context and the o ing environment. Finally, we
determine the impact of standardization and fjiess concepts on research in the
WLAN field. Section 3.2 introduces the OFtéﬂansmission technique for wireless
packet-based transmission. Section 3.3 int es our findings from the two previous
sections into a requirements specificati or our application driver: a high--rate
OFDM-based wireless LAN termmzq\@ tion 3.4 concludes the chapter.

3.1 Wireless Local %‘&‘Ietworks

Wireless local area nw s may still appear as the little sister or brother next to the
wired local area orking world which has gained an important role in the
enterprise, busin nd administrative world, driven by the exponential evolution
of the Intern fic. Indeed, the question "Why the sudden interest in radio” is
legitime [Ri manOl Wireless can not compete with wired gigabit Ethernet in
speed; i sier to intercept and more difficult to secure; finally, next to the
dlme st of time and frequency, space is added. Yet, many applications require
opility. Wireless comes without wires to install and maintain. Wireless
étl ionality can be integrated in portable devices that can be used virtually
where and anytime: Connectivity moves with the user. And not every application
needs immense transmission speed in the Gbps range.

As a result, wireless communications has grown from a niche player to a major
industry sector [Rappaport02]. Between 1990 and 2004, the number of cell phone
subscribers has increased by a factor of 100 to about 1.4 billion*'. This first
revolution has been driven by voice and messaging services and only slowly moving
towards higher transmission speeds in the context of 3G [Ojanpera98]
[Honkasalo02]. In 2000, a second revolution began, driven by Internet-oriented data
communications: Wireless LAN is finding its way into both the enterprise, public,
and consumer markets.

*I'according to IDC, Sep. 5, 2003.
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So, could wireless LANSs, in particular end-customer terminals, benefit from two,
now even three, generations of experience in the mobile communications world?
The answer is no, if we leave out common sharing of the improvements in
microelectronics, battery, display, etc. technology. WLAN and mobile terminals
show very little overlap in the requirements plane (Figure 3.1). For the mobile
terminal, mobility, range, and operation in environments with many users are
crucial, WLAN-equipped laptops aim basically at high data rates only. However,
WLAN is on the way to become an add-on capability in handheld devices such as
personal digital assistants (PDA), which shifts the main focus from data rate to low-
power operation. Still, little overlap is visible; this little reuse motivates a
fundamental exploration of the application and design space of wireless LANs.

" v range

I3

"""""""" efficient use of power

N
Figure 3.1: Requirements between mobile @2.5(}, 3G) and WLAN terminals
differ largely. The move towards PDAs shiff9 the focus from data rate to low-power
operation, yet the overlap remainsMittle. 4G embraces all requirements.
Requirements increa ith distance from the center.
>
Figure 3.1 also indicates that re 4G systems embrace both the goals of mobile
and WLAN terminals. It isAmportant to note that this does not necessarily mean that
all goals must be simu\t@ ously met. For example, an occasional medium-power

operation for lar e@ge communications is very well possible. An in-depth
understanding of l%ervice mix and the probabilities of scenarios becomes crucial.

N

Hence, the 1 is invited to a short journey through the early days of wireless data
communi n, the evolution towards wireless LANs, the furbulent situation today
with emerging techniques and standards, and projections towards a unified

next-generation wireless world. Our observations will not only result in a set of
interesting trends but will also directly lead to service, environment, and terminal
requirements for our wireless LAN terminal.
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3.1.1  Wireless LAN between Early Radio and 4G

The history of wireless networking stretches far back in time. Yet, about 50 years
later than Marconi, the military investigated and extensively used encrypted wireless
data transmission first during World War II. In 1971, the first packet-based radio
communications network was conceived and installed between 7 computer locations
on the islands of Hawaii (ALOHAnet). However, with island distances between 50
and 200 km, we would call this today a wireless wide area network (W-WAN). Yet,
it already illustrated the concept of a central base station, the star top@logy, and
packet-based data communication between computer terminals, ich are still
predominant in today's WLANS. \/@

The evolution of wireless LANs took a far less straight pat@ the development of
ALOHAnet. Research and technology evolution, gdye€rnmental regulation,
standardization, and business ideas, entangled much % Hence, we try to divide
the evolution in five phases: early WLANS, the em ce of standardized WLAN,
WLAN today, the diversification, and the integr%@trend towards 4G.

Early Wireless Local Area Networks Q/

After early trials in the 1980s with dif @%fra—red communications* and spread-
spectrum radio transmission emplo 'r@alog SAW technology, the FCC’s opening
of the industrial-scientific-medica ) bands for use with spread-spectrum radio
techniques drove research tow techniques. In 1990, NCR* introduced their
first WaveLAN products for the® 900-MHz and 2.4-GHz ISM band based on direct-
sequence spread-spectru% SSS) transmission at 1-2 Mbps [Claessen94]; and
Symbol Technologiei.ﬁgjght the similar SpectrumOne product on the market. The
DSSS approach wag the starting point for the IEEE 802.11 standards family. Still,
non-harmoniz%iég lation in the USA, Europe, and Japan kept wireless LAN
s94].

research distri over several frequency bands ranging from 900 MHz to 17-18
GHz [Hollen% ]- In 1991, ETSI standardizes DECT which became a success in
cordless e’applications but did not succeed, despite its potential, in the wireless
LAN (field’ [DuttaRoy99]. With HiperLAN/1, ETSI started standardization of a 23.5-
MIQQ MSK-based true wireless LAN [H1].

O

-

(82716 Emergence of Commercially Viable Standardized WLAN Products

Despite significant effort, in 1995 WLAN was still a niche player. At that time, a 10-
Mbps wired Ethernet card was selling for $100 while a 2-Mbps WLAN card cost
$500, which revealed a performance/price penalty of 25x for WLANSs
[Wickelgren96]. Missing were an unambiguous standard to increase interoperability
and higher integration to reduce product cost.

The IEEE addressed the standardization problem successfully through the 802.11
standard, which was finalized in 1997, with compliant products appearing even
earlier [Harris96] [Crow97]. Extensions to 11-Mbps [IEEE 802.11b], to 54-Mbps in
the 5-GHz band [IEEE802.11a], to 54-Mbps in the 2.4-GHz band [IEEE 802.11g]
followed. In 2006, we are close to the standardization of multiple-antenna extensions

“21BM Ziirich Research Labs, 1979
* acquired in 1991 by AT&T.
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for higher throughput [IEEE802.11n]. While IEEE standards were pushed by early
industrial product designs, the European standards family ETSI HiperLAN/1 and 2
did not have the same success. HiperLAN/1 was maybe too early in 1995. Research
initiatives such as ACTS Magic WAND in 1998 failed to create market success by
relying on the newer and more expensive ATM instead of IP. HiperLAN/2 came
finally too late in 2001 and proposed a technically better but also much more
complex MAC [H2-PHY] [H2-MAC]. Today the WLAN world is largely
determined through the IEEE standardization process with ETSI and ARIB
harmonization as follow-up [vanNee99] [Henry02].

IEEE 802.11 802.11g
.

ETSI HiperLAN

HiperLAN/1
ACTS MagicWAND

HiperLAN/2

GlobeSpan  Conexant

> Intersil PRISM-1 s B e -
> GlobeSpanVirata (802.11) 802.11b V'rat?_T %
> + Conexant . . .
802.11a Broadcom has
78 % of 802.11g
Major players market
enter.. e e e ® (11 mio. chips)
~ N\
Macquarie/CSIRO | |
> Radiata R?dlata BB acqullred
f spin-off; modem by Cisco q A
> Cisco DMT-50 (1SSCC) Cisco ceizes
16pt-FFT  16pt-FFT+ WLAN chipsets
IMEC Carnival acquired
> Resonext 256pt ASIC byRFMD,
> RFMD -FFT (IsscCc) -
Choice Festival coop. with
of OFDM ASIC Resonext
(Isscc)
A >
I I I I {;{ I I ’
1990 1992 1994 1996 , O 98 2000 2002 2004 time

Figure 3.2: The success of@AN emerged from a fruitful combination of
standardization activities, ¢ industry involvement, and a transfer of knowledge
from research to indust ince 2004, WLAN is treated as a commodity item and

major manufacturers,sy the field. From top to bottom: standardization, industry,
@\ interaction research with industry.
NN

This evoluti Qf standards is compared in time to the evolution in research and
product (Figure 3.2). The IEEE 802.11 standardization really triggered
produ@mgn with Harris Semiconductor introducing the first integrated chipset*
for 802.11 in 1996 [Harris96]. This cost advantage made the company the global
leader until the market became diversified through new players and the rising

* With an incredible amount of luck, I succeeded in getting early samples of this chipset already in 1996
before the market introduction in Europe [Eberle96].

Harris Semiconductor divested to  merges with @Q
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business perspectives in 2002. The extension of standards was used by several
players to get into the market: Companies such as Atheros or Resonext took the lead
in 5-GHz 802.11a CMOS design; Broadcom has become market leader through its
802.11g chipsets and Intel will benefit from the integration of WLAN into
microprocessor chipsets for portable computers.

This shake-up of the market led to a number of mergers and acquisitions. Intersil's
WLAN business merged with GlobespanVirata and later Conexant, form'l@\a valid
counterpart for Broadcom [Souza03]. Cisco decided to leave the chi Qbusiness,
because WLAN became "a market where chipsets have matured to @point where
they've become commoditized."*’ N

So far, it seems as if academic research would have had no@t impact on WLAN.
Fortunately, two cases prove the opposite. First, Macqu ie*University and CSIRO
started their research on WLAN in picocells at 60- G@for 100-Mbps data rates in
the 1990s. Economic viability and standardiz did move them to lower
frequencies in 1996 [Osgood97] [Skellern97 came up with a series of ICs
with increasing functional integration un&;hey spun off as an independent
company, Radiata Communications. ThlS -up was in 2001 acquired by Cisco in
the first phase of acquisitions. The sec ase involves our own research at IMEC.
This research started in 1996 with a @ d-spectrum background but, in early 1997,
was quickly retargeted to the romlsmg but so far not considered OFDM
technique (Section 3.2). Durj CC 2000, we presented the world's first fully
integrated transceiver for 8 s WLAN, the Festival ASIC [Eberle00]. Again, the
IEEE 802.11a standardi effort also drove us to investigate this spectrally more
efficient solution wh@e&esulted in the ISSCC 2001 paper on the Carnival ASIC
[Eberle01]. End 1, we started collaboration with an American start-up,
Resonext Commuthieations, to bring together excellent baseband and RF knowledge.
Little later, Rg xt introduced a complete CMOS-based IEEE 802.11a solution
and was f] acquired by RFMD which has now become a major supplier of
802.11 ets. In the meanwhile, we extended our research to mixed-signal and
analog design for WLAN, towards cross-layer design, and towards 4G.

'@SN today

uring the past two years, IEEE 802.11 has become the dominant standard for
wireless LAN connectivity. The standardization focus shifted to extensions for
service enhancements, increased interoperability and security*’, which shows that
the standard has become mature through practice.
WLAN has entered the enterprise market with industrial solutions*’. Successful field
trials lead to the company introduction of RFID-WLAN solutions in warehouses™®,
and office space becomes equipped with WLAN at a large scale*’. Microsoft Corp.
expects a 18-month return-on-investment period from an installation of 4000 access

4 CNET News.com, "Cisco 'winds down' wireless chipsets," Feb. 2, 2004.

4 e.g. 802.11e for QoS, 802.11h for power control, 802.11i for security, 802.11j for interoperability.
47 ond generation IWLAN, SIEMENS Automation and Drives, press release, Nov. 2003.

“ METRO Group, press release, Jan. 2004.

* Intel Corp., "Microsoft Corporation: 35,000 employees go wireless with WLAN," Jan. 2003,
http://www.intel.com/business/casestudies/microsoft.pdf.
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points at multiple locations and reports that more than 90% of the users moved over
to a far more flexible use of their laptops leading to productivity gain.

Moreover, it has spread from the enterprise world to public and home environments.
In 2002, public WLAN hotspots in retail outlets, coffee bars, and restaurants
mushroomed®’. T-Mobile installed 2600 hotspots in coffee bars in the USA alone.
About 350 T-Mobile hotspots in Austria will appear in places where people spend
their flexible time; attention is given to the nomadic worker’'. In the home, wireless
has pushed aside phone- and power-line networking [Wheeler03]. The Wi-Fi label
for 802.11b-devices introduced recognizability for the end user [Henry02].

These evolutions led to sales of about 20 million 802.11 chipsets in 2002
[Wheeler03]. More than 50 companies were developing 802.11 chipsets. In the
meanwhile, rising sales have led to a price decay from $20 in 2002 to $4 in 2004 per
chipset, putting enormous cost pressure on chipmakers. The trend in 2005 is a
further increase in the number of chip sales due to increasing integration of WLAN
into e.g. mobile phones, camera phones, PDAs, etc. while profit margins per sold
device are further reduced.

Diversification

The driving forces behind wireless data communication have not stopped at

LAN. A diversification in standards and solutions tailored to particular applh
has begun. Besides capacity extensions for wireless LAN such as multjpld-antenna
techniques [Sampath02], solutions in the wireless personal and mdfippolitan area
network range were conceived to embed wireless LANs. In 1998 k on Bluetooth
(IEEE 802.15.1%%) started as a 2.4-GHz wireless 'cable repla e@n‘[‘ solution with 1-
2 Mbps rates over short distances up to 10 m [Bisdiki ]. Later, the IEEE
802.15.3 committee concentrated on a short-range hig wireless personal area
network at 2.4 GHz, this time targeting paﬂiculaﬂ?§ui edia streaming and rates

compatible with WLAN [Karaoguz01]. Both cong stress ad-hoc networking and
at least a factor 4 lower power consumption th ANs as advantages. Proposals
for ultra-wideband such as 802.15.3a aim at shorter distances (4 to 10 m) yet
rates in the order of 100-200 Mbps [Ajellg93]. Interestingly, standardization also
focused on low-power operation as primasy’ goal with Zigbee and IEEE 802.15.4 for
short-range operation with data rate below 1 Mbps but extremely low-cost and
low-power operation for integratiog\irf nearly every device at home [Callaway02]. A
similar evolution is seen towarv%@ueless metropolitan networks (WMAN) with the
standardization of WiMA EE802.16] and mobile WiMAX [IEEE802.16¢].
These standards aim at.Gpider area coverage and higher mobility extensions
compared to WLAN,AinFict, they partially overlap with mobile services (2G,3G)
when it comes to Q@ coverage and medium mobility and compete with WLANs
when it comes to{@qdwidth and shorter distances.

S
&

While@l ing in very optimized devices for particular application, the emergence
of tens of standards is a nightmare for manufacturers, service providers, and
customers. Home and office may become crowded with numerous devices of poor

Integratio

%0 according to Dataquest, 2003.
! T-Mobile, "T-Mobile constructs Austria's biggest W-LAN network," press release, Feb. 18, 2004.
52 lower layers are identical.



48 Chapter 3 Specification for a Wireless LAN Terminal

interoperability and hence violate the major success criterion for ease-of-use, besides
the question of cost. Service providers have difficulties in scaling, extending, and
maintaining their systems and provide support for numerous solutions.
Manufacturers will be unable to provide and support products for all relevant
standards in time. It is crucial to find a way out of the standards war and the
confusion that may be created at the customer through announcements of many
different and incompatible technology solutions. This situation existed already
twice, during the early years of 1-2 Mbps WLAN with proprietary soluions and
later with the first 802.11b products [ParekhO1]. At that time, the foctQ 802.11b
and the introduction of a recognizable label such as Wi-Fi was @bajor success
factor. With similar goals in mind, the next generation (4G) is segn'@$ an integration
phase [Mohr00] [Honkasalo02] towards multi-mode m '&ndard terminals
interacting with multiple layers of networks (Section 1.1). \b

3.1.2 Requirements Analysis \Q)

The previous section has shown that WL &are used in a multitude of
environments today. We concentrate here on blic, office, and home networks
which represent the vast majority of WLANsdeployment. What makes them suitable
to WLAN is the fact that they focus o le in a sitting, working, or studying

situation, where they are able to pr arge amounts of information. Hence, the
demand for higher bandwidth servibgs these situations.

So, how can we get more iﬂ&mtion on the right WLAN device? We have to
approach this situation fr, o sides, a service-oriented and a design-oriented one.
While the user expects parent, easy-to-use, and qualitative services, the WLAN
designer looks for arﬁbectural and quantitative requirements.” A small example of
a home networkipa scenario will illustrate the analysis. Next, we address service,
networking, an@inal aspects. Finally, we summarize our findings.

\
%ne Networking Case Study

A Wirele&ﬁ

Wire@ ome networking is a particularly demanding case since it covers a large

vagiety of use cases, ranging from watching TV, reading email, downloading files
fom the Internet, to printing (Figure 3.3). Activities can be indoor or outdoor

(5§ound the home. Stationary and mobile devices can be used.

Typically, a single WLAN access point would provide wireless connectivity to a
wired access network such as ADSL or cable that provides high-speed access to the
Internet. Optionally, multimedia data could be received through a terrestrial or
satellite DVB receiver. Interoperability should be possible between low-power
mobile devices such as PDAs or laptops and stationary desktop devices. Service
availability and quality would mainly depend on the capabilities of the device used.
Access to particular devices can be shared such as in the simultaneous downloading
and email reading example or in the simultaneous printing and downloading case.
Connections could be set up with the central access point or in a peer-to-peer
manner directly between devices. But what if the user would have bought an access
point dimensioned for picocells? Coverage for one room would be fine, but he or she

%3 Quoting Rose: "Sell the application, not the network." [Rose01]
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would have to install multiple of them and maintain them. Hence, an analysis of
requirements is crucial.

preview TV ‘\“ \
on PDA \

download
movie to PC \

\ 'Q'

a =
e read email
picocell Tt on laptop

- <

- — p—

microcell O®

Figure 3.3: Home networking is a denging case with a variety of applications,
devices environments.

Application and Service A.uig}s

Applications and ser@q or WLAN cover such diverse use cases as a few minutes
of low-rate email\reading, hours of medium-rate streaming video, or high-rate
downloading of téegxments from the Internet. It is important to note that in a
network witl;\, tiple users and services we can not treat services individually;
instead we (gve to consider an aggregation of services and its probability of
occura, Qhapter 6). While we can enumerate services in a nearly endless list, we
also neédmore quantifyable metrics to classify them and treat similar services in a
similar way. Peterson et al. proposed a taxonomy of applications based on time
dependency and rate variability [Peterson96], which is very well applicable for the
heterogeneous mix of services we encounter in practice [Englund97].
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The concept of quality-of-service (QoS) embraces these service metrics. It is,
however, not unambiguous [Fluckiger95]. QoS can be defined at every layer of the
OSI protocol stack, but metrics will differ and translation is not evident. In this
dissertation, we will use the term quality-of-experience (QoE) for the quality that the
user perceives with respect to a particular application and refer to the term QoS in its
narrower meaning as link-level QoS between layer L2 and L3.7* [Velez02] provides
a very general overview of QoS requirements for a multitude of services and
[Teger02] expresses the view on service quality from a user @ective.
[Englund97] describes services based on the concept of use cases and s, rios.

Networking Aspects )

Performance and properties of a network as a distributed sy F‘@ depend strongly on
the network nodes (terminals and access points) and th pJ;Uperties of the network
links between them. Like our scenario (Figure 3.3), a set &f use cases in a particular
environment determines the design of the wireless co; tivity.

Range is the utmost concern since the radi@al strength decays rapidly with
distance in air and even more in the presenceévof obstacles (Chapter 3.2.1). In the
mobile world, a multi-layer cellular ap@n was chosen [Chia91] [Coombs99].
The starting point were macrocells w l@ diameter of a few km, to which a single
access point provides connectivit case aggregated service rates exceed the
capacity of a s1ng1e access poin &o or picocells are used as an overlay network
within a macrocell.>

The need for mandato;&ess points in a mobile phone network does not always
hold in WLAN. It is desirable to set up ad-hoc connections between terminals
without the pres %@ WLAN infrastructure [Chen94]. The WLAN network and its
nodes should h e prepared for both modes of operation. Also, WLAN links are
expected to 100-150 m distance at max1mum with a much lower average
distance in@? 5-20 m range. Since access points form costly infrastructure due to
1nstab® ost, their spatial density shall be minimized. Particularly for small
offic home usage, a single access point is advisable. Hence, the overlay principle
Sa}apphcable for consumer-oriented WLAN due to cost restrictions.
N
election of the appropriate carrier frequency is a trade-off between available bands
with sufficient bandwidth for the desired data rates, the frequency-dependent radio
propagation properties, and implementation complexity of the front-end. Bandwidth
availability stimulated research in the 40- to 60-GHz range such as in ACTS
MEDIAN, [Flament02] or [Smulders02], but the high cost associated with a pico-
cellular infrastructure and front-ends have shifted interest to lower frequencies.
Similarly, Japanese systems at 17 GHz did not succeed and Motorola's Altair was

* Our terms QoE and QoS match, respectively, the terms perceived QoS and intrinsic QoS as defined by
ITU/ETSI [GozdeckiO3]. Note however that perceived QoS in ITU/ETSI encompasses required and
perceived QoS by the user as well as offered and achieved QoS by the provider. We always use the user
perspective.

> Note, that in the context of WLAN, the cell-size taxonomy is shifted towards smaller areas. While
picocells in cellular systems may cover an entire building, picocells in WLAN target a single room
[Prasad99] [Skellern97].

% also called basestations.
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stopped [Hollemans94]. The pico-cellular approach was also proposed for WLANs
at 5 GHz [Skellern97]. [Shibutani91] suggested optical backbones and [Haroun03]
modulated an 802.11b RF signal on an optical carrier in order to reduce access point
cost. Yet, connectivity remains wired leading to an increased installation cost.
Systems became practical when the 2.4-GHz band was envisaged [Harris96]. The
later move to 5 GHz despite higher path losses and front-end cost was motivated by
the over-allocation of services in the 2.4-GHz band [Lansford01].

With the micro-cell approach as a primary assumption, we also have to consider
multiple-access control (MAC) schemes that can handle multiple users and
aggregated services. A MAC protocol includes authentication, association and re-
association services, and power management to grant different nodes access to the
shared radio medium. The origin of WLAN in data networks and the trend towards
an all-IP future network [RoblesO1] have resulted in Ethernet-inspired multiple-
access protocols such as CSMA/CA in IEEE 802.11. The collision avoidance (CA)
technique is required since the traditional collision detection (CD) approach in wired
networks is not reliable in a wireless context. Although easy to implement, CS

techniques cannot guarantee QoS under high load. Extensions towards sched

time-division schemes similar to the HiperLAN/2 MAC [H2-MAC] hav en
introduced or are under consideration. For a detailed comparison betwe§\l EE

802.11a and ETSI HiperLAN/2, we refer to [Doufexi02]. Q

Despite the use of CA techniques, the unbounded nature of t e&io channel
constitutes the hidden and exposed terminal effects and require$e—multiplexing
or duplex (frequency-multiplexing) techniques to separ: ansmission and

reception. Yet, the fact that the radio channel in totality s non-reciprocal to
each node, downlink and uplink can be separately optimized [Eberle97b]. Since
most of these aspects require a joint physical-MACslayér consideration, we will
comment on them in Section 3.2.4 and point the @hr to particular trade-offs in

3

Chapters 4 to 6. A\

As an example, Table [3.1] illustrates t @ability between practical WLAN
scenarios. Parameters such as range (r?aggregated goodput’” vary with the
scenario. Individual low-rate servicesere not considered. Access quality and path
loss scenarios are classified in Be@), Typical (T), and Worst (W) case scenarios.
Access quality describes th imality of access-point placement; at home,
suboptimal placement is Ij while cell planning is mandatory for office
deployment. The propagatiof¥ scenario depends on geometry and obstacles in the
environment. An inte @g early result was that, despite the short range, the data
rates for the dense-office scenario could not be provided by a 54-Mbps IEEE
802.11a system \lfexi02] [VanDriessche03], because protocol overhead limited
actual goodpu er best conditions to about 27 Mbps. This example is part of an
in-depth st n service and application aspects specifically prepared for WLAN
[Eberlf@ since existing published information was very scattered.

N
N3

&
Q}
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Table 3.1: Scenarios are a good way to capture requirements variability, from which
both the worst-case requirements as well as the best and typical use cases can be

derived.
Aggregated | Maximum Access Propagation
Scenario goodput™’ distance quality scenario
in Mbps in m B|T|W|B | T|W
Multimedia 13 15 < | x < | x
home N
58
SoHo 19 15 X | x a\) X | X
Ad-hoc 19 20 X X
conference
Office
23 20 X X
Lounge @
27 30 X X
<>
Short distance,
peer-to-peer>’ 27 (@ X X
N\
Office (dense) 46 ) 10 X < | x
N
o
Terminal Aspects @

ine ultimately the type of device or terminal that the
ate with the network. The PC era has passed its zenith of
dominance and faces (strong competition by wireless digital networked devices
[Zimmermann99 ile in the finishing PC era optimization for performance was
of utmost i nce, size or power consumption did not really matter. The
evolution to@ops, cell phones, and PDAs drastically changed the design space for
terminal he one hand, display and battery size largely determine weight and
form (fa of portable devices; on the other hand, they influence service types and
]ng as well as lifetime. Performance optimization is replaced by a trade-off

Services and networking
customer uses to co

een service quality and power (and energy®) consumption. In this context, the

-

é%search effort at U.C. Berkeley on a portable multimedia terminal ("Infopad") in the

S
QK

early 1990s is remarkable [Sheng92] [Truman98]. However, Infopad's assumptions
differed from today's WLAN: the wireless link for the Infopad relied on error-
tolerant multimedia data as payload such as speech or video only and was not
designed for variable services and QoS requirements.

WLAN has entered the consumer electronics market where products are primarily
differentiated by price and reliability [Sherif02]. Cost falls apart into design or non-
recurrent engineering (NRE) cost and manufacturing cost per device. The mass
consumer market aims at a reduction of manufacturing cost through higher
integration of functionality and lower component count: WLAN evolved from a

57 Goodput is the error-free throughput at the interface to the application layer (L7).

8 The small-office home-office case aggregates office tasks with multimedia consumer services.
%% This short-distance high-speed link could be taken up by devices according to IEEE 802.15.3(a).
5 The importance of both peak power and average energy consumption is detailed in Chapter 6.
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discrete board solution with 7 ICs in 1996 to a 3-to-5 IC solution in 2003 [Harris96],
2-chip solutions on PCB have become available in 2004, and 2-chip system-in-a-
package solutions are upcoming at a cost of $4 [Struhsaker03] [Wheeler03]. WLAN
becomes commodity IP such as GPS or digital camera. Contrary to the
manufacturing cost, the design cost and design risk for such integrated solution has
risen exponentially. Being aware of design cost and risk, our WLAN solutions in
Chapters 4 to 6 were designed with low cost and scalability in mind. The push of
next-generation systems for integration of multiple transmission standards and the
risk of a design failure will demand software-radio techniques [Mitola95] or, more
likely, software-reconfigurable transceivers [Brakensiek02].

3.1.3 Conclusions

Wireless LAN has gone through a tremendous evolution during the last decade. In
fact, this evolution shaped and influenced the way this dissertation looks like today.
Our early work on digital design for 80-Mbps WLAN anticipated standardization,

whereas some of the later work was inspired by or adapted to standardization QrQQ

feedback from industrial partners. An analysis of this evolution helped us to s@
requirements for the design of the WLAN terminal. Intentionally, we sketched, the
complexity of the application and QoS context in which WLANSs are alrea@y,
since providing adequate QoS under very variable conditions will be ¢4 llen
in next-generation wireless systems. Q

So, let us conclude with a few findings on technology, standar @ and business,
as well as research:

Technology

e A microcell approach is mandatory for ome environment,; ad-hoc
connectivity will become more importan, ﬂ$§ the evolution towards PDAs.
Infrastructure and installation cost fo ﬁlocells are prohibitive. With more
diverse digital devices becomrn@ar able, the importance of ad-hoc
connections will increase. A co o 1mrzed MAC-PHY is required to handle
this flexibility at reasonable ocol overhead.

e 60 GHz prohibited WLA e 2.4 GHz enabled it. 1f sufficient bandwidth
is available through tron and the spectrum is not overused, lower
carrier frequencies preferred since they lead to significantly lower
implementation cgsls; particularly in the analog domain.

strongly ed compared to non-IP solutions such as ATM for their
protocol dularity, interoperability, and legacy. This complies with a
generghavolution towards an all-IP network [Robles01] that guarantees the
tra@ort for both data, voice, and multimedia services (triple-play).
. Q;@ cost through high integration was key to the success of WLAN.
tersil's 1996 chipset resulted in acceptable cost and hence increased its
application; the higher visibility was crucial to trigger new applications,
more industrial players, and through this also more research.

o ATM could ‘@@mpete against IP. Adoption of IP-compliant protocols is
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Standardization and Business

o [t took about 13 years for WLAN to establish as a significant market and
about 18 years if early research is added. Early products came out in 1990,
but a breakthrough in enterprise and consumer markets happened in 2003.

o  Standardization needs sufficient product push to show early feasibility and
become successful. Too early, too late, too complex or not fast enough kills
standardization as the IEEE 802.11 vs. ETSI HiperLAN case has_shown.
The even better ETSI HiperLAN MAC could not weigh in @ being
late and the fear of implementation complexity.

o Markets and roles are changing faster than ever. The @) evolution in
business makes cooperation with industry difficult for résgarch. It becomes
unclear who does what. WLAN evolved from a whble3ale system-in-a-box
solution in 1995 to a $4 chipset integrated by O l\?&m 2004.

Research \\Q)

o A long-term view turns taking risks t@akmg opportunities. When we
advocated OFDM-based WLAN <id,71997, WLAN was essentially
synonymous to spread—spectrum%’ et, our early studies proved that
scalability of spread-spectrum iques would soon come to an end®'.
Moreover, we decided for ¢ sed flexibility, for generic techniques and
methodologies that woul usable in the 4G-integration phase. We also

power-performance scalability which is less

laptops, but crucial for WLAN-equipped PDAs.

Finally, the challen @Qween user and design perspective on WLAN has been
addressed. Clearly %ﬁamser is at an advantage but designers should learn what it
means to "sell t lication, not the network" [Rose01]. It is not a threat, but an
opportunity t gn more intelligent, robust, and self-adapting wireless systems;
systems thag% e their complexity inside and instead expose natural interfaces to the
user. Or ersa, when we look at it from a designer’s perspective.

ié(\ Orthogonal Frequency Division Multiplexing
N\

\,(bln Section 3.1.2, orthogonal frequency division multiplexing (OFDM) was

suggested as a good candidate transmission scheme for wireless LANs at high data
rates®”. This section addresses the multipath radio propagation problem a bit deeper
and explains concepts and challenges of the OFDM technique.

8! For classical direct spread-spectrum techniques, higher throughput results in higher signal bandwidth. It
was clear that available spectrum is limited (either because it is licensed for fairly high costs such as in
the GSM or UMTS cases, or it can become crowded in the case of unlicensed spectrum such as the 2.4-
GHz bands). Hence, a solution was required that both offers a better spectral efficiency and allows an
intrinsic scalability from low to high bit rates and to varying channel conditions. OFDM meets these
requirements.

52 OFDM is typically seen as a candidate for medium to high bit rates for two reasons: first, the number of
subcarriers increases with the frequency selectivity of the channel which is typically not a problem for
low data rates in the range of kBit/s. Second, OFDM offers advanced bandwidth allocation schemes e.g.
for multi-user applications which are often not needed for low-bit-rate transmission.
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3.2.1 Indoor Propagation Characteristics

Practically all scenarios in Section 3.1.2 describe communication in fully or largely
enclosed environments. This indoor radio channel is characterized by severe
multipath propagation. The antenna radiation pattern of the transmit antenna
determines in which directions the electromagnetic wave is sent out. The receive
antenna faces a superposition of direct, reflected, and diffracted waves depending on
the room topology. Attenuation, delay, and phase of each individual wave are
functions of the electrical path length traveled and the number and sort of
encountered obstacles. The time-domain impulse response of this channel at time ¢
can be modeled by a time-dependent linear finite impulse response A(z ¢ ¢) in
equivalent baseband notation. A(z, ¢ t) is a function of the excess delay® 7 and the
angle of arrival ¢ of the propagation paths at the receive antenna [Hashemi93]
[Janssen96]. Channel properties can be interpreted in the delay, frequency, time, and
spatial domain. Since we restrict ourselves in this thesis work to single-antenna
operation and, as we will show later, quasi-stationary or even stationary temporal

treatments for spatial and temporal properties can be found in [Vandenameel

Power Delay Profile
For the characterization of the multipath channel, the power- @y proﬁle is
eé fi

behavior can be assumed, we may neglect here time and spatial domain. In-d%

and [Thoen02a], respectively.

preferred over the impulse response. The power-delay profil ned as the
squared absolute value of the impulse response, given the individual tap weights

«, for a number N ., Oof taps, and describes the time dj utlon of the received

N pan—1

signal power originating from a transmitted Dirac 1mp1§\s'(1/
z alo(t ﬁ\%

The first and second moments of the po@ delay profile, mean excess delay T and

H(t) = h(1) ['= 3.1)

rms delay spread O respectively, é}ribe the amount of time dispersion in the

channel. They are given by (5\.\
S

+j30 K d Npmhl
t-dt > ar
o =S

T e
(b\QLH(t) dt ‘”i o’

3.2)

% The excess delay is defined relative to the time of arrival of the first propagation path.
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+o0 — Npa,h—l _
[ H(@)-(t—7)" -dt Y al(r, - 1)
GT — | == — — k=0 pp— (33)
[H(t)-dt S o
o k=0

in the non-discrete and discretized case with N,,, components. The limitedtraveled
distance in an indoor environment leads to mean excess delays of 10-1Q@ns and an
rms delay spread in the same range [Hashemi93] [Janssen96]. @ exemplary

channel power delay profile with 7 =87.3 ns and o,=79.6 n\i/ iven in Figure
3.4. Note that we show there already the discretized v 1@1 with taps spaced

according to the receiver's sampling period (here 50 ns), w is used in end-to-end
link system simulation. For simulation purposes, a parametrized stochastic channel
model is preferred over the propagation-inspired pulse response. Practical

models work with a finite-length tapped delay lifg*and use an rms delay spread
estimated from measurements [Saleh87] [@098] [Medbo99]. We refer to
[Vandenameele00] for a detailed description,ofithe stochastic channel model applied
here and for its validation through 2D ray@ g simulation.
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Figure 3.4: Discretized channel power delay profile.

Typically, the impulse response is truncated in time from the point where the
individiual power of all later paths falls below an importance threshold, for example
below the required minimum signal-to-noise ratio (SNR). If the rms delay spread is
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sufficiently small compared to the signal period of a transmission scheme, all paths
arrive within one signalling interval. In this case, no interference between adjacent
signals appears and single-tap time-domain equalization® can be used. As a rule of
thumb, the minimum signal period is about one tenth of the rms delay spread; in our
example, this would limit signal transmission to about 1.26 Mbaud®. We also
assumed an importance threshold of 20 dB below the maximum component.
Assuming quadrature-amplitude modulation (QAM) with M bits per symbol and a
maximum probability of bit errors of 107, this would limit us to M=4 or 16-QAM
[Chung01]. This would limit the data rate to about 1.26 Mbaud x 4 bits/baud ~ 5
Mbps. Clearly, this makes the power delay profile a key instrument for design of the
transmission system.

Frequency Response

The frequency response A(f) of the channel is obtained from the Fourier transform of
the complex baseband impulse response:

h(f) = [h(tyexp(-j2x fo)dt 3, 5&0

From Figure 3.5, we can see that the attenuation over a bandwidth @ MHZz®
shows a strong frequency-dependence. This behavior is called freq ?\c “selective
fading. For a communication system with this bandwidth, equaliz s required to
compensate the frequency-selective behavior and restore a flat %a el response.

Note that very deep dips, so called spectral nulls, can such as around the 8-
MHz bin in the example. The high, local attenu naround a spectral null
introduces a low local SNR that may prohibit an cessful transmission for a
narrowband system. {\

The coherence bandwidth B, is a metri ﬁt allows the comparison of the
frequency selectivity of the channel an system bandwidth. It is defined as the
bandwidth separation over which the, autocorrelation of the channel frequency
response /(f) decreases by 3 dB. T @ herence bandwidth and the delay spread are
approximately inversely proport'

@%

k depends on the @tribuﬁon of the paths and it varies between 0.156 and 0.166 for
indoor scengr\'é [Vandenameele00]. For our example, an rms delay spread

0, =79.6 n{_s¥sults in a coherence bandwidth of about 2 MHz. The coherence
bandw@ plays an important role in the initial specification of an OFDM

coh — =K— (35)
GT

% Equalization is here reduced to a single-tap gain and phase adjustment.

% The baud rate is defined as the number of signal transitions per second. The actual bit rate can be
derived from the baud rate when the amount of signal constellations is known, i.e. the modulation scheme
has been defined.

% 20 MHz is the bandwidth of IEEE 802.11a/g and HiperLAN/2 WLAN.

Q
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transmission scheme; the subdivision of the total bandwidth over a number of
subcarriers can be seen as a sampling process in the frequency domain; for an
accurate capturing of the channel, it is required that the subcarrier spacing is smaller
than the coherence bandwidth. For 20-MHz bandwidth and 64 subcarriers as used in
[IEEE802.11a] and the coherence bandwidth of 2 MHz, we see an oversampling
ratio of 2 MHz vs. (20 MHz / 64) or 6 to 7.

Attenuation in dB

|Attenuation change|
in dB/MHz

-10 -8 -6 -4 -2 0 2 4 6 8 10
Frequency in MHz

Al

Figure 3 6Q$annel attenuation and corresponding attenuation change in dB/MHz as
Q a function of frequency.

. @')wnt on Temporal Variation

ovement of objects introduces a temporal variation of the channel since it changes
the overall topology. Higher velocities increase the variability. In an indoor
environment, velocities are basically limited to about 5 km/h or 1.4 m/s, which is the
walking speed of moving people [Thoen02a]. Analogue to the concept of coherence
bandwidth B.,;, the time coherence T,,, can be defined as the duration over which
the channel characteristics do not change significantly [Jakes93]. As [Thoen02b]
shows, the classical Jakes model derived for moving terminals, overestimates the
variation in the case of fixed terminals in a changing environment. Yet, in both cases
the coherence time remains bounded to about 20 ms in indoor environments. In
Section 3.3, we will see that the coherence time is about 10 times longer than the
usual packet duration. Hence, in this dissertation, temporal variation can be ignored
for the design of the packet-oriented physical layer in Chapter 4 and 5: we basically
assume a stationary channel. Note however that time variation needs attention when
we move to cross-layer optimization (Chapter 6).
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Sources of Interference

The receiver will not only have to resolve the wanted linearly distorted transmit
signal. We can distinguish between two other sources of interference that appear in
the same frequency band as the desired signal: interference originating from the
direct environment (cell) and so-called co-channel interference (CCI) originating
from surrounding cells.

e Local interference may result from impulsive electrical switching noise or
from other uncoordinated wireless systems. Microwave oven emissions
have a detrimental effect on 2.4-GHz WLANs [Blackard93] [Ghosh96]
[Ness99]. In the same band, increased interference problems are also
expected due to uncoordinated simultaneous operation of Bluetooth, IEEE
802.11b, and HomeRF systems. The latter motivates the shift to the less
problematic 5-GHz band despite the higher path losses and hence lower
range. 5-GHz systems may be affected by radar installations in the
neighbourhood of airports; though this is much less likely.

e CCI can still be present, although frequency planning avoids adjacent c@
0

with the same frequencies, when insufficiently attenuated signals fro
adjacent cells can enter [Chen01]. The problem can be relaxed wi H‘t&)
available channels®.

e

We focus on the 5-GHz band where we can neglect these interfere roblems as
there are no prominent interference sources and enough channel avallable Asa
consequence, we assume that our WLAN operates in a noise=fifnjted context instead
of an interference-limited one as in classical cellular syste alliokulju01].

3.2.2  History and Principle of OFDM \,

Already in 1962, a predecessor of orthogona% uency division multiplexing
(OFDM) was considered as an elegant meth treat severe frequency-selective
channels [Goldberg62]. Thus, the principl DM as a transmission technique
can best be explained through an analysi§ of its origins. OFDM combines four ideas:
multiplexing of data signals in the freqaency domain, the use of modulated carriers —
hence using multiple carriers i of a single carrier, exploiting frequency
diversity, and introducing orth ity between the signals.

Carrier Modulation and F&Kency Division Multiplexing

In 1841, C. Wheats@?ﬂoposed a time-division multiplexing (TDM) system for
telegraphic apphc the main driver was to enable several users to share a
common wired @ m. In 1874, E. Gray transmitted a number of tones — first 4,
later 8 - sim ously over the same wire and analyzed them at the receiving end,
the equival to frequency division multiplexing (FDM). In 1890, M. Pupin
experi with the modulation of signals onto a carrier frequency. The
advantapé of FDM over TDM was that synchronization could be avoided. Note

%7 Note that assuming the classical hexagonal cellular layout, no solution exists for the 3 channels in the
2.4-GHz band, while the 8 (12) channels in the 5-GHz band can be effectively used to implement a proper
cellular system.
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however that each tone required an individually tuned radio transceiver; tones were
separated by guard bands to prevent unrealistically sharp filters (Figure 3.6-a).

Exploiting Frequency Diversity

It took until the 1950s when the frequency-selective nature of long-range terrestrial
radio made conventional single-carrier radio unreliable, similar to what we described
in Section 3.2.1. There was a particular interest in highly reliable terrestrial HF
systems from the military, which led to developments such as @PLEX,
ANDEFT, and KATHRYN [Cimini85] [Bahai99]. These systems wer act based
on FDM techniques. The Collins Radio KINEPLEX TE-206% tem with 4
subcarriers® that carried each 300 bps may be termed the FDM system
designed for mitigation of frequency-selective channels [Deg [CRC59]. "The
philosophy of system operation is that when circuit c \1itmns are good, i.e. no
multipath or jamming, all channels carry their own indiv ual traffic at capacity. If
they deteriorate, redundancy is added [Goldberg6 @iThis means that already a
simple form of coding was applied across the su ters in the frequency domain.
Note also the difference to the M-FSK tra@@er which exploits only a single
subcarrier at a time [Ferguson68]. A

NNAANAAAAN

(a) Conventional FDM with guard bands Frequency f

___Reduction in bandwidth

(b) Orthogonal FDM :
Frequency f

A\J NS o
\/ \j Frequency f

(c) Spectrum of a single subcarrier (d) Spectrum of a 5-subcarrier OFDM signal

Figure 3.6: Orthogonality reduces system bandwidth of a multicarrier FDM system
considerably. The sinc-shaped spectra of the subcarriers overlap and with increasing
number of subcarriers N, the total OFDM signal approaches asymptotically a
rectangular frequency shape, which is the most bandwidth-efficient solution.

% The Collins TE-206 KINEPLEX system from 1959 used 4 equally spaced tones between 935 and 2255
Hz. This spectrum was upconverted to a 21-kHz carrier. 2 channels were multiplexed on a single tone.
The equipment was already transistorized but still it had cabinet size and required a 100-W power supply.
% The classical papers mostly used the term fonme. In this dissertation, we will use the modern term
subcarrier instead of tone.



3.2 Orthogonal Frequency Division Multiplexing 61

The Orthogonality Criterion

In an initially classified” paper, [Goldberg62] presented the use of a Fourier
transformer at both transmit and receive side as the novel design aspect in a
multicarrier system. The system described was the 34-subcarrier AN/GSC-10
KATHRYN digital data terminal [Zimmerman67] [Kirsch69] [Bello65]. The use of
the Fourier transformer had two important consequences:

e  The sinc-shaped spectra coming from each subcarrier on an equally-spaced
frequency grid overlapped largely and reduced the total system bandwidth
considerably (Figure 3.6-b);

e Individual filtering and carrier modulation per tone became obsolete; in the
transmitter, a Fourier transformer summed up signals at baseband and a
single RF upconversion stage could be used reducing hardware cost.

Chang's paper and patent filing in 1966”' was a major cornerstone since it derived a @K

general method for synthesizing classes of band-limited orthogonal time functiong’j
a limited frequency band [Chang69] [Chang70]. The method showed that the & i
function of the Fourier transform, (\

v, () =exp(- 21k A, 1) O{\Q@(aa

could be elegantly used to transmit multiple spectrally overlagping tones at a
spacing of the tone sampling frequency Af;.. The lowest non—@o subcarrier at Af;.

determines the symbol length Q
1 3

Io=— Q (37
Af&‘c ‘\

The limiting or gating to the symbol length @equivalent to a convolution with a
rectangular pulse of the same duration introduces a sin(x)/x-shaping of each
individual pulse in the frequency domait (Figure 3.6-c). The waveforms of all

subcarriers k, k € [0, N, —1], ane@%rently summed up which creates a spectral

shape that approaches the mi m-bandwidth rectangularly shaped spectrum
asymptotically in the numbe bearriers Ny, (Figure 3.6-d).

In practice, the inverse Faurfer transform is used in the transmitter to form the
OFDM time-domain , while the receiver employs the Fourier transform to
recover the transmitted)signal. The block diagram of the KATHRYN system does
not mention this %brence explicitly (Figure 3.7).

S
ey
Q

" The paper was declassified later and reprinted in 1981.

"I Submitted 1966, published 1969. The corresponding patent was granted in 1970. Note that it also
included the optimum design of the transmit filters for a given amplitude transfer function |/ (f)| of the
channel.

" In literature, also block length or frame length is used.
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“Wathryn” block disgram.

‘ | Cﬂw:‘.\ir\]‘F : j{-’i-z..."‘

Figure 3.7: End-to-end block diagram of the KATHRY*system from 1959.

For a description of its end-to-end operation, %&ll back to the original, clear
words of [Goldberg62]:

At the transmitting end, the input from va@channels is electronically commutated
to form a time division digital multipl he digital stream is then passed into the
Fourier transformer, where it is d into a frequency division multiplex. This
conversion is necessary in or be able to transmit a high data rate over a
perturbed medium [ ...]. The @ncy division multiplex is then fed into a high power
single sideband transmitter [ .}]. At the receiving end, the signal passes through
another Fourier transfo where the frequency division spectrum is converted into
a time division digj eam which is subsequently commutated out to the proper
individual channels.

Digitization an Fast Fourier Transform

Note that first systems realized the Fourier transform with an analog
implem on, for example with delay lines [Goldberg62]. Also, in the early days
of didital design, the computational complexity of the DFT, which scales according

t O(N Szc)with the number of subcarriers N, was prohibitive. However, digital

"&em n allowed to trade off datapath against control complexity, which allowed the
(b g p g p y

use of the Fast Fourier Transform (FFT) instead of the DFT [Weinstein71]. Since
then, OFDM techniques could exploit the benefits of digital scaling and
mathematical algorithms for its Fourier transform core. The combination of the
Winograd Fourier transform and canonical-signed-digit (CSD) is an interesting
example of algorithm-architecture co-design [Peled80].

The Cyclic Prefix

The detrimental intersymbol interference that the multipath channel introduced at
the transition between adjacent OFDM symbols was already perceived and solved in
an analog way in [Kirsch69].

7 Note this particular view of the data input to the Fourier transform as a time-multiplex of different
sources. In OFDM today, the data stream of a single source is mapped to subcarriers in a particular way.
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Figure 3.8: The cyclic prefix turns a linear convolution into a cyclic convolu d
protects a single OFDM symbol from multipath-induced intersymbol iP\ ence.

N\

However, digital signal processmg allowed Peled et al. to dlgj§ their concept,
which added a cyclic prefix™ to each OFDM symbol (Flgu ). This prefix is
inserted at the transmitter and removed at the receiver. ngth N,, is chosen
sufficiently long compared to the length of the 1mpulse bnse (Section 3.2.1), the

postcursor precursor

cyclic prefix serves as a guard time against 1ntersy terference between two
adjacent OFDM symbols k and k+1. The duplicati nslates a linear convolution
into a cyclic convolution”. This prevents that recursor part of the impulse

response falls into symbol k+1 and its inforn@n is lost for symbol k and that the
postcursor part of symbol k-1 falls into s Obviously, the length of the cyclic
prefix shall be minimized since channe@acity is lost. The related optimization
problem linking impulse response, CSQS prefix length and timing synchronization is
treated in detail in Section 5.3.

Multicarrier modulation : A?&a whose time has come’’

In 1981, NEC 1nvest1gat9% M-based OFDM techniques for fast data modems but
the field did not de rosaki81]. The breakthrough of OFDM usage may be
dated back to th 1990s w1th the development of the wire-based digital
subscriber line ( ) technology in several flavors such as HDSL [Chow91b] or
ADSL [ADS@Chow%a] and V(H)DSL [Chow9la]. At about the same time,
OFDM w Sed to combat severe multipath effects in terrestrial digital audio
broad [DAB]. For the DAB case, systematic design of coded OFDM (C-
OFDM)Vsolved the problem that OFDM performance depends on the worst

™ other common names are cyclic extension, guard interval, or guard time.

73 also: circular convolution.

"® This is the title of a frequently cited article by [Bingham90].

7 In the xDSL community, the term discrete multi-tone (DMT) is preferred over OFDM.

/ tim Q
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subcarrier [Alard87] [LeFloch89]. A little later, development started for an OFDM-
based terrestrial digital video broadcasting standard [DVB-T] [Sari95]. Data rates
evolved from 1.6 Mbps for HDSL to 34 Mbps in DVB-T.

In 1999, OFDM was applied in IEEE 802.11a-based WLAN, followed by ETSI
HiperLAN/2 and the IEEE 802.11g version of WLAN. Still, new frequency-
selective environments are discovered for which multicarrier techniques are
proposed: OFDM appears in IEEE 802.16 wireless access [Eklund02] an ultra-
wideband short-range communications” in IEEE 802.15.3a in form of
multiband-OFDM [Aiello03]. Q)

\/®

The discrete-time baseband-equivalent model of an O ]jb'end—to—end system is
presented in Figure 3.9. The data stream enters the t itter from the left-hand
side and passes through the multipath channel and{a‘@ngle, lumped noise source
before it enters the receiver to the right-hand sideQ

3.23 Mathematical Model

Xepk X1pk ) Yok YeDk

—» dft" —» conv —%.é\» + |—»| dt |—>
"\

$\D +nTD,k

Figure 3.9: Baseba @@valent model of an end-to-end OFDM system with
(l/ tipath channel and additive noise.
N

Data is grou to blocks of N, complex-valued modulation symbols”. Each
block repre%its an OFDM symbol with OFDM symbol index k. For each
modulatio bol, standard modulation symbol alphabets such as QAM or PSK
can bg;@ogether with bit-to-symbol mapping techniques such as Gray codes. It
is 6 le to apply different modulation alphabets for each subcarrier®. The
ping in blocks suggests the use of a discretized vector notation as follows:

In Figure 3.9, an OFDM symbol stream Xppy enters the transmitter inverse discrete
Fourier transform. Its output is convoluted with the stationary multipath channel
impulse response hrp. A single, lumped noise source adds white Gaussian noise
(AWGN) nrpy. The receiver transforms the chain of OFDM symbols back into a
stream of OFDM symbols. Mathematically, we obtain the following relationship
between the receiver output yrpx and the transmitter input Xgp x:

" Preliminary specifications include a 500-MHz band, 128 QPSK-modulated subcarriers, 4-10 m ranges,
and data rates beyond 100 Mbps at very low power spectral density.

7 The transmitter expects its input as constellation points in the complex phase domain.

% This results in an optimization problem, which is dealt with in Adaptive Loading [Kalet89] [Chow95]
[Thoen02].
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Yoo = dft(yTD,k)
= dft(h,, ® Xmpp t nTD,k)

= dft(h,, ® XTD,k) + dft(nTD,k )
= dft(hyy) e dfi(x ) + dftn )
= hy,e dft(dft_l (XFD,k )+ Nk

(3.9)

= hpy,e Xppy tpp

® denotes element-wise multiplication. The discrete Fourier transform dft is defined
as follows (dft” corresponds to its inverse operation):

YVepilm]= ZyTDk n]exp£]27r N_J (3.10) \\Q)

n=0 sc

The cyclic convolution ® is defined as follows for each component y,/m] (&g!

vector yy:

Vi [m]= Nilh[(m —n)mod N |x,[n] {\Q (3.11)

Equation (3.9) demonstrates that a received data symbol ] on a particular
subcarrier m equals the data symbol xgp/m] on the sam carrier multiplied by
the corresponding frequency-domain channel coefﬁmen D[m] next to an additive
noise contribution ngpi/mj. As expected from t e of an orthogonal basis
function, the time dispersion of the multipath . @el could not introduce any
interference between different subcarriers at ceiver. The receiver can now
obtain the original data bits in a two-step proq e: in a first equalization step, each
received data symbol ygp/m] is divid its channel coefficient App/m] which

results in a sofi estimate X, ,[m]. 4 @ second slicing step, the soft estimate is
rounded towards the nearest sy an the chosen modulation alphabet, providing

the so-called hard estimate X @n]

Performance

Equation (3.9) has sho@at a wideband OFDM system with a bandwidth of N,
Af;., which is sub’é@o multipath and additive white Gaussian noise, actually
behaves as N, i%idual narrowband systems with bandwidth Af;. and identical
spectral noise r density. The channel coefficients Agp/m] can be approximated
by a Raylei tribution [Medbo98] [Medbo99] [Hashemi93].

Hence,@ can define the SNR per subcarrier as follows

st S (]

(3.12)

\
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In the AWGN case and for a given modulation scheme, the probability for a bit error
Py (or the bit-error rate (BER)) can be easily determined from the SNR [Proakis95].
Under the assumption of equal baud-rate per subcarrier, the total bit-error rate pp s
over all subcarriers is then given by

N.-1
Powa =1= [ [ (1= p,[m]) (3.13)

m=0

Equation (3.12) reveals that a subcarrier located in a spectral dip (Fi @3.5) may
suffer from such a high attenuation that it becomes noise-domi . Already a
single affected subcarrier my,; with p,/mg;/=0.5 biases the total bit-error rate in
equation (3.13), even if all other subcarriers have very low b'@'or rates:

pb Jtotal|py[m g, 1=0.5 & m=m gy p, [ m Q@ O) (314)
ful
The performance of an OFDM system y depends on the performance of its

mostly attenuated subcarrier. An O & system cannot work adequately without
coding on an ISI channel in contr: single-carrier system [Sari95]. However,
the loss of information on subgc s with very low SNR can be mitigated by the
introduction of redundanc other subcarriers, either through traditional
interleaving and coding t iques [Sari95] or through adaptive loading techniques
[Kalet89] [Thoen02a]. atter first identify and then avoid bad subcarriers. In the
coding case, well kn coding techniques such as convolutional, block or Turbo-
coding can easily, ombined with OFDM.

3.24 Ext % to a Practical System Model

From th lution of OFDM (Section 3.2.2), we learned already that the way from
the ideal,” mathematical model of OFDM towards a practical system increases
cox%sjexity considerably. Figure 3.10 shows, by means of shading, the evolution of

lock diagram in three steps, starting from the ideal model. In a second step, the
s%:‘anomcal model is built which includes the cyclic prefix and the equalization
process described before. Finally, the following extensions in the transmitter and its
dual operation in the receiver chain (in brackets) are applied: coding, preamble
insertion (acquisition and the related tracking), transmit preprocessing (front-end
compensation), and the transmit front-end for the RF upconversion. Further, the
equalizer is enhanced with tracking and front-end compensation facilities. Note that
the frequency-domain signal processing in an OFDM system adds a fourth signal
representation domain in contrast to the three in conventional single-carrier
systems®'. One of the key aspects in OFDM system design is the exploitation of this
additional domain to reduce implementation complexity.

81 Recently, frequency-domain equalization has become popular in single-carrier system, too
[Czylwik97].
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The transition from the ideal to a pract%a}@\/[

oriented task in this dissertation. This prqCe

e Canonical OFDM . O‘Q

This includes the Fo
mapping, the demap

Practical P
a

acfical OFDM system is the

0
main application-oriented task in @
O

1ssertation.

system is the main application-

is divided in three phases:

transform, the cyclic prefix, the modulation
, and the equalization. On the one hand, we look

for an efficient, lowZpower architecture for this core functionality. On the
other hand, V\x{%aly keep the scalability and flexibility of OFDM with
respect to mber of subcarriers Ny, the frequency spacing Af;., the

cyclic
proce

o [Fn

@

length N, the modulation alphabet, and the multiplexing
bits to subcarriers. We address this trade-off in Chapter 4.
ed Equalization, Tracking, and Front-end Compensation

is very sensitive to mismatches in carrier frequency, phase, and
ing [Saltzberg67]. Phase noise introduced by local oscillators falls in

this category of problems too. These and other front-end imperfections
form a receiver design problem; more particularly extensions to the
acquisition and the equalization process are required. These extensions are
addressed in Chapter 4 and 5.
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e Transmit Preprocessing
OFDM is based on the summation of N, waveforms, more particularly
cosine-sine basis functions. Consequently, the amplitude varies largely as a
function of the data stream. This non-constant envelope requires analog
components with high linearity, leading to both high cost and high power
consumption. Transmit preprocessing techniques to mitigate this problem at
the transmitter side both from a link-level and physical-layer perspective
are presented in Chapter 6. %)
Q

Transmit and Receive Front-end Q
This dissertation does not have contributions to analog or t%d—signal circuit
design. However, our work was performed in close cooperati ith the design of
both a discrete and an integrated82 5-GHz front-end [@OO] [Come04] that
began end of 1998. These front-ends were also used for B{la acterization and testing
of the designs conceived in this dissertation. \\Q)

Protocol Layer for an OFDM Physical Layer E‘Q

physical layer independent of the adja MAC layer leads to a suboptimum
solution. Hence, we will describe brie & e assumptions made regarding the MAC
layer in this work; for a detailed m on, we refer to the introduction on services
and networking in Section 3.1.2.

The main focus in this dissertation is on th?g sical layer. However, designing the

Wireless LANs are pack ed communication systems. The partitioning of data
streams into packets a % coordination of multiple services or users that require
wireless communicat t a time, is part of the multiple-access control (MAC). The
MAC tries to e it diversity in the radio channel to parallelize transmissions,
either in the ti equency, code, spatial, or polarization domain. In the context of
OFDM, the @ ree have been addressed in [Rohling97], the spatial domain in
Vandenag&: 00]. Standardization in IEEE 802.11 and ETSI focused, respectively,

scheme with collision avoidance (CSMA/CA) and a plain TDMA
sche Essentially, both schemes schedule packets sequentially in time (Figure

0

XN
\(b‘l'he TDMA scheme is particularly suited for the situation where a coordinating

access point is always present. In this case, a reservation scheme with fixed
downlink (AP = terminal) and uplink (terminal = AP) transmission phases can be
used which provides less protocol overhead than the CSMA/CA-based approach.
This is mainly due to the predictability of packet starts in the TDMA scheme. The
CSMA/CA loses performance in a system with a high load (e.g. many users or many
short packets) due to the back-off phase, which shall provide a fair access to the
shared channel medium for all stations and reduce the number of collisions®. Packet
lengths in HiperLAN/2 are only a fraction of the 2-ms MAC-frame and can reach a
maximum length of about 5.5 ms® in IEEE 802.11. Note that in practice, packets

82 With integration, we mean a system-in-a-package (SiP) approach.

8 For completeness: TEEE 802.11 provides also more efficient protocol flavors such as an RTS/CTS
scheme.

8 4095 byte payload at the lowest possible modulation/coding rate (BPSK with % rate coding).
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routed from the wired Internet have either lengths in the order of 200 bytes (~ 0.3
ms) for interactive services and of 1500 bytes (~ 2 ms) for file download. Hence,
practical packet lengths are indeed much shorter than the coherence time 7., ~ 20
ms of the indoor channel (Section 3.2.1). Hence, temporal variations can be
neglected.

(a) CSMA/CA-based peer-to-peer

1 < 5.5 ms . Back-off Back-off
Node A -t - - -
Data Data
Frame x é Frame %
) e
§ 14 [ 14 T
@ ACK ACK FData
= rame
Node B ---p
Back-off

Node A
(Access Point) 9

Broadcast Downlink
Frame Frame

|

NodeB | _ MAC-frame
D 2ms

Broadcast Downlink
Frame Frame

¥ &

Rx>Tx
Tx>RxX.----

T

MAC-frame

\

(b) TDMA with access point \ 4

Figure 3.11: Both CSMA/CA (a) and TDMA s @ (b) apply scheduling in the
time domain, although TDMA uses the conce g% a fixed MAC-frame structure and
requires a coordmal@ ess point.

The switching between transmissi nd reception requires a close interaction
between the physical and the M yer. The turn-around times between transmit
and receive (Tx>Rx) and Vices@a (Rx>Tx) in Figure 3.11 put essentially timing

constraints on the combine cessing chain from the MAC service access point,
over the digital and analog‘physical layer to the antenna.
N\

In 1997, we conceiveéd the physical layer based on a TDMA scheme [Eberle97a]
[Eberle97b]. Tr a\ssion and reception are separated in time, employing a time-
division dupl DD) scheme. For the access point-scenario, this allows the choice
of different @nderlying access schemes for the downlink and uplink phase. For the
uplink@roposed plain OFDM as will be described in this dissertation. For the
downlinky OFDM and an extension called OFDM-A were suggested. OFDM-A is
essentially a multi-user technique and basically employs additional frequency
division multiplexing (FDM) over the N, subcarriers by assigning them in groups to
different receiving terminals. In [Thoen02a], this technique was extended with the
adaptive loading approach.

\/
=
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3.3 Requirements Specification for a Broadband WLAN
Terminal

The previous two sections form substantial parts of the requirements specifications
process for an OFDM-based wireless LAN transceiver. Obviously, the context of a
dissertation is not focused on making a product. Hence, we use guidelines for the
development of a system requirements specification (SyRS) such as [IEEE830] and
[IEEE1233] only as an inspiration for the underlying structure. Since tra&ility of
specification changes was not of importance, we did not employ are-based
methods such as UML to capture the speciﬁcations [UML]. %

These guidelines define requirements as "a condition or capabjlity,that must be met
or possessed by a system or system component to satis contract, standard,
specification". The SyRS defines three mandatory chap 4(7{ which we cover the
first two to a large extent as shown in Table 3.2, e t for life cycle and non-
technical management. SyRS-chapter 3 contains Q‘?&pemﬁc requirements; this
equals our research in Chapters 4 to 6 with the sg&% ceptions.

&

Table 3.2: Coverage of System Requirer@ Specification (SyRS) components in

this.ddeument.
O

SyRS componen O Section in this document
1.1-1.2 system purpose, sy scope | 1.1 and 1.2 for WLAN terminals
1.3 overview Q 1.2 and 1.3 for an outline of this
Q) work
1.4 definitions ., i % Appendix A
1.5 references™\O\” Appendix B and Bibliography
1.6 revisiop\isiory not applicable
2.1 systp@)pontext 3.1.1 for WLAN
ﬁﬁ@ﬂajor system capabilities, 3.1.2 for WLAN, 3.2.1 for indoor
ions and constraints channel, 3.2.2-3.2.4 for OFDM
QS user characteristics, assumptions 3.1.1-3.1.2 for WLAN,
\Oand dependencies, operational 3.2.3 for MAC and front-end context
scenarios
@K 3 system capabilities, conditions, and | Chapters 4-6
%) constraints (specific requirements)
&
O We can now summarize the general, functional and non-functional requirements

<’0~ which apply to this research in Table 3.3.
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Table 3.3: Requirements specification.

Type of
requirement
Scope Wireless LAN
Home, office, hotspot (mainly indoor)
Operation in the 5-GHz band

Description

Capability Variable data rate handling up to ~ 50 Mbps
Flexibility w.r.t to OFDM parameters

Constraint OFDM-based
Low-power operation, target laptop and PDA
Low manufacturing cost, i.e. high integration

Assumption Alignment with standards when available in time™

Front-end compensation techniques will be required q
to allow low-cost front-ends

TDMA-based MAC (a
Existing coding/decoding solutions can be r;&e\d)
Stationary channel and corresponding pr @Hl

©
QQ

3.4 Conclusions

In this chapter, we have studied the scenario cont@r wireless LAN applications
with a particular focus on user and service r ments and the radio channel.
Particular attention was also spent on emk@ ng the evolution of OFDM and
wireless LAN into both a historical, bugi and technological context. We have
further introduced orthogonal freque d1v1510n multiplex (OFDM) as a
transmission scheme with promisjw%operties for these transmission conditions.
The most important properties g M were reviewed from a signal processing
perspective and a basic functi architecture for OFDM was presented. Both steps
are prerequisites for the dgyelopment of digital algorithms and their efficient
implementation (Chapte @ Some of the unwanted properties such as OFDM’s

sensitivity to ICI an will require attention when designing the analog/RF front-
end and ultimatel}%'@ to mixed analog/digital co-design (Chapter 5).

\0K
xS
)

% Note that neither IEEE 802.11a nor ETSI HiperLAN/2 were finalized when our first IC design started.
Note however that we designed our second IC towards the IEEE 802.11a-standard.

is desirable but not mandatory Q‘/Q
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4 Efficient Digital VLSI Signal Processing
for OFDM

La perfection est atteinte non quand il ne reste rien a ajouter, mais quand il
ne reste rien a enlever.
Antoine de Saint-Exupéry, 1900-1944.%

To go beyond is as wrong as to fall short.

Confucius, 551-479 BC.% QP

The technological evolution that allowed digitization of OFDM signal sting
has been one of the main enablers for the long-awaited breakthrough o 1-carrier
modulation techniques [Bingham90]. While research into OFDM-r¢l algorithms
has resulted already in numerous publications, yet, a proof was @ng that a cost-
efficient integrated implementation for high-data rate wireless was feasible. In
particular, insufficient research results were present regardi ¢ trade-off between
algorithmic performance and architectural complexity. (1/

In this chapter, we propose systematic techniques is design space exploration
and describe two ASIC implementations: one with’the low complexity of QPSK
modulation at the expense of spectral efficiency, the other designed for high-
performance and high spectral efficiency ying up to 64-QAM. Contributions
were also made in the design of low-co xity algorithms for synchronization and
equalization. Next, we compare QSIC results with an equivalent FPGA
implementation. Simulation and imental results are evidence that our proposal
for a distributed multi-procq§' architecture yields the required low-power
operation, design efficiency, even demonstrates some of the scalability required
for next-generation multi dard transceivers. Finally, we critically review our
choice for an ASIC ach and give guidelines for the use of more flexible,
heterogeneous arc ture components such as ASIPs or coarse-grain
reconfigurable arr;

For the design~Gf the ASICs, we applied a novel design flow that integrates
exploration,@%ement, and test from a C++ specification to the chip-scale gate-

{'\O

8 Both S}n/t-Exupéry and Confucius express the need to converge to the actual goal, neither exceeding it
nor falling short. In our context, the actual goal is the realization of an indoor wireless link for high data
rates; a too narrow focus, e.g. on equalization only, would lead to an underestimation of design effort and
cost, as we will show. Prior to analyzing more advanced techniques such as adaptive loading, multiple
antenna schemes etc., it is mandatory to carefully and completely analyze the plain OFDM case and
develop solutions for realistic scenarios, especially including the acquisition process, particular
transceiver non-idealities, and digital implementation effects such as quantization.
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level netlist. This flow and contributions to design technology are covered in
Chapter 7.

The organization of this chapter is as follows. Section 4.1 defines the functional
requirements for OFDM baseband signal processing and reviews the state-of-the-art
in wireless OFDM-based baseband design until 2001. Section 4.2 proposes a
scalable, distributed multi-processor architecture. Module design rules, on- and off-
chip communications, and clocking strategy are discussed. Section 4.3 addfe€sses the
different design trade-offs for the individual modules grouped by the mportant
design methodology applied. Section 4.4 presents the results of xperimental
validation and a comparison with the state-of-the-art sincesil . Section 4.5

concludes the chapter. \Q
\

4.1 OFDM Baseband Signal Processing \Q)

Baseband signal processing is part of the c e transceiver functionality as
illustrated in Figure 3.10. Chapter 4 deals igital baseband signal processing
only. This limitation is the result of an early partitioning into an analog and a digital
portion. In our case, this early split is hj ally motivated and follows largely the

traditional rationale for a functiona{\ between digital baseband processing and
analog front-end. O\

First, we will explain the~rattonale behind this partitioning and come up with
functional requirements %@e baseband processing. Using these requirements, we
can compare with the %-of-the-art implementations until early 2001, which is the
appearance of the fq{t ly competitive design to ours.

4.1.1 Functipual Requirements

Drawing L@ptimum line between analog and digital has always been a struggle
between(petformance and cost. In the early days of radio, analog was the only
optiot~/In 1995, the other extreme was born, the software-(defined)-radio

A 1a95]. Despite the fact that, nowadays, we face a significant shift to digitize the

sceiver as much as possible for cost and time-to-market reasons [Moore65]

\_@[MehtaOl], the analog front-end has remained a significant component in the

transceiver.

Scope of the Digital Signal Processing and Analog-Digital Partitioning

This digital revolution was only possible with the continuous development of new
analog front-end architectures (Chapters 5 and 6). The change in architectures
shifted also functionality from the analog to the digital side. Hence, when specifying
functional requirements for the digital baseband processing, we have to define the
front-end context. In this dissertation, we worked out solutions that are applicable
for superheterodyne, digital-IF, and zero-IF architectures (Chapter 5).

This chapter develops the common digital functionality for all three architectures.
Specific extensions have been developed incrementally. Compensation techniques
for superheterodyne or zero-IF receivers are described in Chapter 5. Similarly, for
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transmitters we refer to Chapter 6. The additional purely digital functionality for
digital-IF transmission and reception is described in Section 4.4.1.

Algorithm-Architecture Trade-off

Exploration of the architecture space requires a requirements specification from the
functional side [Kienhuis99]. However, system requirements do not necessarily
describe the entire functionality that is required. Hence, the freedom in the
functional (algorithmic) design space deserves an exploration [Potkonjak99]
[ZhangO01] [VerkestOla]. Even in standards such as [IEEE802.11a] or [H2-PHY], the
functionality of the physical layer of a communication system is deliberately not
fully described. This allows the introduction of proprietary, yet standard-compliant
functional extensions through which several products can differentiate themselves.
However, the degree of freedom is largely determined by the location of
functionality in the inner or the outer transceiver and by the frame format [Meyr98]
[Speth01]:

e [nner vs. Outer Transceiver g}o
The outer transceiver, which defines the mapping from bits to a framg a
signal format, and the inner transceiver, which defines the transfaqéon
of the signal format towards (transmission) and from (reception @ front-
end. The outer transceiver is format-based and hence funetiondlly fully
defined; design is limited to architectural exploration and\dpdimization. In
contrast, the freedom in the inner transceiver is large. functional and
architectural exploration is possible under certain co @ints.

o Importance of the Frame Format 6
The frame format largely defines the sequ of operations in the
transmitter or receiver. Importantly, stand@; define the frame format
exactly. Hence, standardization also 1ar§% etermines the sequencing of
functionality. \

An analysis of the outer transceiver sp 'fﬁgons in [IEEE802.11a] or [H2-PHY]
reveals that (de)framing, (de)interleavings (de)scrambling, and (de)coding define
requirements for which well-know! olutions already exist. Hence, we focus on
the inner transceiver, which offer&aconsiderable joint algorithm-architecture design
space. Interestingly, the freedo (OF functional exploration increases with the shift of
front-end functionality to th2,digital domain. This additional freedom lies at the
basis for the digital extq@s described in Chapters 5 and 6.

\S
Functional F. lexibih'Q nd Level of Reconfiguration
With multi-mo d multi-standard systems ahead, we were interested in designing
a flexible least scalable baseband processor architecture. In particular,

combinatigns“of the OFDM baseband engine together with various multiple access
schemés were envisaged and taken into account in the design flexibility: OFDMA as
a downlink technique with adaptive loading and CDMA with code diversity in the
frequency domain [Engels98]. A soft (multi-bit) equalizer output was required to
enable soft-input decoding schemes such as Turbo decoding [Engels98],
[Deneire00a] [Deneire00b]. Hence, we introduced functional flexibility at several
levels (Figure 4.1).
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PHY-Frame Format:

Concerning the frame format, we investigate solutions for our own,
proprictary frame format [Eberle99b] [Eberle00a] [Eberle00c] and for
IEEE 802.11a-compliant framing (Figure 4.1). Contrary to the IEEE
802.11a frame, we investigate a parameterized packet frame structure that
is programmable at both transmitter and receiver and allows performance-
energy trade-offs (Section 4.3.4). Also, contrary to most sta S, we
investigate a decoupled design of the preamble format fro payload
format.

OFDM Symbol Format: <
We envision an architecture that allows the configutation of the OFDM
symbol format through a configurable num f subcarriers from

{64,128,256}; code spreading across multiple SI}QC rriers, support for filter
roll-off adaptation, and programmable lengtl\@the cyclic prefix.
Modulation Symbol Format N

Modulation formats ranging from @%' to 64-QAM with individual
complex weighting coefficients to\#llow transmitter predistortion or
adaptive loading are supported. {\

>
~_MAC-frame \\Q _
- N 0\ Ll

:53'.7.3,“2 _

Subcarrier
frequen&y

Modulation

Q 4 Symbol
T ! amplitudes

—

Figure 4.1: OFDM introduces an additional level of granularity whose flexibility we

will largely exploit.

In contrast to classical single-carrier systems, the OFDM symbol level introduces an
additional level of flexibility. The benefits of this flexibility, which come at a low
implementation cost, were demonstrated in [Eberle99b] [Eberle00a]. The advantage
of this additional level of granularity has been exploited for diverse reasons in filter-
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bank transceivers [Scaglione99], transmultiplexers [Akansu98], block-based single-
carrier frequency-domain (SC-FD) [Sari94] [Czylwik97], and block-based CDMA
schemes [Zhou02].

Parametric flexibility is only meaningful when associated with the frequency of
parameter adaptation. Both level of reconfiguration [Brakensiek02] and binding time
[Schaumont01b] refer to the same adaptation process. Four levels of reconfiguration
can be distinguished:

Configuration; single-time adaptation at product shipping (commissioning);
Reconfiguration with down-time; several times during the product lifetime
with the system switched off; e.g. for fundamental upgrades;

e Reconfiguration per call or session;, dynamically, no significant down-
time;

e Dynamic reconfiguration, e.g. per time slot, MAC frame, or packet; highly

dynamic and fine granularity of parameterization. (%)

Table 4.1: Comparison of the parameterization capabilities of the Festival a dQ/
Carnival ASIC designs compared to the IEEE 802.11a standard requirem%é)

Reconfiguration [EEE K@?ival
capability 802 11a Festival ASIC | Carnival ASI%O\relative to
) ~\ Festival
Number of carriers .
per OFDM symbol 64 {64, 128, 256} AQ@ less flexible
Guard interval 16 0:4:28 AN same
ggg% BPSK, QPSK,
Modulation ’ QPSK . 16-QAM, 64- more flexible
16-QAM, N OAM
64-QAM A\

L not ) different
Equalization modes defined (3 pQ 2 functionality
not ~ .

Spectral mask defined (\Q Complex, per carrier same
. not N5%8b, MSB or 5-10b, MSB or .
FFT clipping defineds sZr\'LSB aligned | LSB aligned similar
Q\ (1,2, 4,8} and {1,2, 4} and
Spreading C)) programmable programmable less flexible
. ‘% sequence sequence
Acquisition \\) fixed Programm?bée len%th, sequence, same
Fo\ confidence factors
KU Low: 0 Low: 0:1:3, left Low: 0:1:3, left
Number o Q High: 5, and right and right, High: o
car& left and High: 0:1:30, 0:2:30, left and similar
(@) right left and right right

v

[Brakensiek02] recommends reconfiguration per call/session as mandatory for
wireless multi-mode devices. In fact, our VLSI implementation will go one step
further in reconfiguration and show that only dynamic reconfiguration at the packet/
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frame level opens up possibilities for advanced techniques such as front-end
compensation or adaptive loading.

We have designed two ASICs, called Festival and Carnival, that both offer a large
amount of flexibility through dynamic reconfiguration per packet as indicated in
Table 4.1. As can be seen, flexibility for both ASICs exceeds the one required for
the IEEE 802.11a standard. Note that some functionality — in particular concerning
reception or front-end related compensation — is not defined in the sta @rd. The
particular advantage of flexibility is described per parameter in ollowing
sections.
<

\%

According to our rationale (Chapter 2), we are intere tb&#n capturing all three
dimensions of knowledge: the design itself (what), theidesign methods we apply
(how), and the reasoning for all decisions we take (W 'We particularly address the

flexibility aspect. Yet, our goal remains designin§ foyyust-enough flexibility to avoid

Design Rationale

cost associated to over-designing. Consequentty;\we are not interested in a detailed
analysis of isolated algorithm or architectur: ects, but in their application in the
system context. Hence, the definition @e complete, parameterized baseband
architecture in Section 4.2 precedes t udy of individual functionality (Section
4.3). An evaluation of the IC in a context follows in Section 4.4.

O
412  State-of-the-art Wir@s OFDM until 2001

We will briefly review t bate-of—the—art in baseband IC design for functionality
similar to the previo %eciﬁcaﬁon. Since our own two ICs, Festival [Eberle00a]
and Carnival [Eber% , were designed in 1999 and 2000 respectively, this section

ends with the pr tion of the latter of the two at ISSCC 2001. An overview and
comparison w&&e recent designs is provided in Section 4.4.3.
Regardi Q%DM-based WLAN implementations with an IC focus, we are only
awarg)ﬁe work at Macquarie University/CSIRO. This work includes the design of
in% ual building blocks such as a 16-subcarrier FFT [Weste97], smaller on-chip
s@ sions such as the cyclic prefix insertion or filtering [Skellern97], and led to a
ard-level demonstrator based on ASICs, FPGAs, and discrete devices [Osgood97]
[McDermott97]. Note that this WLAN system used only 16 subcarriers and DQPSK.

The first fully integrated 802.11a-compliant baseband ASIC was presented by
Radiata in 2001 [RyanO1].

Potential similarity of OFDM implementations for different applications stimulated
us to review also the state-of-the-art in the field of DAB and DVB-T. For DAB, we
find the first designs based on multiple ASICs and processors around 1989
[Alard88] [LeFloch89]. In 1998, Philips presented an integrated DAB receiver (2048
subcarriers, 0.5-pum CMOS, 127 mm?, 150 mW, 640-kbit on-chip RAM)
[Huisken98]. For DVB, an 8192-subcarrier FFT for DVB-T was realized in 1995
[Bidet95]. In 2000, the first fully integrated DVB-T receiver (2048/8192 subcarriers,
0.35-um CMOS, 97 mm?, 2.2-Mbit embedded DRAM) was presented by Infineon
[Mandl00].
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Note that wired IC solutions that employ OFDM such as VDSL [Veithen99] have
requirements that differ fundamentally from wireless. In the wired case, line
reflections and HF interference coupling into the cable are the predominant
challenges. Due to use of low frequencies, analog front-end non-idealities are
significantly lower than in the 5-GHz RF case. Moreover, power consumption is less
of a constraint. Also, fixed lines exhibit little temporal variation compared to the
radio channel and hence allow for a long and accurate initial line calibration and
reduced effort in tracking of line changes later on.

Hence, the existing state-of-the-art until 2001 differed considerably from our goals:

e Integration of transmitter and receiver into a transceiver (as opposed to the
receiver-only DAB and DVB-T);

e Development and integration of the entire inner modem including
acquisition and equalization (as opposed to the partially integrated WLAN
state-of-the-art);

e Development of a complete acquisition strategy optimized for packet-ba EQ
operation with low acquisition overhead and fast acquisition (as opposeng
the broadcasting-based DAB/DVB-T);

e Implementation for a DSP-dominated system due to a realist (fblqdoor—
channel-based number of subcarriers between 64 and 256 ( @)osed to
the outdoor-oriented, memory-dominated DAB/DVB-T ox fhig*suboptimal,
low-complexity 16-subcarrier WLAN).

©

4.2 Distributed Multi-Processor Architectq@

Candidate architectures in digital VLSI design ran ‘Qm programmable but power-
hungry general-purpose microprocessors to u w-power inflexible, custom-
designed ASIC solutions. Energy efficiency, processed equivalent instruction
differs easily by a factor 100-1000 asen99] while programming and
reconfigurability support ranges from nog-@vailable to compiler-supported software
design [Schaumont01b]. OQ

An architectural exploration st ows matching functional requirements and non-
functional constraints such-@$" power consumption and finding an adequate
architecture. Due to lack thodologies that would cover the entire search space

and allow a full qu e comparison, we motivate our particular architecture
choice through an ation procedure.

First, we deﬁné\number of qualitative metrics. We use these to traverse the design
space alon veral directions and motivate our final architecture choice. This
selecti@u ted in a distributed multi-processor architecture®’, which extensively
applies interface-based design rationale along with a power-aware system state

87 Recently, the term distributed multi-processing is used in the context of SoC where these processors are
connected through a network-on-chip. We want to clarify that we assume a very heterogeneous set of
processors here (where processor does not stand for a fully programmable architecture) that is connected
through a rather simple data and control network compared to the proposed layer-3 NoCs.
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control and clocking strategy. The resulting modular concept allows a separate
treatment of the functional modules in the following Section 4.3.

4.2.1 Directions for the architecture definition

Digital telecommunication systems are quite heterogeneous in terms of data
throughput, processing complexity, and power constraints such that heterogeneous
architectures are used and combined in their implementation. A commoa, pattern
however is the dominance of signal processing functionality concatena @%ne or
the other way [Bolsens97] [Kienhuis99]. With the more involved M symbol
structure and our aim at a flexible solution, control complexity is d. Hence, we
need a mix of dataflow and reactive paradigms which can M well addressed
using the notion of finite-state machines with a local datap PLESMD) [Catthoor88]
[Note91]. From the classification used in [Catthoor88], an distinguish between
lowly multiplexed datapaths and highly multiplexed da d ths the later with a larger
amount of control complexity. @K

When looking at existing OFDM imp@ntatlons in 1997, we found

microprocessor-based solutions for very data rates [Peled80], DSP-based
implementations for very low dat tes [Perl87], and direct-mapped
implementations [Rhett02] in co 1 implementations for 1- and 2-Mbit/s
modems. As we show later, compu 1 complexity of OFDM prohibits the use of
single-processor or DSP archi ficks (single-processor with accelerators or SIMD)
(Figure 4.2). A comparison recent designs after 2001 is provided in Section
4.4.3. Q
{‘I/v
W e ] e ] -
‘K\< hier. hier.
=)
1/O Interface - - - 1/O Interface
o e[ Lpe] o]
;\'@Single processor architecture (b) Multi-processor architecture based on a regular array
Local
HW !
acc. PU Memory PU- PU-3 mem-3
- ler.
unit
Local
mem-1
1/0 Interface Local
1/0-1 PU-2 mem-2
(c) Single processor with HW
accelerator (d) Distributed multi-processor architecture

Figure 4.2: Several classical processing architectures (a) to (¢) compete with the
distributed multi-processor architecture (d) which was used for the Festival and
Carnival designs.
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4.2.2  On-chip data and control flow architecture

Given the performance requirements for OFDM baseband processing, we decided
for a chip architecture based on communicating processing units implemented using
a standard-cell ASIC design flow. Memory bandwidth and signal processing
complexity are too high for a single processor. The high flexibility also makes the
embedding of control into a single SIMD/VLIW solution intractable. However, our
solution is actually a hybrid solution: we both find individual processing units that
are partially based on highly multiplexed datapaths with intensive control as well as
classical lowly-multiplexed data processing units (e.g. FFT). The decision to limit
clock frequencies® to more or less the maximum sampling frequencies (20 MHz
and 50 MHz respectively) was a clear decision for a parallel architecture and a
design based on standard-cells.

Protocol stack and
application software

A
Data, ( b
Control 1 AQ

A
PCI host interface

[OEM card]
b,h\\ A
ff - Control, Configuration Ggontrol A 4
DIgItaI:IF OFDM Status information
Extension F--#| Baseband f----e--mc———c—--a Q
+ (l/ Digital
AGC {Festival, subsystem
D/IA p Carnival} | {E:gae'}‘:::jer & controller
[FPGA] | [ASIC] - ’ ~
—> > > > [FPGA]
AD Data Data [ASIC] Data

Figure 4.3: The OFDM baseband design ﬁi&%‘edded into a complete digital system.
A digital-IF extension connects with he analog/RF front-end®. A channel
encoder/decoder represents the ou;eé}eband signal processing and connects to the

h}ﬁﬁs protocol stack.
o\

uirements, it seems that we need a hybrid solution

ng inside an OFDM symbol due to the high flexibility
face rather little control between OFDM symbols. This
suggests a mix of beth¥styles. This architecture follows to some extent the paradigm
of direct-mapp chitectures [Rhett02]. An important advantage that direct-
mapped archi €ctures offer is the freedom for algorithm-architecture co-design in
order to e 1t complexity reduction at both levels and to ensure that algorithmic

Q

8 Current 130-nm and 90-nm CMOS technologies easily allow clock speeds in the 200-300 MHz range
for programmable processor designs with moderate usage of custom module design. The higher clock
frequency can, however, only be used to sequentialize internal operations since the I/O interfaces operate
at significantly lower symbol rates, e.g. 20 MHz or 50 MHz in this case.

% The actual front-end was designed later on. First, a discrete superheterodyne front-end architecture was
chosen; this front-end is further discussed in Chapter 5.

Based on OFDM processin
since there is high multi
in mapping while wi

[SW on PC] Q
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optimizations match the available computing paradigms and operators available on
the chip architecture [Zhang01].

The major focus is on the design of reusable, parameterized functional units with
simple control and data communication interfaces. This approach separates
communication from computation maximally and hence allows separate
optimization per unit.

Both ASICs implement the inner transmitter and receiver datapath r@@?red for a
high-speed, wireless OFDM system employing a half-duplex prot @ suitable for
standard-compliant time-division duplex operation. Consequdntly, hardware
resources are shared between transmitter and receiver ,ahd “various datapath
reordering tasks are merged into a centralized datapath Qﬁymbol reordering).
The ASICs communicate through a FIFO-based transmit\and receive interface as a
master with the external data host in a slave position¢Fowards the front-end, they
provide I/Q interfaces to dual pairs of analog-tc&‘ital converter and digital-to-
analog converters. Additional signals are provj

control in the receiver and front-end power-up&. f

support analog automatic gain

Data communications Q
The chip architecture relies on data @hd token-flow semantics for both data and
control (Figure 4.4). We first desetibe the dataflow in transmit and receive mode.
Note that this interface—ba@approach supports a clean separation between

communication between (8 omputation inside the design units [Rowson97]

[Lennard00]. Q
a ~
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Figure 4.4: The block diagram of the ASICs reveal the receive processing parts (Rx)
— subdivided over frequency-domain and time-domain processing -, the transmit
processing parts (Tx) and the shared modules.
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Operation in transmit mode

In transmission mode, payload data enter the ASIC through a 6b (bits) parallel
interface on request. Data enter the symbol mapper where bits are mapped onto
either BPSK, QPSK, 16-QAM, or 64-QAM subcarriers. A programmable number of
zero carriers is introduced near DC or Nyquist frequency to accommodate DC notch
filtering and low pass filter roll-off. A BPSK pilot sequence is inserted either on a
fixed subset of 4 carriers or using a rotating pilot pattern with a period of 13 OFDM
symbols. Each subcarrier can be individually weighted by a complex value allowing
transmitter preemphasis and phase predistortion. The mapper provides a sequential
series of 64 carriers, for Festival also 128 or 256 carriers, to the IFFT, denoted as an
OFDM symbol. The mapper also prepends an entire BPSK OFDM symbol based on
a programmable reference sequence to the payload or inserts it periodically into the
stream of OFDM symbols. The inverse FFT transforms the frequency domain
constellation into a time-domain sequence. Scaling and digital hard clipping is
performed at the FFT output to select a suitable crest factor and S/N ratio. OFDM
symbols are then passed to the symbol reordering unit (SSR), which performs
insertion of the acquisition preamble and prepends the cyclic prefix to each OF
symbol. The SSR sends data sampled at the chip clock frequency through a
parallel I/Q interface to e.g. an external D/A converter pair or a digital IF
upconversion stage. Setting the ASIC clock frequency to 20 MHz r in a
standard-compliant stream of OFDM symbols. &

Operation in receive mode @

The coarse time synchronizer determines the received si power, the carrier
frequency offset and the start of the FFT-frames. Fur ore, it produces an
automatic gain control signal and performs a frequenc trection. Importantly, it
powers on the succeeding receiving circuitry upon sful detection of the frame
start based on the acquisition sequence leading to r saving during sleep mode.
The adaptive equalizer (Fig. 4.4.3) consists '&i single complex operator that
sequentially processes the different carriers removes the residual phase errors
due to group delay and carrier- freque Q et. The equalizer performs channel
estimation per carrier based on an lly or periodically transmitted BPSK-
modulated OFDM training symbo]. éxqahzanon is performed in one of three ways:
feedforward based on the cha ate, based on decision feedback per carrier
(SC-FB) or averaged over 1ers (AC-FB). AC-FB introduces an additional
delay of 1 OFDM sy is compensated by operating the equalizer for 1
symbol in SC-FB mode %{e switching to the AC-FB mode. The calculation of the
equalizer coefficien es use of matched filtering at the expense of a gain
control unit instead, of dividers. Finally, the demapper despreads the modulated
symbols and de(@rs a 2x3-bit soft output signal suitable for a convolutional
decoder. \

Contr ed on token-flow semantics

For a mbddular design, a generic communication protocol is required between all
design units. We implemented a scheme based on token semantics that follows the
natural data flow through transmit and receive path. A closed token-loop scheme is
used between the burst controller and the datapath (Figure 4.5). There is one top-

o
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level controller BC (burst controller), that only controls directly the first blocks in
the transmitter chain (mapper) and receiver chain (SYN_TG and SYN_GR).

We distinguish between two different types of units: ‘smart’ senders, ‘smart’
receivers, and simple units. During packet reception or transmission, some tokens
are only used once (single tokens) while others are used e.g. at the periodicity of
OFDM symbol starts (periodic tokens). We also distinguish between triggering
tokens and level-based tokens. Level-based tokens are an elegant way @steer a

receiving unit without own control; the scheduling logic of the token s (‘smart’
sender) is reused. The classical triggering tokens require a ‘smart’ 1ver with its
own scheduling (Figure 4.6). NV
«
Start Rx ! T Busy 4ldle
v '

[ ec |
' 4

R —-|SYI\T_TG}---| SYN_CO |-+ SYN_GR[—+] FFT [—{ SSR |-+ EQU |+ DEM Rx
i : d i )

] 7 iodi
N L= — . periodic token

| sc | + single token

l ; [] smart sender
e Il e Gl e i [ ] smart receiver

Y%
Figure 4.5: Token ﬂ@v&)ncept for receive path (above) and transmit path (below).

An example for@etailed token flow is given in Figure 4.7: the equalizer (EQU)

unit is a sim it because all control aspects with respect to the OFDM symbol
structure merged in the symbol-reordering block (SSR) which appears as
‘smart’ er. Simple units reuse the control hardware that exists already in a

‘sma@ender.
B B ‘smart’

;
0 receiver
1H ‘smart’
° Trigger at ‘4"~ sender

Figure 4.6: ‘Smart’ receive tokens assume a control process at the receiving unit

with its own scheduling; only the beginning of a process is triggered. On the

contrary, the control process is embedded into the ‘smart’ sender when a level token
is used; the receiver does not need its own scheduling.

Tokens contain three sorts of information: meta-symbol start, burst state information
(BSI), and dynamic datapath information (DDI). Tokens are not sent at the sampling
rate, but at the rate of meta-symbols, i.e. at OFDM symbol rate. This token part is
returned to the burst controller where it is compared against the burst length. The
BSI indicates reference symbols and the last symbol of a burst and is returned by the
last unit in the datapath to indicate that an entire burst has been fully processed. DDI
can be added to a token by any datapath block to transfer data-dependent
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information synchronously with the current symbol to another unit down the
processing chain. The clock offset estimator uses this to inform the equalizer in case
of a FFT frame shift.

Note that this token flow semantics is compatible with distributed local clock gating
which is applied here to reduce the power consumption and implement power-
efficient multi-rate signal processing. The token scheme scales with multi-rate and
simplifies also the design task, since a token arrival window is defined instead of a
discrete point in time, keeping detailed unit latency information locally.

BC

en_ffe[3]
en_equ[3:0] = en_ssr[3:0]
an_ ifft {token passing)
e en_egqu iz level-based!
en s‘;.:':-:u.':l:.]l | | | | | .
SYN _GR FFT SER EQU
[— | S '

en_fEt[3:0] en_sar [3:0] o equ3:0]
if en_syn_gr([l] == 1: . : . o BV -
en_fft[3:2] an_syn_gr[1:0] lré:’;";{:i‘i‘;_a] :"-:-an FEE[3:0] Q
en_LEL[1:0] = B'00° if no COC elee if h‘__'mdﬂ'_ - EoT T
B0l if one sample added en :3:3L'[3T .= en ifft
Bf117 if one sample dropped en ssr(2:0] := B 000 é
clse if en_syn_gr_inil == 1:
en LEt[3:0 Er10007, 1i.e. no COC iz implied >
hecause n ak offaet estimation has yet
been performed.

Figure 4.7: Tokens can carry additional information (BSI and DD .%)én_ssr[2:0])
besides the synchronization token (e.g. en_ssr% >

We designed a standard asynchronous microprocessoir\lglliérface90 for off-chip read
and write access to on-chip parameters, register c , and memory contents for
programming and debugging purposes. Due to ge number of programmable

parameters, an efficient configuration is i nt due to the large number of
programmable parameters. Each buildirﬁﬁ contains a number of register files

Programming interface and parametrization

according to the local parameters need ese are directly linked to a dedicated
address value. RAMs are linearly ped into the address space. Through the
microprocessor interface (MPI) , Kgame parameters in different components can
be programmed in parallel Wf@ey can be individually read out for verification
reasons (Figure 4.8). This ibits conflicting parameter programming while
maintaining all debug optign$? Separate routing for forward and feedback paths was
used to avoid tri—stat%l@ that would require delay-sensitive arbiters.

423  Clockin ategy and low-power operation

Our work ass@es fully synchronous CMOS design based on standard cells and
hard 1P rr&ds such as on-chip memories [Rabaey96]. Hence, a clocking strategy
needs @ defined that drives all registers and the memories. The choice of the
clocking”strategy has a large influence on area, on the achievable clock frequency
due to the routing and buffering, and on power consumption due to the clock
buffering.

% We took the MPI for an Analog Devices ADSP-2106x SHARC as specification.
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An important input for the clocking strategy is the actual activity profile of the
different modules in the design. Not all modules perform active processing at a time.
Analysis of a typical receive scenario reveals that a receiver remains a considerable
amount of time in listening mode searching for a receive signal. Gaining on the
average compared to the peak power consumption is thus feasible through matching
activation of units with the time windows they are effectively required from the

networking protocol and burst format point of view. Moreover, a ceiver
operates in multiple modes. The ASICs provide transmit, receive, prog ing, and
sleep mode. All clocks are active during programming to allow
configuration/read-out of all design units. N

per chip per componﬂtl 0

Chip-level ’ez‘gw’i'ev Component-level
2 Address aooress Address
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ﬁ\ to ot rQ
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derived
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Figure 4.8 cient configuration is important due to the large number of

ameters. Through the microprocessor interface (MPI) , the same
ifferent components can be programmed in parallel while they can be
individually read out for verification reasons.

W(used a clock gating scheme with a central clock generator (Figure 4.9) providing

-

&@eral gated clocks through balanced clock sub-trees. All gated clocks are directly
e

rived from the external clock (coreclk) and not from each other. Coreclk is a
single-phase edge-triggered clock. Clock enable signals are generated under the
inverse of the external clock (coreclk N) to avoid glitches. The derivation of all
clocks in a single localized module guarantees a higher correlation between the
delays of the generation path and hence a more predictable clock tree insertion. High
testability was ensured [Favalli96].

The burst controller and decentralized smart senders (Figure 4.6) control the clock
generation. We also use clock gating to implement multi-rate interfaces between
units. For example, during the guard interval period, whose length depends on
programmed guard length and clock offset compensation, non-active circuitry is
disabled. Usage of several clocks can result in skew problems since clock skews can
appear both positive or negative depending on routing directions and position of the
clock driver. To avoid the need for verification of all clocks against each other
which would largely complicate the clock tree design, we retime all transitions on a
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common inverted coreclk N out reducing the potential skew evaluation complexity
from O(n?) to O(n), with n being the number of clocks. The reclocking imposes a
tighter skew constraint on the clock tree, in particular clock skew shall not exceed
0.5 x (1/f,) which results in 25 ns for a clock frequency of 20 MHz (Carnival) and
10 ns for a clock frequency of 50 MHz (Festival). This limits the amount of logic
cells placeable between registers in different modules. Since all input and output
stages of individual modules are retimed using registers, this did not impose a
limitation. The ASICs are master for all off-chip datapath interfaces and provide on-
chip generated clock signals. These clocks are generated locally to the other
interface I/O signals to allow joint optimization resulting in skew reduction.

clockgenerator coreclk_out BC

stal =

Syn_TG

Syn_CO QQ
Syn_GR g
el mapper @Q

it

fitclk PilotGenerator
RefSymGen
FFT
ssrclk SSR
rclk

Equalizer

Demapper

I

| coreclk_M_out
\J
roduces the derived (gated) clocks and the
coreclk N out) from a common reference.
ough a balanced clock network to all modules.

Figure 4.9: A central clock genera
commonly used inverted core
Derived clocks are provide

Activity-driven power co iption profile

The result is that \@%rtually do not have to insert wait-states in the design.
Individual design u@ can act as a ‘smart’ sender and place other design units in
hold mode by ga&@ their clock (Figure 4.10). Clock gating is by far more area- and
timing-frien an placing an additional register enable per flip-flop [Rhett02] and
in additio qmwer in the clock buffer trees is also saved. As a consequence, the
design@pws the activity pattern of the actual data transmission and reception.
Inactive phases result in reduced power consumption.
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Preamble

start Tx . . stop Tx
Cyclic prefix
"Program" % % “Program”
Mode "Transmit"
txclk enabled I I U U U (\\
ek enabled | [ L LI I —2)
coreclk_out enabled h\‘-’
ssrclk enabled \\v‘}
rxclk enabled 'S > time

Figure 4.10: Clock gating disables several modules en ét during the transmit
phase. During the preamble and the cyclic prefix, ma (txclk) and IFFT (fftclk)
operation is on hold; the SSR generates pre e and cyclic prefix.

In addition to the clock gating, we conseque@qsed operand isolation in all DSP
modules to reduce dynamic power consu in the logic [Miinch00]. Note that
compared to clocking approaches such ﬁszbk clocking [Yun99], we do neither
rely on asynchronous data FIF@ een units nor on complex handshake

procedures. Scheduling is done at time and embedded into the control logic.
N
Pcurr
Pmax

1.0+

Demodulation

Acquisition Acquisition .
@K : . I tburst
0.01
Figure 4.11: The relative power consumption differs strongly between the different
0\ receive phases, e.g. more than a factor 20 between demodulation and acquisition.
Oﬁ Since a receiver can remain rather long listening in the acquisition phase, this can
c’)\, lead to a substantial energy saving.

Q The resulting architecture with multiple processing units and clock gating facilities
follows the activity profile. In the receive scenario shown in Figure 4.11, we find
that the average power consumption over time for N,,,. design units,
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follows the activity characteristic &, () of the corresponding receive mode.

Integrated over time, less active units, shorter activity times, and reduction of the
clock rate translate into an average energy reduction.

Outlook

On the one hand, the joint usage of a token-based communication and clock gating
scheme can be easily extended towards a self-timed design in which central clock
distribution could be replaced by local clock generation in synchronous islands
[Chang96b] [Qu01] [Benini99]. On the other hand, our modular approach also
allows a very easy replacement of the point-to-point communication interfaces by a

packet-based network-on-chip (NoC). Hence, both emerging trends can be @K\

supported. sQ

Asking for the higher flexibility of instruction-set processor based architectureg dalls
for a trade-off between energy and flexibility [Davis02]. We have opted fo owW-
power option and a largely parametrizable direct-mapped architecture.

©

N
4.3 Digital signal processing modules

The previous section described the general rationale, pri @S, and hence the chip
architecture that we applied from a top-down persp t}iiz This section continues
with an overview of the most important signQ\ rocessing modules, their

architecture, and how algorithmic functionality h en mapped to them. Our goal
here is to illustrate the different module-dep nt optimization goals and which
design principles and methodologies were aj to particular modules. This can be

seen as motivating and describing a toolpox“that enables the designer to perform all
relevant non-trivial design steps. Hetse, similar to [SpethO1], our goal is not to
describe all functional details. - O

This section is subdivided i (bfour subsections. The sequencing is based on
minimization of risk. Henc&we start with the FFT as the core functionality in
Section 4.3.1, since it sﬁtes the signal processing into a time- and a frequency-
domain partition. M@ cus is on low latency. The processing latency should be
smaller or in the g of the OFDM symbol duration (4 ps for 64 carriers according
to IEEE 802, ). In Section 4.3.2, we address symbol construction and
deconstructi ere, we pay special attention to translate the inherent flexibility of
OFDM s s into a parametrizable architecture. Moreover, we propose a reusable
archite@e for transmit and receive operation.

While FFT and symbol construction cover the main tasks of the transmitter, the
receiver requires additional functionality to address equalization and
synchronization. Section 4.3.3 proposes two different frequency-domain
equalization schemes trading off performance against implementation complexity.



N

90 Chapter 4 Efficient Digital VLSI Signal Processing for OFDM

Finally, Section 4.3.4 describes time-domain synchronization. Here, we propose two
architectures: a novel one for energy-aware acquisition and another for WLAN
standard-compliant operation.

4.3.1 Latency-aware algorithm/architecture co-design — FFT

The Fourier transform is the central instrument of an OFDM transceiver since it
provides the transition between the mathematically elegant multi-carrier fi uency—
domain representation and the implementation-friendly time-domain r@ entation
that allows usage of sampling techniques. Efficient implementations §f3the Fourier
transform are based on the Fast Fourier transform (FFT”') in whiChthe algorithm
has been optimized for a low number of arithmetic opera '(ﬁic/[Elliott82]. Our
wireless packet-based OFDM modem requires an FFT wi hbhigh throughput (1
FFT in 4 ps), low latency (less than OFDM symbols\of 4 pus), low power
consumption (< 10 nJ/bit for the entire modem), and fficient dynamic range to
accommodate the large variation present in OFDM {ncZdomain signals. This set of
constraints makes the design of the FFT rather ngng, requiring a careful trade-
off between algorithm and architecture.

Algorithmic and architectural design opt;' ?Qnd state-of-the-art

The choice of an appropriate FFT al in the context of VLSI design requires a
careful analysis of the architectur lications such as area and power cost and
performance degradation du & limited signal path accuracy [Bergland69]
[Thompson83] [Duhamel9( rgara98b].

Based on the initial di (Qi?@F ourier transform,

m. A~
Xrp [’71]&% Xp k] WA’/( s Wy =exp(—j27 ) (4.2)
N N

k=0 sc

the mostashportant method to derive efficient algorithmic implementations from the
original discrete Fourier transform is based on the decomposition of the length-N.
tragsform into multiple transforms of smaller length and the combination of the
1al results [Elliott82] [Proakis96: Ch. 6] [Cooley65]. The number of arithmetic
erations can be drastically reduced, if N,. can be partitioned into n; x n, with
radices n;, n, > 1. Based on this, implementations with radix-2, radix-4, and split-
radix schemes are found [Bidet95] [O’Brien89] [Thomson02] [Melander96]. A
particular interesting decomposition appears when n; = n,, since this process can be
recursively continued for every partial sum until sums of length 2 are reached
[Despain97]. This particular recursive radix decomposition results in a replacement
of every other complex multiplication by simple rotations with integer multiples of
n/2 (Table 4.2). These only need multiplexing logic to perform sign conversion and
real/imaginary-part swapping. This last decomposition step actually translates a
classical radix-4 butterfly into a subsystem based on radix-2 butterflies and is hence
also called radix-2* decomposition [He96].

! [Heideman84] indeed showed that Gauss' method was suitable for any composite integer. Hence, he
called Gauss even the inventor of the discrete Fourier transform.
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Table 4.2: Comparison of algorithm complexity. The algorithm employed has the
computational complexity of the radix-4 approach.

Algorithm Number of complex
multiplications/sample  additions/sample
Radix-2 iN_ (log, N, -1) | N, log,N_
Radix-4 3N, (og, N, ~1) | 2N log, N,
Recursive radix 3N,.(log, N, —1) 2N log, N,.
Split-radix %Nsc (log2 Nsc -4) Nsc log2 Nsc

Note that we can fully reuse the FFT design to perform the inverse FFT by applying
either complex conjugation or a real/imaginary part swapping on both complex input
and output vectors. However, quantization needs to be revisited since the amplitude

distributions differ for time-domain and frequency-domain signals in OFDM. Q

The decision for an algorithm decomposition is basically independent fro%he
architecture to which the algorithm is mapped. Traditionally, FFT stages

in a systolic hardwired [Swartzlander84] or pipelined form [
[Weste97] [Ryan95]. For FFTs with lower throughput or special con
in-place computation [Cetin97], other architectures are used e.
processors [Baas99a] [Baas99b] [Brockmeyer99] [Catthoor90]. Sinee we focus on a
high-throughput FFT, a pipelined solution appears most a ng in combination
with the radix-2* decomposition. Our predecessors in th N area only focused
on small 16-point FFTs [Ryan95] [Weste97] which glneither really exhibit the
control complexity nor the savings in datapath complexity of this decomposition. A
drawback of this (and all other decompositions‘{ able 4.2) is that, mapped to
pipelined architectures, they produce their ou \stream in bit-reversed order. This
requires a post-reordering step which is triégﬁa adds latency (Section 4.3.2). In
order to guarantee low latencies, we op@ or a word-serial instead of a bit-serial
implementation [Melander96]. Q

Design of a 256-point FFT bas@}%dix-f decomposition

We first designed a 256—poinK T based on the radix-2* decomposition scheme.
Figure 4.12 shows the arc fi@cture including the chain of pipelined operators. The
decomposition replaces the complex multiplier (MX) by simple rotators (RO)
and reduces the com .13 ity of butterflies to simple radix-2 butterflies. Using folding
of the algorithmi w, we achieve a 100% memory utilization for each butterfly

stage when usi edback memories. This results in the absolute minimum number
of memory tions N,-1. Memory is implemented depending on size and
availability\*in the IP libraries either as registers or dual-port RAMs. Moreover, our

ﬁnding@lat resorting to simpler radix-2 and feedback memories results in a
compacter design, were confirmed in [YehO1].

%2 Unfortunately, none of the technologies used offered parametrizable register files which would offer
higher density and lower power consumption over the instantiation of individual registers.
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—rlll@llll@llll@ll*t ;

Data input L | Data output
Wpath core
Figure 4.12: The FFT datapath core i§bdsed on a radix-2 pipelined architecture.
Note that, using Despain’s decom , every second complex multiplier unit has

been replaced by a simple multipfexing unit (RO) leading to a significant reduction
in complexity.

Importantly for pack ed OFDM, we have to analyze the latency of our
implementation. Th: 1 latency 7 consists of the algorithmic latency and the
architectural del troduced for pipelining reasons:

Q@ -1) - algorithm latency

log, N - butterfly latency 4.3)
210g4(NSC 1) — complex multiplier latency

K’j&oughout all FFT designs, we used 1 register stage per butterfly and 2 register
\(bstages per multiplier. In total, we have designed three different FFTs based on this
@K architecture. In all cases, the FFT-intrinsic latencies were less than 20% of the
. 6@ OFDM symbol size and hence negligible. The design of the overall control and the
Q\ approach to quantization are treated later in this section. Further details are reported
in [Eberle97] [Vergara98a] [Vergara98b].

Design of a variable-length 64-,128-,256-point FFT and a 64-point FFT

) The question for the right FFT size is basically a system design question. Since
QO standardization was not yet ready, we decided for a programmable 64-, 128-, and
256-point FFT for the Festival ASIC and, after IEEE standardization was available,

we fixed the FFT size to 64 points for the Carnival ASIC (Figure 4.13). Both FFTs
were still based on the recursive decomposition architecture.
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(a) Carnival (HFFT (b) Festival (I)FFT
Figure 4.13: A block-level view of two of the three designed FFTs illustrates ey
design aspects: modularization into butterfly and multiplier units and th path
and coefficient quantization. The Festival (I)FFT (b) was also desig\ ora
scalable number of carriers: 64, 128, and 256 — hence the thm$@) paths.

Central FFT unit controller

A central controller (Figure 4.14) modeled as an finite sta&chine (FSM) is used
to generate enable and address signals for all FFT modulé} -bit wide enable signals
generate conjugation, butterfly bypass, rotator and iplier bypass. Because of the
delay introduced by pipelining stages, the arigihal control flow has to be

rescheduled. $
e PSR A .
i I ‘
s 1
: control . Unit control ]
. = controller :
[ S S T PR L !
' : : ]
]
: : * control‘ y * i  / ]
]
] ]
Input FFT Output ]
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. - Pre- H- Datapath o Post- —* .
1
interface : processing Core processing : interface
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|
]
]
]
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Programming
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Figure 4.14: The FFT architecture embeds a FFT datapath core with the required
input/output pre- and postprocessing facilities, I/O interfacing, flexible control unit
and programming interface.
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Each functional unit is enabled by the controller only when needed. This overall
schedule is easily precomputed including register delays between the units. It
structurally equals a multi-stage logic that is further optimized during the synthesis
process resulting in a very low complexity controller. In order to automate the error-
prone step of rescheduling and merging, the full controller FSM is generated based
on parametrization of the number and position of pipeline registers resulting in a
static VHDL description. First, the flow without pipelining is generated. Individual
stage synthesis reveals the required operator pipelining and hence the ber of
additional delay cycles. During a second step, these delays are introd\@pr:sulting
in cyclically shifting the original control flow for each HW resource

\/Q)

Quantization aspects
Conversion to a quantized architecture is essentially an optin¥ization problem with

respect to maximum implementation loss as constraint and hardware complexity as
cost. Variables to determine are the wordlengths, owefflow, and rounding behavior
for the datapath stages and the coefficients. Beca% f the rather small FFT sizes
considered, we opted for a fixed-point scheme e larger signal dynamic ranges
e.g. in larger FFTs, block floating-point sche ay be required [Bidet95].

In order to limit the complexity of the o ization problem, we decided up-front for
a scaling factor 0.5 at the output oft butterfly stage, such that the upper bound
for the normalized SNR ~ 1/N; -Thong76]. A detailed quantization analysis
was carried out in [Vergara9@om which we obtain the following approximation
(b = number of magnitude l@) ssuming a rounding scheme:

SWQQ{XTDW 1, ;o0 _ 1o (4.4)

12
Hence, for a 1nput signal and a radix-2-based butterfly, SNR due to round-off
noise 1ncr by 6 dB per stage. Rounding is important to avoid the introduction of

a bia@@ 86] that would be amplified in consecutive stages of the FFT.

g‘QQerlve the two unknowns per multiplier, i.e. the post-multiplier datapath
rdlength and the coefficient LUT wordlength, we performed a two-step
parametrlc exhaustive search by simulation [Vergara98b]. This search becomes
feasible since we have reduced the unknown wordlengths to only 4 in the 64/128-
carrier and 6 in the 256-carrier case. In the first step, coefficient wordlengths are
optimized while the datapath remains unquantized. In the second step, datapath
quantization is introduced from the input stage towards the output stage. In both
cases, we start with small wordlengths and increase them until the required SNR
threshold is reached. For testing, we used real OFDM stimuli in time (IFFT mode)
and frequency domain (FFT mode).

We have explicitly chosen for a decimation-in-frequency approach since this results
in smaller memories at the later stages where the wordlength is maximum
[Eberle97]. Note also that the specific decomposition chosen involves a cyclic
repetition of the coefficients. As a consequence, memory for the multiplier
coefficients can be reduced from 3 x 256 = 768 locations to 256 + 64 + 16 = 336
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locations. Further reduction is possible but involves more control complexity. This
saves 25% memory in the Carnival 64-point mode compared to a decimation-in-time
approach. Compared to a fixed-wordlength implementation, we even achieve a
reduction of 30% in memory size from the fact that we start with 10 bit and end with
15 bit. Moreover, the choice for the radix-2> decomposition results in a reduction of
rounding stages from 7 to 3 which leads to lower distortion for the same wordlength
[Eberle97]. The resulting wordlengths for Festival and Carnival FFTs are provided
in Figure 4.13. The Carnival FFT required a requantization since it processes up to
64-QAM signals with higher SNR requirements and it works with a larger input
wordlength of 10 bit.

Results

In total, we have designed three FFTs based on the recursive decomposition
approach and following the design guidelines described above. The first was a 256-
point FFT designed in 1998 in Alcatel Mietec 0.5-um CMOS for a sampling clock
of 50 MHz, a throughput of 195 kFFT/s with an area of 6.25 mm?” equalling 31

N
S

kGates [Vergara98a]. Synthesis and layout were performed but the design was 1@

processed (Figure 4.15). The second was a programmable 64/128/256-point
designed in 1999 in Alcatel Mietec 0.35-um CMOS for a sampling clock of z
embedded into the complete Festival baseband transceiver [Eberle00a]. Dhis FFT
achieved 64-, 128-, and 256-point FFT computation in 1.28 2.56, an @ us with
latencies of (64+11), (128+13), and (256+14) clock cycles respectigaly. The third
was a fixed 64-point FFT designed in 2000 in National Semi uctor 0.18-um
CMOS for a sampling clock of 20 MHz embedded into t%complete Carnival
baseband transceiver [Eberle01a]. FFT size totaled 41kG: is FFT achieved a
64-point FFT computation in (64+10) clock cycles an red extended scaling
and clipping options to shape the output signal. InXall cases, the FFT-intrinsic
latencies (11, 13, 14, and 10 cycles) were less than @if the corresponding OFDM
symbol size and hence negligible. &\

Figure 4.15: Lajl}out view of the initial 256-point FFT design in 0.5-pm CMOS.
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All FFTs expect input streams in natural order and deliver their output stream in bit-
reversed order. Bit-reversal and other data format transformations are addressed in
the next section.

4.3.2  Flexibility-driven design - Symbol (de)construction

OFDM symbols are meta-symbols compared to conventional single-carrier,samples.
This inherent scalability makes OFDM powerful. However, to it this
flexibility, reconfigurable architectures supporting a discrete set parameter
choices are required. In a conventional distributed design process, ig"design would
be first partitioned into modules and then optimized locally Mmodule. We have,
using a high-level dataflow description, first analyzed dat: ésfer between signal
processing tasks, their intra-unit storage and inter-unit, buffering requirements to
handle multi-rate issues. The flexibility in the OFD bol structure leads to a
large set of I/O-rate ratios. More specifically, we en ered buffering issues due to
bit-reversed reordering of the FFT output, r Cﬁ of pilots and zero carriers,
despreading, insertion of the programmable ledgth-Cyclic prefix and the preamble.

Commonly, these rate and order conv@s can be described as data format
conversions (DFC) [Bae94] [Bae98]§% 192] [Catthoor98a]. DFCs are a special
kind of permutation architecture wly based on storage, address generators,
multiplexing, and control func@@ty.

In the typical functionali % an OFDM inner transceiver, we could find six major
examples for such data atting processes; three appear at the transmit side,

1. Constructidn of the OFDM symbol structure from data bits (mapper),
2. Reor@ of the IFFT input or output stream,

3. Ins%fio of the cyclic prefix;
and t gsponding three at the receive side:

. OQ Removal of the cyclic prefix,
372 Reordering of the FFT input or output stream,

N\
\_(b 3. Deconstruction of the OFDM symbol structure into data bits (demapper).

For the FFT, we have found a distributed memory architecture to be superior to a
single memory (4.3.1). With respect to the tasks mentioned above, we found that
centralizing this storage space results in a significant saving of overall memory area.

Next, we will describe two different solutions to address such data formatting issues.
In the case of the symbol mapper, we face a mix of highly multiplexed small
datapath operations. In the case of the symbol reordering, we found a pure data
formatting task without signal processing subtasks which suited perfectly the DFC
description. This subtle difference however lead to different architectural decisions.
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OFDM bit-to-symbol mapping (Mapper)

The first block in the transmit path, the mapper, maps the payload bits, which are
provided bit-parallel through an external interface, onto the subcarriers using BPSK,
QPSK, 16-QAM, or 64-QAM modulation®.

REFSYM.refsym addr
REFSYM.refsym data

- N
SPRAM =
128x2 256x14
FFT.map_I
tx_dta 170 3 . Reference Spectral FET.map_0Q
I lo]  Inpuc Spreading Symbol Mask &
Selection I rti Modulation
nsertion FFT.en IFFT
T F -|- T =BC.en_IFFT
1]
t 1k
®_c Address
. I Generators
tx rdy : Q
tx_req_nT Controller |epl MPI </
+ + ’
BC.en MEP MPI.mpi_wa

MPT.mpi_din
MPI.mpi_dout

Figure 4.16: The mapper generates the OFDM symbol from a set ©f\ificoming bits.
Since the symbol structure is largely programmable, the mappet'is a strongly
programmable block with many parameters; hence most lexity is in the

controller and the address generators (numbers given the Festival ASIC).

To facilitate the filtering in the front-end, a progra e number of carriers is not
modulated, both on the low and high side of thg trum. The mapper optionally
achieves frequency diversity by spreading data over the carriers with a
programmable code. Details on the progra; 4Qi ity were provided in Section 4.1.1.
Spreading uses a local RAM to redu n¢“—chip memory accesses. Figure 4.16
reveals the architecture of the map which is based on a cascade of highly
configurable datapath blocks wit ntral VLIW controller. The VLIW controller
steers the individual blocks thr vé‘programmable address generators.

Centralized symbol (re-)or&ng (SSR)

The symbol reordering.(dnsists of two single-port 64-word’* SRAMs, memory
arbiters, and a set_o ress generators controlled by a VLIW controller (Figure
4.17). These trans?m the (I)FFT output to linear order. During transmission, they
also perform iecewise-linear addressing to insert the guard interval and to
introduce t u1s1t10n training sequence. During reception, they interleave the
FFT ou ahgn all data carriers in an OFDM symbol to a single continuous
block data suitable for an integrate & dump despreading operation in the
demapper.

% The mapper of Festival and Carnival ASIC differ only in details, e.g. Festival only supports QPSK
modulation. They share the same architecture.
* Numbers for the Carnival chip. The Festival chip included two 256-word SRAMs.
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The centralization solutions efficiently use the memory transfer bandwidth while
maintaining a regular access pattern. Due to this careful memory access exploration,
the final on-chip datapath does not contain any caching beyond the minimum
required by the signal format defined in the IEEE or ETSI standard. This caching
latency is two OFDM symbols for both receive and transmit path evenly divided on
FFT processing and bit-reverse reordering (SSR).” Since the WLAN standards
require half duplex operation only, the hardware of the ()FFT and symbol
reordering unit is shared between reception and transmission modes. T 'Qeads to
the fact that 98% of the datapath memory in the Festival implementatio, hared.

9

N
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s\\Figure 4.17: The SSR combines a large number of data formatting issues such as

{\' reordering of the dataflow or generation of sequences according to a programmable

repetition pattern.

Outlook

The importance of data formatting tasks increases strongly with the advent of multi-
mode and multi-standard baseband transceivers, software-defined radio and the
usage of flexible waveforms. Increasing flexibility motivates the use of dedicated
instruction-set processors or design automation for VLIW-type controllers.

% The mapper also includes storage for a half-size OFDM symbol to implement on-chip spectrum
swapping. This functionality could also be merged with the interleaver for channel coding in the outer
transmitter.
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4.3.3  Performance/complexity-aware co-design — Equalization

Equalization is required in the context of demodulation if the receive signal stream is
affected by frequency-selective effects. Equalization essentially restores the
received, disturbed constellation pattern [Proakis95]. The availability of the received
signal in frequency domain allows an elegant solution to the demodulation of the
subcarrier symbol information in OFDM [Pollet00] [Jones98] [Kaleh95]
[vandeBeek95] [Edfors98]. For a well-designed OFDM system, number and spacing
of subcarriers is based on the channel properties guaranteeing that each subcarrier
only faces flat fading [Walzman73]. In this case, each subcarrier is treated
sequentially and requires only a single multiplication with a complex correction
value. In total, N,. different correction values are required. The complexity of an
efficient FFT design together with a single sequentially applied complex multiplier
is significantly lower than the one of a time-domain equalization filter with time-
varying coefficients which would be needed otherwise [Bickerstaff98].

O
\Q)\\j:
Q

Channel equalization relies on the availability of the correction coefficients pQrQQ

subcarrier. For slow time-varying channels, initial channel estimation mayﬁ
sufficient. For data packet lengths of several milliseconds as possible in
802.11 or ETSI HiperLAN/2, however, methods for channel tracking are ma .

Q"b
repeated reference symbols O{\

or pilot carriers

initial (\@
reference Channel
symbols | Initial channel estimation
P estimation | Qé (designed for
{\ fading rate)
n* |
l chg’ﬁﬁ<
estimate
e
data .
Symbol detection at

. ’ symbol time >
received processed

Figure 4.18: The co@‘& principle of our equalizers is based on an initial channel
estimation based Os\t ining symbols, symbol detection at symbol rate, and channel
tracking at fadi e (or faster). For the tracking, we suggest several options — two
data-aided o@lsing repeated training symbols or pilot-subcarriers and a decision-

directed one.

O
We ba&ur work on the architecture in Figure 4.18. For channel estimation, we can
rely on data-aided approaches since both our proprietary solution as well as the
major standards foresee preambles from which the channel transfer function can be
computed.
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We have designed two different types of OFDM equalizers: a low-complexity
equalizer for up to 256-carrier 50-Msamples/s QPSK and a high-performance

equalizer for 64-carrier 20-Msamples/s 64-QAM. We first address the low-
complexity version before we move on to the high-performance version.

REFSYM

CONJ I:ATA COEFF
2x8b
[CONTROL COEFF \
RAM-2 mode

—
2]

[=] [=]

(X) simplified

N

Figure 4.19: The Festival equalizer revealsa low-cost solution with feedforward
channel estimation and feedback dec' -directed tracking. d;(k) and d,(k) are
complex 2x8-bit input and outpu Is; ¢, (k) is the correction signal after the

slicer/accumulator and mult@ is translated into the 2x14-bit coefficient

G(k) after gain control. Th is used for the actual multiplicate correction.

A low-complexity equali estival)
The Festival equall Q berle99a] [Eberle00a] implements the basic one-tap
frequency domain 1zat10n consisting of a single complex multiplier with a
coefficient mem s(6 store the channel coefficients (Figure 4.19).
The channel is:éstimated by multiplying received initial or periodic reference
symbols w'ﬂ% e known internal reference. In the equalizer, the phase difference
the received signal d;(k) and the known reference signal r(k) is
meas@regl” The division is replaced by a complex multiplication and followed by a
-based quantizing gain controller that maximizes the magnitude of the
plex signal. c;(k) represents an initial coefficient set that is used during the
\followmg OFDM data symbol for phase compensation. The error e(k) per subcarrier

\' k is computed by removal of the data information from the received complex symbol

[Proakis95]. e(k) can now be fed back in two different ways to obtain the updated
channel coefficient c,(k):

c (k) = d; (k)r* (k)
1
G = min,, (refc, (k) }.im{c, (k)}) " ()
d,(k) = d; (k)c* (k) (4.5)
c(k)e(k) — per carrier (SC — DFE)
c, (k) = Vg™

c(k) Ze(m) - average(AC — DFE))
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In single-carrier (SC-DFE) mode, feedback per carrier is applied. In average-carrier
(AC-DFE) mode, correlated phase errors on the Nc,data used data carriers correct
the previous coefficient c(k). c,(k) requires a gain controller that keeps the loop gain
stable and avoids magnitude convergence towards zero. The AC-DFE mode assumes
that correlated phase errors are produced by carrier offset affecting all carriers in the
same way. In that case, averaging reduces the variance on the estimated sum. The
variance is introduced by phase jitter and quantization effects.

received

oFDM referencd data dakta data data [eferencd data
- gymbol gymbol symbol symbol symbol symbol symbol
symbol
! IL?ef
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path lLref| CS | =
| T | T
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feedback : :
aath | l4— @ SC-DFE | AC-DFE SC-DFE
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access
shared REF SC-DFE | AC-DOFE SC-DFE
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memory
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Ldfe-Lrel
priority
interrupt
Figure 4.20: Different delays of the arithmetic in forward ¥nd feedback path and the
additional delay for averaging over all carriers reqlire careful scheduling of the

access to the two half-size coefﬁc$ (CS) memories.

Since the coefficient memory is accesse @oth read and write access in every
cycle, we investigated several trade-offs dfﬂ respect to RAM partitioning, including
a dual-port RAM (DPRAM) of 256Q‘ords, the same with 128 words, and four
single-port RAMs of each 64 wog ith respect to area and power, the solution
with 2 x SPRAMs of 128 word%ns at least a factor of about 2.25 for the power x
area product compared to th@? er solutions for the same throughput. When more
but smaller RAMs are usetythe fixed area overhead becomes dominant. DPRAMs
have a severe initiaj-pOWer and area penalty. The solution with two half-size
SPRAMs leads to @ﬁ read and write per coefficient on both RAMs, putting
constraints on t th delays L, and Lg. Memory access arbitration is thus
required to cogrdinate the alternating access between the two memory blocks and
the transiti tween the three operation modes. Different implementation delays
betwe@ward (Le=3) and feedback path (Lg=12) require a priority handling
during auransition from averaged to reference mode and lead to wait states during
reference and single-carrier mode.

Since the channel estimate is updated for phase, we can also track and reduce phase-
related effects such as fine carrier frequency offset and common phase noise
[Muschallik95] in the averaged-feedback case. The equalizer is able to compensate
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for remaining carrier frequency offsets up to +/- 3 kHz at 50-MHz sampling rate and
256 carriers. Performance results of the Festival modem with different imperfections
are provided in Figure 4.21. The error floor is due to the limited ADC input
quantization of 8 bit. For the Carnival modem with its higher modulation schemes,
10-bit ADCs were used to lower the error floor. Measured performance with a
digital-IF and 5-GHz RF front-end resulted in a bit-error rate < 10~ for uncoded and
BER < 2e-4 for coded transmission when using the AC-DFE mode. We did not find
a significant increase in bit errors towards the end of longer bursts which ns that
we face negligible error propagation in the decision-directed feedback l@
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Figure 4.21: Pe@‘aﬁce results of the Festival modem with different
imperfections. The oor is due to the limited ADC input quantization of 8 bit.
For the Carnival sodem with its higher modulation schemes, 10-bit ADCs were
. used to lower the error floor.

O

A high-per; ance equalizer (Carnival)

The 1 equalizer also uses the concept of a single complex operator with

coeffieient memory. 16-QAM and 64-QAM constellation schemes however require

a te amplitude correction, which is performed by a complex divider (Figure
). In addition to initial and periodic reference symbols, to update part of the

-

@c‘hannel, a pilot pattern is sent with every symbol. The equalizer provides fine CFO

estimation and compensation capabilities and support for clock-offset pre-
compensation by a programmable phase rotator. This phase rotator is steered by the
clock-offset estimator in the time domain which is detailed in the context of
acquisition (Section 4.3.4).

The channel estimate obtained from a single reference symbol still contains a
considerable MMSE error (Figure 4.23).

The received signal after the FFT is still affected by multipath fading. However, by
proper choice of the sub-carrier spacing relative to the coherence bandwidth, the
FFT produces a highly oversampled channel response. This results in a quasi-
diagonal channel matrix H with insignificant contributions outside the diagonal. The
equalizer can exploit this in two ways [Deneire00Oc] [Deneire03]. First, it requires
only a single complex channel coefficient per sub-carrier to compensate for the
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channel. Second, the rank of this matrix H is reduced, since high oversampling
translates into correlated channel coefficients. Thus, we can apply filtering to
suppress noise and interpolate a smoothed channel vector from a smaller set of
coefficients.

' it
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Figure 4.22: The Carnival equalizer requires an interpolator and divider in @%)n
to the Festival equalizer since modulation schemes up to 64-QAM 1@ be
processed.

This scheme has been implemented in the Carnival ASIC [Eberle®1a]. Figure 4.24

provides a detailed view on the interpolator architecture. Q annel interpolator,

consisting of an initial "noisy" stage with the CFO phase pdate, is followed by
a cascade of four blocks implementing a matrix operation:
" N

H ooy =SS"H,.. \\Q) (4.6)

smooth

Matrix S is a 64-by-9 programmable co Qcoefﬁcient matrix. The first two stages
transform the noisy channel estimate 4at6” an impulse response vector of length 9,
effectively suppressing any noise &em beyond 9 taps. The last two stages
interpolate the full 64-tap frequ domain channel response from this truncated
impulse response vector. The three stages employ full parallelism such that an
interpolated channel tap ’Qagain available after one OFDM symbol latency.
Coefficient sets are sto@' 9 RAMs next to a pre-programmed set in a look-up

table (LUT).
O

&ck adds 120kGates and hence substantial complexity to the
60% complexity is due to the signal processing stages Mult A,
Accum, ~B, and Smooth which perform the 64 x 9 matrix conversion. 7% is in
the ch coefficient RAMs and the divider (ip_noisy). Another 7% is required for
storage of the fixed coefficients in ROM and 25% for the programmable coefficient
RAMs”. The datapath works pipelined and with maximally 9 parallel MAC units

The interpolat
equalizer.

% The latter is only required if a programmable solution is needed. The ROM can contain the same yet
fixed coefficient set.
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requiring 54 real adders and 72 real multipliers. Per OFDM symbol of 64 samples,
864 million real additions and 1152 real multiplications per second are required.

Figure 4.23: The channe
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Figure 4.24: The Carnival equalizer is based on the Festival equalizer but largely
enhanced with an impulse response truncation and interpolation mechanism which

includes a programmable 64x9 transformation matrix.
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The result of the interpolator is an improvement of the channel estimation accuracy
by 2.5 to 3 dB. Together with the rotating pilot scheme it is also able to suppress
spurs, e.g. from the equalizer feedback loop, reducing error propagation. This results
in a significantly reduced bit-error rate (Figure 4.25).

Figure 4.25: Bit- and symbol-error rates are also greatly re cod when activating the
interpolator in 64-QAM transmissiof

N
4.3.4 Energy-aware co-design — Acquisition, §

Acquisition is the process of achieving synchmugbtion. For a wireless receiver, this
means acquiring synchronism of the incomi al with internal references e.g. for
sampling clock, time, and phase. In part{cufat, receiver acquisition has to detect the
incoming signal, adapt its signal pewer, achieve timing synchronization, and
compensate for carrier frequenc t (CFO) introduced by local oscillator
mismatches in transmit and rec{;émont—ends. At the same time, the received signal
is distorted by a number of indq channel and front-end effects.

Due to this large numb%@‘.?tasks, acquisition involves fairly complex control. This
is even more compli@ since wireless LAN systems are packet-based and depend
on fast burst acq@ion to minimize transmission overhead at the physical layer.
Hence, we firs e an acquisition strategy before we detail the individual tasks of
timing sync zation, carrier-frequency offset compensation, and clock offset
compensation. These algorithms and architectures were implemented in the Festival
and C@wl ASICs. Later on, we extended our timing synchronization to a
standard-compliant algorithm. Finally, we comment on the methodology we used to
explore the impact of acquisition in the transceiver design context.
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Acquisition strategy

For the acquisition strategy for wireless OFDM systems, we can hardly rely on the
extensive state-of-the-art in wired OFDM systems. Short packets prohibit the
overhead of long training sequences and the wireless channel variations prohibit
slow acquisition loops as typically used in ADSL, DAB [Taura96], and DVB
systems. In packet-based data transmission, we can not afford losing individual
packets such as in broadcasting schemes (DAB, DVB). We also want to avoid
separate signaling channels as proposed in [Stantchev99] since th equire
infrastructure (e.g. access point) support. Fast burst synchronization es were
first addressed in [Speth98] but not for indoor propagation condit'@. Hence, we
defined a novel acquisition strategy for wireless packet-based ORQ/ eceivers.

Correct OFDM demodulation requires precise synchron@ both in time and
frequency. Misestimating time leads to intersymbol mtetference (ISI) between
subsequent OFDM symbols while a non-compensgigd carrier frequency error
generates inter-carrier interference (ICI), both r ]%ing the signal-to-noise-and-
interference-ratio (SNIR) of the received al. Moreover, the multipath
propagation distorts the acquisition sequen ventually, both the acquisition
sequences and algorithms should be desi accurately to allow fast and robust
synchronization. @

Our synchronization approach rms the complete timing acquisition, gain
control and coarse carrier fr%&my offset (CFO) compensation in a feedforward
way before the FFT, thus iding the typical long reaction time of state-of-the-art
DVB, DAB, and AD ceivers. We only use data-aided techniques, blind
techniques are not pé due to their high complexity [Palicot03]. Moreover,
standards such as FEEE 802.11a and ETSI HiperLAN/2 foresee preambles for the
purpose of acclu' ition.

N
Our acquisi & sequence’’ (Figure 4.26) is similar to the sequence proposed for
IEEES0 ut is generated in the time domain. The first part of the sequence, the
relative timing sequence (RTS), is based on a repetition of a programmable code
se ce (TS1) and its binary inverse (TS2), toggling between these two sequences,
’@a programmable number of times. COS-2 is a repetition of COS-1 and its length
also programmable.

Acquisition consists of three cascaded blocks (Figure 4.4). Timing synchronization
and gain control (SYN_TG), carrier-frequency offset estimation and compensation
(SYN_CO), and clock-offset estimation and guard removal (SYN_GR). SYN TG
and SYN CO exploit the RTS/ATS and COS-1/COS-2 parts of the sequence,
respectively. SYN _GR estimates clock offset based on the guard removal and
removes the guard removal before passing time-domain data to the FFT.

Importantly, we have developed a cascaded acquisition process that allows
activitation of the subsequent blocks on demand which is important to reduce power
consumption [Williams03]. In reality, the receiver is — for a large amount of time —

°7 The reason for a proprietary preamble was two-fold. At the moment of the design (1997), standards
were not yet available hence we needed our own definition of a preamble structure.
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listening without receiving actual data. In our architecture, only the initial gain
control and timing synchronization blocks will be active at that moment (Section
4.2.3). The acquisition strategy as a whole is detailed in [Eberle00b] and
[Eberle02c]. We will now review its major components.

(a) Burst format with progr: acquisition seq as used for Festival/Carnival

Payload sequence ‘

L | | |
RTS ATS cos

7

(b) Burst format used in IEEE 802.11

m‘mm Payload sequence ‘

‘ Symbol 1 ‘ Symbol 2 ‘ Symbol 3 ‘ Symbol 4 Symbol 5

J
Preamble (12 OFDM symbols) q
—

time
Figure 4.26: We use a proprietary sequence with a more structured pa@a) than
the IEEE 802.11 synchronization sequence (b).

Timing synchronization based on proprietary sequences %

The first step in the synchronization process are e start or symbol
synchronization [Speth97]. Since at this point, all othgrlproperties of the receive
signal are still unknown®, we can only evaluate s ral information. Typically,
this means that timing synchronization is ba n auto-correlation or cross-
correlation properties of the initial sequence SQE appears fairly robust against
noise, linear, and nonlinear distortion effectsc)Q

synchronization to within a samp ch as single-carrier transmission schemes
>

X0
In literature, several algo @Sns were proposed to exploit particular preamble
structures for timing sy nization. [MiillerWO01] relies on a modified sandwich
preamble. [Schmidl \uiSes correlation over a two-symbol training sequence to
derive timing and dartier-frequency offset (CFO). [Lambrette97] exploits a single-
carrier CAZA (@équence which has specific constant-envelope properties.
[VandeBeek9Q@ses correlation on the guard interval to derive timing and CFO but
did not p@&’m well under a set of real front-end non-idealities. All approaches
assum fect gain control as starting point which is unrealistic.

Fortunately, OFDM with a cyclic prefii g‘)imit IST does not require accurate timing

(assuming no oversampling).

Hence, we defined a novel acquisition strategy that was tolerant against initial gain
fluctuations and allowed a trade-off between complexity, preamble overhead, and

% This actually also included appropriate usage of the dynamic range. We focus on automatic gain control
and link it to timing synchronization in Chapter 5.
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probability of correct synchronization. Our architecture for timing acquisition is
based on a two-phase auto-correlation process (Figure 4.27) using the RTS/ATS
sequence which is a programmable BPSK time-domain code sequence repeated
according to a second meta-level sequence. Since the sliding window correlator only
requires complex I/Q 1-bit input, it is very robust against automatic gain control
transients and implementable with low area and power cost. A parallel sliding
window signal power estimation is used to validate the correlator results. Alternating
bipolar correlation peaks during phase S1 determine the relative code se @se start,
while the transition to phase S2 defines the absolute frame reference re 4.28).
Timing synchronization exploits the repetitive pattern. TS1 and TSé}t@ specifically
chosen such that a sequence of negative and positive peaks appear #fter correlation.
This allows detection of the sequence start. The absolute fr sfart is determined
from the position where the alternate transmission of T@2 is replaced by a
continuous transmission of TS1. Based on the known length and correlator
delay, the frame start (COS-1) is determined. \Q)
)

adapt window

2x1b I

corr | moving | | peal_( | | peak [ | peak
0 average| [detection class. counter

FSM

en_corr

Frame
T =CFO

0 2 maving | [ dip power Start
I ™ average| [detection counter
zx10b

from 2x10b
ADC "D_’ to
0 CFG

a) datapath

en_pwr

peak found confirmed

search count

not . sufficient sufficient frame
synchronized detections confirmations start
m phase 1 phase 2 m reached

reset 50

(5\\00 _'CP e ﬁ‘/ Q‘Zj kT/

&
@K

gain invalid || too many undetected peaks || not encugh confirmations

b) controller FSM

Figure 4.27: Timing synchronization is based on auto-correlation followed by peak
detection. Peak detection is restricted to a moving window whose position is
adjusted based on previous peaks (a — upper path). Power estimation notices instable
or weak signal strength cases (a — lower path). A state machine determines first the
relative peak positions (phase 1) and then the absolute frame start (phase 2).

The receiver only uses information on the codeword length and the meta-level
sequence; the codeword itself is not known. Probabilities of false alarm and missing
detection depend on the programmed numbers of detected peaks in phase S1 and
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phase S2, respectively. Phase S3 counts until the frame start when phase S2 has
obtained enough confirmations.

By repetition, the probability of false alarm and missing detection can be reduced. A
periodicity switch is introduced by the absolute timing sequence (ATS), which
allows to determine the absolute time, i.e. the end of the last partial code sequence
TS1 in the ATS. During the ATS detection, the expected position of the correlation
peaks is known from the RTS estimate, resulting in more robustness.

A\

N\ S AN

ATS length

Iy
y

DI
\\\\\\N correlator delay
N ) >

correlation positive

eak
result / P

last ‘expected’ peak
transition positions

negative
peak

ern. TS1 and TS2 are
itive peaks appear after
~The absolute frame start is
ansmission of TS1/TS2 is
on the known ATS length and
S-1) is determined.

Figure 4.28: Timing synchronization exploits the repetitiv
specifically chosen such that a sequence of negative an
correlation. This allows detection of the sequence
determined from the position where the alte
replaced by a continuous transmission of TS1.
correlator delay, the frame sta;

A typical performance result for this Igl{ronization algorithm is shown in Figure
4.29 based on simulation. The syn ization algorithm finds the correct position
(location = 7) within +/- 2 sampl accuracy in 84% of cases and for +/- 3 samples
inaccuracy in 93% of the c $Q esults are for 5-dB SNR, 40-ns channel delay
spread, and 1-kHz cloc et. Synchronization performance has also been
measured on the actual, al ASIC implementation together with a digital-IF and
superheterodyne frm(n;f?g. Over 1000 packets, the sum of probabilities for failed
acquisition Py, ax}& ssed detection P,y was found to be below 107. This is
negligible co to typical error rates for the decoding if we assume effective
packet retrans@sion schemes (e.g. ARQ) as foreseen in IEEE and ETSI standards.

Carriz@uency offset estimation and pre-compensation

Carrier frequency offset appears in carrier-based communications and originates
from mismatches in the local oscillators at transmit and receive side.
Conventionally, analog frequency control (AFC) loops were used but for a flexible
and fast compensation, we propose a digital compensation scheme [Moose94]
[Morelli99] [Muschallik99] [Luise96].
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Figure 4.29: The synchronizati orlthm finds the correct position (location = 7)

within +/- 2 samples inaccurae} th 84% of cases and for +/- 3 samples inaccuracy in
93% of the cases. Result@r 5-dB SNR, 40-ns channel delay spread, and 1-kHz
Q clock offset.

offset in time domyain prior to decoding. We use a data-aided approach exploiting a
part of the afg\q rsition preamble. CFO is estimated using the twice repeated
preamble (COS-1, COS-2) of length 64, 128, 256, or 512, which follows the
framjgfy, based on auto-correlation for multipath immunity reasons. A larger
preas size trades off a higher noise suppression against a lower capture range.

Our architectur%&e 4.30) estimates and compensates the carrier frequency

Sﬁ}er offset must be reduced to a fraction, e.g. 1-2%%, of the 312.5 kHz sub-
i

er spacing, to achieve negligible inter-carrier interference in the FFT. A single-

Ooperator sequential CORDIC converts the Cartesian estimate into a phase difference.

The evolution of the carrier offset phase is reproduced by a wrap-around phase
accumulator with a second 18-stage pipelined CORDIC stage. The CORDIC uses a
constant input reference 1+j0 to provide a Cartesian output with a conversion
accuracy independent of the highly amplitude-varying receive signal. The
compensation of an entire OFDM symbol of 80 samples requires 240 real
multiplications and 4720 real additions. In the current implementation, the usage of
CORDIC:s results in a significant reduction of hardware complexity at the expense
of an additional delay (wait-state sequence WSS).

We still need to apply fine CFO compensation in order to meet the performance
expectations in the equalization. This second compensation has been described in
the context of the equalization (Section 4.3.3).
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l frame start

QFDM QFDM
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Figure 4.30: Carrier-frequency offset is measured by correlating the two identical
COS-1 and COS-2 sequences. During the wait-state sequence (WSS), a CORDIC
translates the Cartesian estimate once into its polar representation and feeds a phase
accumulator. The final phase is then continuously translated from polar to Cartesian

and applied to the rest of the packet. Q‘/Q

Clock-offset estimation and compensation %
Clock or more precisely sampling clock offsets originate from differw ute
n

clock references at transmit and receive side. Clock offset esti and
compensation is essentially a means to synchronize the two c “A large
mismatch in sampling clocks results in sampling at bad time in s which can

result in inter-symbol interference [Yang00] [Speth98]. In in particular,
synchronization needs to take place within a particular win f the cyclic prefix

to avoid ISI (Section 3.2, Section 5.4). (1/
OFDM symbol duration is only 4 ps over which t \éumulative clock offset can

be neglected. However, for the total packet lengtl‘g\ 095 payload bytes allowed in
IEEE 802.11, clock offsets based on commesdial clock generators with 20 ppm
frequency accuracy can result in a time shi several samples which would move
the start of the FFT outside the guard@y val. Hence, clock offset appears as a
rather slow effect and does not need fast compensation. We exploit both the fact that
a shift results in ISI as well as the @ct that only slow compensation is needed by
estimating the timing shift wit%ﬂ? elp of the guard interval. Figure 4.31 illustrates
the architecture (a) and the u%g f the regular guard interval (b).

The SYN_GR unit trad'ﬁgelally discards the first N, samples of the guard interval
and provides the follawing ;. samples to the FFT. We make this process adaptive.
A correlator meas, the correlation between the original N, samples at the end of
the OFDM s@ and the copy in the guard interval. The peak position of the
correlation i htly affected by the clock offset. A single estimate is however too
noisy s t we average over a number of OFDM symbols. The slow nature of
the cl offset allows averaging over 32 to 64 OFDM symbols resulting in a
reliable estimate. After each averaging period, we take a 3-way decision: we can
leave the starting point of the FFT window, we can add or drop a sample. Dropping
a sample essentially means that we have to place the subsequent receive chain in a
hold mode. We can easily do this using our clock gating facilities. Note that the
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decision needs to be passed to the equalizer too in order to correct for the phase shift
that we introduce with adding or dropping a sample.

RQM [ Arbiter [++| RQM

0 : t en_fftclk
corr | Moving | | peak | Javerage] | o, - \
2%10b average| [detection ~[peak pos )

from }
CFO 2x10b
to
0 “D FFT

a) Architecture

en_fftclk -—
1
o—| L L Hl
N7y
I -
B
regular _18 +16 guard
guard sliding window -1
range
b) Timing
&\\0

Figure 4.31: Clock offset is tr;$@oy guard interval correlation and averaging over
@ tiple OFDM symbols.

The hardware comple the additional clock offset estimation and compensation
functionality in th &GR unit amounts to 64 real multiplications and 192 real
additions per O symbol (80 samples). The clock offset compensation can be
deactivitated e update frequency is made programmable. Note that this fully
digital appro% is significantly more flexible and less complex than steering of the
ADC 0106Q1 ugh a PLL and VCXO [Pollet99].

\OQ —> SYN-GR > FFT — SSR 7 Equalizer

\(5\' ......................... oA il coc Hdata‘

Gated clock

Q CLKGEN

N\
>
\'C)K Figure 4.32: Clock offset is estimated in time domain on the cyclic prefix. The
OCJ decision to add or drop samples to compensate for the induced time shift needs to be
Q communicated to the equalizer to compensate for the accompanying phase rotation
in frequency domain. The clock generator uses clock gating to introduce the
compensating time shift.
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Improved standard-compliant fine timing synchronization

IEEE 802.11a and HiperLAN/2 have finally defined different preambles to the ones
initially selected by us (Figure 4.33). Both standards provide preambles that are
suitable for auto-correlation and cross-correlation. We are interested in an
improvement of the coarse timing synchronization accuracy which is in general
termed fine timing synchronization. Auto-correlation (AC) algorithms have been
studied extensively in [Schmidl97] [vandeBeek97] [MinnOOb] and were also
proposed previously in this section. An OFDM cross-correlation (CC) algorithm has
been proposed in [Hazy97] [Tufvesson99]. This class of algorithms performs a
cross-correlation of the received signal with a training sequence known to the
receiver.

A‘A*A‘A*H*B‘B‘B‘B‘B* GI‘ (e ‘ € GI‘ Data
B‘B‘B‘B‘E B‘B‘B‘B‘B GI‘ (& ‘ c GI‘ Data
4us 4pus 8us
AGC Coarse Sync Channel Estimation + Fine Sync

Figure 4.33: HiperLAN/2 broadcast preamble (top) and IEEE preamble b’@o‘n;).

We noticed that, so far, cross-correlation detectors suitable for b le\ﬁndards had
not been investigated — neither from a performance nor a comy ity perspective.
Hence, we developed a novel cross-correlation algorithm for s@lard—compliant fine
synchronization and compared its performance and c xity [Fort03a]. We
implemented this algorithm on an FPGA together with a algorithm and tested it
extensively using HiperLAN/2 channel models. X,

In IEEE and Hiperlan/2 systems, each trans i(@burst consists of a preamble
followed by regular OFDM symbols. For bo ndards, the first 4 us are used for
automatic gain control (AGC). The remai sequences can be used for packet
detection, and coarse timing/frequency hronization. The C sequences are used
for channel estimation and synchropnization refinement. Our algorithm uses the B
sequences after the AGC settles. iperLAN/2, the final B sequence is inverted
so that the auto-correlation fun decreases for the last 16 samples creating a clear
peak. As peak detector, we t a max function which is a good approximation of
the Maximum Likelihoo solution. Note that the peak is less clearly visible for
the IEEE preamble "%it does not have an inverted B sequence. Due to this
drawback, modificatidns are required in practice when front-end effects and AGC
are considered ( on 5.3). The magnitude of the cross-correlator output consists
of a large pegaRyfor each multipath component, and several small peaks due to
AWGN andéperfect auto-correlation properties of the preamble sequences. While
the traﬁ@ymbols can be chosen from any part of the preamble, the C sequence is
preferred/so that the B sequences can be used for an initial frequency correction.

Two cross-correlation timing detectors have been presented in literature, and we
propose a third: The XC sum algorithm sums consecutive correlator outputs to
locate a window of length L where the channel has the most energy. L is ideally the
channel length. The XC max algorithm selects the peak with the largest magnitude.
Our proposal (XC proposed) selects the earliest peak with a magnitude greater than
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some percentage of the largest peak. This improvement tends to select the first
multipath component rather than later reflections, thus reducing the variance of the
timing estimate.

o

I
“ | = AC Max
: —— XC Sum
.| 28— XC Max i
—2— XC proposed

.

Variance of the timing estimate (in squared samples)

~ SNRin dB
Figure 4.34: The propo @ss—correlation (XC proposed) results in a significantly
better timing sync %ation than the other cross-correlation algorithms and the
auto—correlationsqg ‘oach (multipath case with 50 ns delay spread and AWGN
. ~Qhaveraged over 5000 channel instantiations).

N
The auto-c Sation algorithm (solid line) yiels large timing errors at low SNRs as
the nois plicates peak detection. However, this may not be a problem since
IEEE iperlan/2 systems typically operate above 5 dB SNR. At higher SNRs, a

vaﬁuce floor is reached due to the multipath channel. This floor corresponds to a
’@ ol timing error of —2 and +2 samples 99% of the time. Under 200-kHz

equency offset and larger delay spread (150 ns), results were confirmed [Fort03a].
The cross-correlation algorithms provide better performance at low SNRs as the
averaging process did not work because many small channel reflections were
indistinguishable from the noise making the energy estimate unreliable. The
maximum peak detector (XC max) provides beter performance similar to the auto-
correlation. For our XC proposal, a 50% threshold was used for SNRs greater than 5
dB, but an 80% threshold was needed to avoid selecting noise peaks at very low
SNRs. Only a single threshold is needed in practice since SNRs lower than 5 dB are
not encountered. This algorithm yielded the best performance since it is more robust
to channel reflections. At high SNR, the variance corresponds to a timing offset
error between 0 and +2 samples during 99% of the correlation time. Hence, our
newly proposed cross-correlation algorithm outperforms the state-of-the-art
detection mechanisms.
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Exploration methodology

A communication system acts essentially as a chain of functional units where a
particular unit depends on the correct functioning of its predecessor. A particular
dependency is created between the acquisition and the decoding of the actual
payload in a packet. For performance investigation, it is cumbersome if we would
always resort to exhaustive simulation of the entire chain as e.g. done in
[KabulepaO1]. Instead, we separated this dependency by deriving statistical models
of the acquisition effects [Jeruchim92] independently of the payload decoding. This
is exemplified in Equ. 4.7 for a parameter x, for which we would derive the
probability density function pdf{x) and its relevant parameter range K. Knaxs

K max

Py = | py()pdf(x)dx “.7)
. : . NN

Ps(%) describes the effect of a particular value k on e.g. the decoding functionality. _{’

These models can be used to create a representative set of input stimuli for t )

simulation of the decoding part. An example is the distribution of the timing erro@

a function of the signal-to-noise ratio (Figure 4.29). Based on this, Monte%r 0

simulations can be run efficiently on a particular functionality e.g. ve

particular statistical moments, such as the average p,. This appr% as also

systematically and successfully been applied for the analysis of\ €€ acquisition
process at the packet level in [Huys03].

4.4 Evaluation (19

For the evaluation of the design of the Festiy@d Carnival ASIC, we first
introduce the experimental results from chip ements and from application
demonstrators. Next, we place them in the xt of the evolving state-of-the-art
after 2001. Finally, we review the major @ ments for both designs.

4.4.1  Experimental Results O

The Festival ASIC (Figure 4.35)?&5 processed in 1999 in an Alcatel Mietec 0.35-
pum digital CMOS process an kaged in a 144-pin PQFP. The design complexity
was 155,000 equivalent g and the design contained 10 SRAM cells. The chip
was designed for a maxij clock frequency of 50 MHz. The Carnival ASIC was
processed in 2000 i X\Naxtional Semiconductor 0.18-um digital CMOS process

(Figure 4.35) and packaged in a 160-pin PQFP. The design complexity was 431,000

equivalent gat
Table 4.3 giwes~an overview of the most relevant measured performance and cost
paramet; both ASICs. A fair comparison at the same data rate and overhead
between, _Festival and Carnival shows the superior spectral efficiency and energy
efficiency of the latter at the cost of a moderate area increase of 30 %. The highly
programmable equalizer occupies 63 % of the area in the 64-QAM chip compared to
10 % for the FFT. Fixing the coefficient set is reducing this percentage to
significantly less than 50 %.
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Table 4.3: Carnival outperforms Festival with respect to spectral efficiency and
energy efficiency® at a moderate increase in silicon area despite a significantly

higher complexity.

For the same
protocol and burst Carnival relative
overhead at an Festival ASIC Carnival ASIC to Festival
uncoded rate of 76
Mbit/s K4
Efficiency (bit/s/Hz) 1.5 3.8 2.8 Ybetter)
Energy per \/()
transmitted bit 8.8 2.6 ) 3.4 (less)
(nJ/bit)
Energy per received
bit (nJ/bit) 7.5 2.8 2.7 (less)
Transmit DC power
(mW) 670 199 3.4 (less)
Receive DC power
(mW) 570 212 2.7 (less)
Nominal clock
frequency (MHz)!® 50 OS 20 2.5 (less)
Die size (mm?) 16.4 20.8 1.3 (worse)
Technology CMP ~ CMOS same
Feature size (um) 085 0.18 smaller
Supply voltage (V) Ca 33 1.8 (core) /3.3 lower

\Y}

Evaluation of the Fe Q and Carnival ASICs ranged from functional chip testing
and non-functiona Sllﬁ) parameter measurements over long-term scenario tests
(several hours)\&‘ stability reasons to full application demonstrators such as
webcam an transmission. Both chips were functionally sufficiently
operationa that a number of application demonstrators could be built upon
them. Fi LQ\vve assess complexity and power consumption. Then, we describe the

apph@t)n demonstrators.

'@%lexny

esign complexity for the Carnival ASIC is now assessed in more detail in number
of operations per second, number of memory accesses per second (Figure 4.36), and
overall memory bandwidth (Figure 4.37). In transmission, 18% of the design is
active whereas 97% of the design is active in reception. The FFT contributes 10% of
the active cells. In transmit mode, the FFT contributes about 50% of the power
consumption. In receive mode, the FFT is not the dominating consumer; the main
power consumption goes to the interpolating equalizer with 63%.

% Note that the first discrete and analog OFDM-based modem in 1959 consumed 100W for 2400 bps
achieving an energy efficiency of 41.6 mJ/bit. Our ASIC solution is 9 magnitudes of order more energy-
efficient [CRC59]

1% Nominal clock frequencies differ: Carnival was designed according to the 20-MHz channel specified
in IEEE 802.11a. Festival was designed with a clock frequency limit in mind. Festival and Carnival can
be configured to achieve the same throughput. Both ICs use the highest I/O clock frequency as their core
clock frequency. Since Carnival uses higher constellations, it can achieve the same throughput with a
lower 1/O clock frequency.
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'
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a) FESTIVAL ASIC b) CARNIVAL ASIC R
(0.35 um CMOS) (0.18 um CMOS) Q

Figure 4.35: Additional equalization and synchronization functionality increased
area of the CARNIVAL ASIC (b) by about 30% compared to its predecess@Q

FESTIVAL (a). )
O

Measured power consumption
For the Festival ASIC, power consumption has been measured inWHz operation
in typical transmit, receive, and sleep'®' scenarios resultin%& mW, 230 mW,

and 50 mW. Table 4.4 compares power consumption and co ity.
(@)
1400 -
1200
e O MUL (in MOPS)
800 - H ALU (in MOPS)
600 -
i O Load/Store (in
400 Macc/s)
200 -
o -
DD DD P D PP
FOEEE & &
& OO e
Q' 2 S «F » & O
%
A\ \;l~ &

Figure 4.36: Computational complexity in complex MUL and complex ALU
operations and memory accesses per unit for the Carnival design.

!9 The sleep mode has not been designed for low-standby power consumption. It only deactivates some
signal processing blocks.
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Figure 4.37: Memory access bandwidth in Gbit/s p%\@lit for the Carnival design.

For the Carnival ASIC, power consumption@@een measured separately for the
1.8V core and 3.3 V 1/O supply in typical tansmit, receive, and programming
scenarios. During transmission, 156 mW, nd 43 mW core power consumption
were observed. During reception, the higher core activity dominates with 146
mW compared to a lower 66 m\’\\1 consumption due to less I/O switching. In
programming mode, logic switchifig is zero but all clocks are enabled, leading to 35
mW I/O and 81 mW core con tion.

Table 4.4: Comparison wer consumption and complexity for different modes of
(1/ the Festival ASIC.
N

‘IEEE’ mod 0 Power . Memory Memory
MHz clock.> in Operat;ons accesses in accesses in
frequency mW in 107s 10%/s Gbit/s
Tyan$aiit mode 670 3.8 1.32 21.3
Reeéive mode 570 6.8 1.28 20.3

. (\Programming mode 400 N/a N/a N/a

Q Sleep mode 150 N/a N/a N/a

Reduction of I/0 power consumption

For both ASICs, chip I/O drivers contributed a large amount of the power
consumption. For Carnival, 156 mW (66 mW) or 78.4% (31.1%) of the total power
consumption could be attributed to external 1/O, for transmit and receive mode
respectively. This amount however can be reduced significantly by avoiding off-chip
connections, e.g. by integrating the ADC and DAC on-chip. In [Thomson02], only
25 (24) mW or 10.2 (10.5) % of the power consumption was due to external I/O.

4.4.2  Testing and application demonstrators

A wireless local area network allows a multitude of applications. If we want to prove
our architecture concept, the best way is to develop a complete demonstration setup
around a specific application and embed the ASIC designs in it. In this way, we will
encounter also problems that originate from the interaction between different
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components and from real physical effects for which models can sometimes only
give an approximation.

5GHz | cocae
Front-End [ t: = Host PC

Festival

Carnival

Baseband + |
s HW MAC

Figure 4.38: 5-GHz wireless LAN setup with socket for Festival or Casr& chip.

AN
As a consequence, both ASICs were tested in an experimental t@glp consisting
of a discrete 5-GHz superheterodyne front-end with a four-times oversampled digital
IF-stage [Eberle00b], an FPGA-based hardware MAC, an@oftware MAC and
API implemented on Linux host PC (Figure 4.38). (]9

F

Demonstration with the analog/RF front-end and digi
Initial functional tests were performed by connectihg)two digital basebands directly
with a cable. First performance tests for multipdth effects were performed with a
digital channel emulator. For the interfacin Qt the analog/RF front-end, we first
opted for a digital-IF solution with fou@ﬁs upsampling. Based on the 20-MHz
sampling frequency at baseband, thisgesulted in an 80-MHz IF. A 41-tap Remez-
filter was used as interpolation/deu@%n filter. The digital-IF block assumed 10 bit
at the front-end and baseband sigle-" It was implemented in an FPGA [Eberle00b].
The digital IF was crucial fordbsting the acquisition, for the initial development of
the automatic gain control mes (AGC) and the impact of front-end non-idealities
on the baseband transcej@ey” With the design of more advanced RF transceivers, the
digital IF was repla direct-conversion architectures (Chapter 5). For over the
air tests, we first e 430-MHz IF of the front-end, then replaced it later by a 5-
GHz front—end&( 1 levels successful tests were run.
X

Applicatia&ts

Applicatign tests over the air were performed using webcam-based image
transmission, file transfers, and video transmissions between two terminal
prototypes using the baseband transceiver in transmit and receive mode. All
transmissions required a full bi-directional communication link. As an example the
system architecture for the webcam-based setup is shown in Figure 4.39. A more
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detailed description of the application setups and testing can be found in

[Eberle02c].
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Figure 4.39: As an early ex &@a PC-based webcam video transmission over a

wireles

Demonstration of ada oadmg

o-end link was demonstrated.

The Carnival archlte tpre was already designed with support in mind for adaptive
loading strategie derperre98] [Thoen02a]. The OFDM frame structure makes it
possible to a iversity techniques in the frequency domain across subcarriers.
The basic i 1 adaptive loading is to send more bits on those subcarriers where
the SNR i h and less or even no bits where the SNR is low, allowing a nearly

constafit bit-error rate on all subcarriers.

Adaptive loading requires a flexible symbol mapping programmable per subcarrier
,z&% transmit side and the possibility to periodically extract channel estimation
ormation at the receive side. Carnival provides the transmit features through
{\_(bproviding multiple constellation schemes (BPSK, QPSK, 16-QAM, 64-QAM), a
@° symbol-interface that groups bits per subcarrier, and a spectral mask per subcarrier

. %6 that allows for varying the output power per subcarrier. At the receive side, the
\S equalizer output can be streamed out during full receive operation at OFDM symbol

rate. The algorithm for the actual computation of the optimal bit loading has been
The algorithm for th 1 putati f the optimal bit loading has b
&(0' mapped to an FPGA [Thoen02a]. The adaptive loading scheme was successfully
C}Q tested using a combination of Carnival ASIC and bit-loading FPGA.

OO Further evolution

The code database for the ASIC was further extended later on and reused for
mapping the entire transceiver to a Xilinx Virtex FPGA, termed FlexCop in 2002
[WoutersOb]. Many further developments such as the integration with digital
compensation techniques (Chapter 5) were based on extensions on the FPGA
platform. Note that the initial implementation took up about 48% of the slices and
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86% of the multiplier units in a Virtex XC2V6000. In 2002, the code database of the
Carnival ASIC was also reused to develop an IEEE 802.11a-compliant baseband
transceiver in collaboration with Resonext Communications. Later developments
towards MIMO systems required large additions of new algorithms, obviously
reducing the reusable code base.

4.43 Comparison with the state-of-the-art after 2001

A direct comparison with the state-of-the-art becomes rather difficult since most
industry products became highly integrated and incorporate other functionality into
the same SoC such as MAC, data converters, or access point functionality.

Recent state-of-the-art designs

After 2001, a multitude of integrated baseband designs have appeared on the market.
While there was a clear trend to integrate more functionality on the same die,
notably the lower (hardware) and higher (software) MAC [Thomson(2]

trend can be seen so far with respect to the digital baseband architecture. Athe
Cisco, Amphion, Resonext, [Thomson02], [Fujisawa03] came up with dediCated
ASIC architectures. In [Kneip02] a configurable, data- and instruction-par@ SP
core assisted by application-specific enhancements is described. s\g

Why did we design an ASIC ? O

A first indication is the work of [Davis02] where the 64-point at 50 Msamples/s
and hence comparable to our requirements is compared fo rent architectures. A
250 x higher energy efficiency is reported for direct-m hardware over a low-
power DSP implementation. From a power consumptiont’ point-of-view, the ASIC
solution remains interesting at the cost of flexibility,
For a classical DSP processor such as the TI C6
would not be a major problem since such DS
does not require special operations as s wever, mapping the entire Carnival
receiver on a DSP would require m than 15 GOPS which is beyond the
capabilities of a single low-power DS}QMcCain].

Sandbridge Technologies propg: a multi-threaded multi-processor design
(SB9600) with 4 processors and?9’6 GMAC/s. Based on our complexity estimate
and without additional appli; '%ion—speciﬁc enhancements, we estimate that a multi-

processor implementatio:é 8 processors would be needed.

s, running the FFT at 20 MHz
¢ optimized for FFTs and the FFT

Since multi-processo d platforms have been only coming up recently, it was a
logical conclusion thatfrom energy consumption and availability, ASIC design was
the most promisi olution. Still, given the heterogeneity of requirements for the
different signa cessing tasks (high-rate yet reconfigurable stream processing for
the FFT, highprate filtering for part of the equalizer or the digital-IF, and mixed
control @processing for the synchronization), a combination of several processors
with poSsibly different processor styles appears interesting even today.

N
N3

\\Q)

[Fujisawa03] as well as A/D and D/A converters [Thomson02] [Kneip02], no cl &QQ
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4.5 Conclusions

Algorithm and architecture design for OFDM baseband transceivers were at the
basis of this Chapter 4. In 1997, we started from the ambitious target to extend the
throughput of WLAN solutions from the 2-Mbit/s state-of-the-art to 100 Mbit/s.
This required decisions for a new transmission scheme, new algorithms, and new
VLSI architectures for efficient implementation of these algorithms. Deciding for
OFDM as the new transmission scheme also meant that we could not rom a
given specification for the baseband part. Instead, significant research wasneeded to
investigate intrinsic performance of OFDM and of algorithms iz context of
OFDM. A key design goal was to keep flexibility of the desi gh, such that it
could be configured according to throughput and powe @uirements. In this
context, we achieved \\L

O an optimized yet scalable FFT design base%@a algorithm-architecture co-
optimization and exploration of quantizatign‘and storage properties;

Q a novel architecture concept for ﬁ transceivers with substantial
resource sharing (SSR) and consequefit application of time-domain and
frequency-domain signal proces{@ the architecture provided also initial
support for adaptive loading;

Q the design of a low-cost jon-directed equalizer with common phase-
noise cancellation for \@BSK-based OFDM and the design of a high-
performance novel ir@olation-based equalizer;

Q a novel, progra ble acquisition scheme with a focus on timing
synchronizati% a step-wise energy-consumption-friendly ramp-up of

freque omain post-compensation;
Q the c\hq ete design and successful testing of two baseband transceivers in
@m CMOS for 80-Mbit/s QPSK-based OFDM (Festival) and in 0.18-
o

MOS for 72-Mbit/s 64-QAM based OFDM (Carnival);
.@ent [Eberle99b] was filed in 1999 and granted in 2004. It covers the novel
xbaseband modem architecture with in particular the split of time- and frequency-

the system; (1{
O an efﬁcie§cl ck-offset compensation scheme in time domain with simple

x domain functionality and the usage of common resources for transmit and receive

mode. Moreover, the novel acquisition process with its energy-consumption-friendly
power-up and its flexible synchronization pattern is claimed.

In this chapter, we have described functionality and design of two inner baseband
transceivers for wireless LAN applications that pushed throughput from the 2-Mbit/s
state-of-the-art to 70-Mbit/s (Festival) and 54-Mbit/s (Carnival). Still, we should not
forget that the overall performance of the physical layer strongly depends on the
analog/RF front-end part and a good co-design between digital and analog. Some
analog/RF non-idealities such as imperfect gain settings and DC offsets at the
receiver, transmitter non-linearity, and I/Q mismatch in both receiver and transmitter
were not yet addressed in this chapter. In order to obtain a complete solution, we
investigate solutions for the analog/digital receive interaction in Chapter 5 and for
the transmitter design in Chapter 6.
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5 Digital compensation techniques for
receiver front-ends

The great tragedy of science — the slaying of a beautiful hypothesis by an Q‘/Q

ugly fact.
Thomas H. Huxley, 1825-1895.'% (\Q

&

The digital signal processing aspects of an OFDM transceiver hav @n addressed
in Chapter 4, where we achieved a low-cost, low-power, scalab ution based on
digital VLSI design. This shifts the cost and performance sure to the analog
front-end. Q@

An important cost factor in analog front-ends is a high fiumber of heterogeneous
components. For every component that designers r ¢ from the bill of materials,
a drop occurs in the overhead to maintain t 0y ply chain, a drop occurs in
manufacturing cost due to assembly, and mo. ely a reduction in size occurs due
to increased integration [MorettiO3b]. genity and high component count
originates from performance-oriented optithum selection of components. Today, a
multi-objective optimization for perf @ance, power consumption, size, and cost has
come in place. This also requires.@\ges in front-end architectures, for example a
move to zero-IF techniques @1 197], and integration of entire front-ends in
(Bi)CMOS SoCs or SiPs [Deitnay00] [Come04] [Shen02]. As a consequence of the
multi-objective trade-off, tained state-of-the-art solutions were of lower
performance or reqﬁ\@ significantly higher design effort to achieve similar
performance level icularly for OFDM, there was a belief that low-cost low-
power front—ends&%impossible to achieve [Martone(00].

In this Wor]é)\cv)e introduce the consistent application of digital signal processing
capabilitics) to compensate for analog non-idealities either to enhance the

1% Huxley, a contemporary of Charles Darwin, devoted most of his career defending Darwinism.
Darwisnism was defined in the Victorian period (and today) not only as Darwin’s theory of natural
selection, but as a comprehensive network that includes a philosophical view of the ethical as well as
practical significance of scientific investigation. A key idea is that the species survives which best adapts
to its environment. Ideal hypotheses usually don't belong to the adaptive category. This idea motivates the
introduction of the necessary flexibility at the lowest possible cost.
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performance, to relax the front-end requirements specification or to move analog
functionality to the digital domain [Eberle02a]. Our approach requires a co-
specification and co-design of analog front-end and digital compensation techniques.
n [AsbeckO1] this idea has been called synergistic design. The use of DSP
techniques is advantageous for several reasons: first, DSP benefits from the
availability of architectures with lower cost and lower power consumption. Second,
aspects of dynamic control, reconfiguration, or adaptation'” of functionality can be
easily integrated in digital designs in contrast with analog designs. Ac&r?ing the
same in analog requires significantly more design effort and appears a6t a much
less systematic process [Abidi00]. Note however that we do not stri @or a software
radio (SR) or software defined radio (SDR) as proposed in [Mi aéé The SR and
SDR approaches'® are purely performance-driven. Instea eenvisage a radio
design with an optimally selected, minimum flexibility. T@e of radio has been
called a software-reconfigurable radio (SRR) in [Brakens‘?k

Since receiver performance is of first concern, \thls chapter we apply these
techniques first to the receive side. Note that T compensation techniques will
be developed for the transmit side in Chapter @senﬁally, joint treatment of analog
and digital requires efficient mixed- 51g 0 -design and modeling techniques.
Development of corresponding, appr 'methodology is covered in Chapter 7. In
this chapter, we focus on functional g@chltecmral concepts.

This chapter is structured as f%}ws Section 5.1 introduces receiver design with an
overview of common arch@:t res and the accompanying nonidealities. Next, we
derive general require r WLAN receivers and review the state-of-the-art; the
identified challenges%vate our research. Section 5.2 describes solutions to the
dynamic range prokl%e in receivers through applying automatic gain control and
DC offset com@ﬁ ion techniques. Section 5.3 extends the co-design to timing
synchronizatiQy ection 5.4 explains the impact of channel response and
transmit/re (? filter design on timing synchronization and proposes a joint
optimizatiow approach. Section 5.5 combines these and additional compensation
technigues in an integrated receiver architecture. Section 5.6 concludes the chapter.

=S
,839 Receiver design

Receiver design would be easy if the ideal receiver consisting of antenna and data
converter (ADC) existed as postulated. The task of the receiver consists of
amplification of the usually weak receive signal, downconversion from a carrier
frequency to baseband, and suppression of unwanted signals such as noise and spurs.
However, these components do not exhibit at the same time sufficient dynamic
range, gain, bandwidth, suppression of undesired out-of-band signals, and
sufficiently low thermal noise and low power consumption. Unfortunately, neither a
linear concatenation of these basic receiver functions can be realized. Hence, actual

19 SR minimizes the analog portion of a transceiver assuming that RF signals can be digitized; this means
that nearly all transceiver functionality appears in the digital domain and can be implemented in software.
SDR assumes that a significant portion of the transceiver functionality is implemented in software; this
software determines largely the operation of analog and digital hardware components. A new wireless
standard shall be implementable by a software upgrade.
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receivers consist of a distributed chain of components that fulfil these functions. As
a consequence, a range of architectures exists trading off the different non-idealities
and their cascaded effect.

5.1.1 Receiver architectures and their non-idealities

For the understanding of the following sections, we briefly review the major sources
of non-idealities in the receive path. An excellent more detailed overview on
OFDM-specific non-idealities is provided e.g. in [Muschallik00]. Next, we describe
the major receiver architectures and comment on their advantages and
disadvantages.

Carrier frequency offset and oscillator phase noise

Carrier frequency offset (CFO) or residual frequency offset is introduced in the
mixing process through absolute frequency differences between the local oscillators
at the transmit and receive side of a communication link. It can be modeled as a
multiplicative effect in equivalent baseband notation,

i <

Y, =x.-e

O
ag = {\Q‘é&l)

J

where X, is the received signal, Y. is the signal after mixin ﬁhus applying a

carrier frequency offset), Af is the absolute carrier ‘j! ncy offset, f is the
s

sampling frequency at which the digital signals are p ed, and A¢ is the ratio

of carrier frequency offset and sampling frequency. Q

Originating from the local oscillator in both @mlt and receive front-ends, phase
noise refers to amplitude and phase Jitt local oscillator generation process
that translates mainly into noise in the mse domain [Wojituk95] [Muschallik95]
[Hajimiri98] [Leeson66] [Daffara9 ‘Q‘he phase noise spectrum is shaped by the
VCO and PLL characteristics, e ly the loop filter of the PLL. In general, it can
be separated into a common &'e error (CPE) which refers to the slow phase
variations compared to the DM symbol duration, and the inter-channel error
(ICE) referring to the fe}s%fbariations.

Carrier frequency ffsét and common phase errors exhibit little variation in time
such that they c%@e rather easily estimated and compensated for. This is not the
case for the i @ hannel error induced by fast phase noise components.

/0 mi @gv

MismatcHes in amplitude and phase between the in-phase and quadrature-phase
paths, termed 1I/Q mismatch, can be introduced by unequal signal paths for I and Q
components or an imperfect phase relation in the I/Q decomposition in the mixer.
I/Q mismatch can be decomposed into an amplitude mismatch component € and a

phase mismatch component A@ :

N
N3

&
Q}
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y, =Re{x,}(1-&)e ™ + jIm{x,} (1+ &)’ (5.2)

where X, is the received signal and Y, is the signal affected by I/Q mismatch

assuming the receive case. I/Q mismatch is also introduced in the transmitter.

Nonlinearities, imperfect gain, and DC offsets

All active elements in the receive chain have a limited dynamic ran@®. Signals
exceeding this range are subject to saturation or clipping. The ,&ﬁé saturation
behavior is difficult to model; hence saturation should be ayoi as much as
possible. On the other hand, all components incorporate th x{and, in case of
active devices, other noise sources. A weak inp t@:lal may become
unrecognisable.

Unwanted signals may occupy part of the dyna 'Q\reailge. These signals may be

present at the antenna input in form of bloc r interferers and not perfectly
filtered out. Another important source for r ton of the dynamic range in the
analog baseband part is DC offset. Stati offsets may be generated by bias

RF signal with the LO due to img\ t LO-RF isolation on the same substrate
(Figure 5.1). Dynamic DC off%sg n be introduced by mixing of close-in
interferers with the LO signal.

RF Q&al

Ximum Baseband

receive power v signal

%\\0) LO/RF Ieakag&
R

FiEu 5.1: A DC offset signal may be generated by self-mixing of the LO and RF

ignals in case of a direct-conversion receiver with LO at the carrier frequency.
X\~ LO/RF leakage is subject to layout and parasitic effects and not very well

mismatches in the baseband chain itselgﬁt Iso generated from self-mixing of the

LO signal

\_(b controllable.

Receive front-end architectures

There are several front-end architectures frequently used due to their specific
properties. The traditional solution is the superheterodyne architecture where one or
multiple frequency conversions to intermediate frequencies are performed (Figure
5.2). This architecture allows a good trade-off between dynamic range and filtering
requirements along the receive chain. Its disadvantage is the narrow image reject
filter needed which often require large off-chip components (e.g. SAW filters) or the
use of specific technologies (MEMS, FBAR). The superheterodyne front-end needs
a careful frequency plan to avoid unwanted mixing products between RF, IF, and
baseband frequencies. The last IF-to-baseband conversion can also be implemented
in digital-IF at the cost of higher sampling frequencies and a digital
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downconversion. Due to the intermediate IF stages, DC offsets from self-mixing or
LO leakage can not occur.

Receive

Antenna » Filter Filter

(Channel)

Ldl Mixer [—»{IF1 att. ®» Mixer | BPF [ Buffe
f f
LO1 LO2

ﬁ Gain ﬁ Gain Qq

Figure 5.2: Superheterodyne architecture with 2 IF-stages. Q

A more integrated and hence cost-efficient solution are zero-IF arc @}Hes (Figure
5.3) [Razavi97a] [Razavi97b] [Razavi99] and low-IF archltectu rols98]. Low-

IF architectures were not considered due to the higher mi signal suppress1on
required which adds significant cost in the case of W . The RF signal is

directly downconverted to the baseband frequency. AfS§1 pler frequency plan is
needed, less analog building blocks need to be desi , but large DC offsets may
be generated in the case of LO-RF feedthrough a specific harmonic mixer, a
LO at half the carrier frequency, here at f;/2 = z, can be used in conjunction
with a polyphase filter in the signal path ncreases the signal path loss but
reduces the DC offset. All architecture t I/Q mismatches that can originate
from mismatches in the I and Q baseban: Sg;ﬁgnal paths. The digital-IF does not have

this disadvantage.

\O
Other architectures exist but not been covered in this thesis. Most methods
presented in this thesis how are effective on the non-ideality and extendible to

other front-end architec

A careful implemen@?b of the analog RF front-end is extremely critical to the
behavior of multi r transmission since this scheme is used for spectrally
efficient transmiggipn schemes with many subcarriers and complex modulation
schemes [M . While cellular systems using e.g. GSM or EDGE reside at
frequencie ow 1 or below 2 GHz with low throughput rates in the order of tens
to hu@ of kbit/s and employing non-critical single-carrier phase-based
modulatién schemes (e.g. GMSK), wireless LAN works in the 2.4-GHz or 5-GHz
bands using a 64-carrier multi-carrier scheme employing modulation schemes up to

1% In WLAN, interference in the mirror frequency bands is common and hence sufficient suppression is
mandatory.
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64-QAM for throughputs up to 54 Mbit/s. Little can be easily reused from the large
available knowledge in the cellular domain.

Receive

Antenna ﬂ BPF
(Channel)

Polyphase E
| Filter

v

Gain |

el
M G(abl.'nog Correction

Figure 5 s'\%'O-IF architecture.

Achieving higher performance
Analog non-idealities @ the performance of the front-end and hence also the

performance of the e or transmit chain. For systems like Bluetooth,
requirements for t e(lnalog design were reduced on purpose to allow low-cost
solutions. For W applications, this is not an option. The use of extremely linear
components 1 @to high cost which is not feasible for consumer products. We
advocate fo re adaptation and compensation of the non-idealities in the front-
s at the cost of more design effort for partitioning between front-end
nd and more design effort for the actual compensation techniques.

.}@)g—only compensation is possible but usually very specific for a particular type
(b\}f transceiver design. It is not very scalable if we want scalability towards multi-

mode receivers, very large parameter ranges, fast settling times in packet-based
schemes, and high accuracy at the same time. However, a mixed-signal solution with
digital support improves reuse, reduces design effort, and allows for more intelligent
control algorithms [Sakurai03]. Heterogeneous digital techniques have been
proposed in [Bouras03] with mixed-signal loop-backs for compensation and digital
estimation and in [Lanschiitzer] for the transmit side. Advantages of digital
techniques are the high precision and repeatability, the flexibility, and the low
implementation cost [AsbeckO1].

The focus in this chapter is entirely on performance improvement. The performance
gains that our digital compensation techniques achieve can also be translated into
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relaxation of analog design constraints. However, it is difficult to quantify cost
reductions or reductions in power consumption'® due to this.

5.1.2 Our contributions

In this chapter, we describe digital and mixed-signal techniques for the mitigation of
analog imperfections. In particular, we derive two automatic gain control schemes :
a simple scheme applicable for constant-envelope preambles and a flexible scheme
jointly addressing automatic gain control and DC offset compensation using design-
time information of the front-end architecture. We suggest a solution for robust
timing synchronization in conjunction with automatic gain control. Next, we come
up with a technique to minimize the distortion effect of filters in the receive path and
show its relation to timing synchronization performance. Finally, we have integrated
all these techniques together with I/Q mismatch compensation [Tubbax(04] in an
overall architecture concept.

techniques can be applied as post-processing or active feedback control of front
resources [Eberle02e]. Our goal is to fit all required compensation techniqu
analog impairments in this framework of digital estimation and digital or: d-

signal compensation'%.
¥

The underlying concept of digital compensation is illustrated in Figure 5.4. Di%
r

Receiver = 1gna — >
Front-End (POSt_.) '
Processing
X
) RS
Active P R P
Control b )
N

Figure 5.4: Instead of embedding all pensation directly and in a rather inflexible
and specific way into the analo eceive front-end, we suggest an embedding
with digital functionality. A hybfid“approach employing post-processing and active
feed@t’control is most appropriate.

AGC and DC offset x@?lsation (DCO) techniques have been evaluated for four
different front-em&éntectures in simulation and partially on real front-end

implementations '}

o A z superheterodyne receiver with two IF stages at 880 MHz and 140
Z implemented as a discrete board design;

1% A power reduction could be obtained if the corresponding circuitry was designed such that its 1/Q
accuracy increases with power consumption or its noise figure decreases with higher power consumption.
Since late 2005, inspired by performance-power scalable design (see Chapter 6), such circuits have been
designed at IMEC, e.g. for a scalable baseband filter and a scalable transmit preamplifier chain.

1% Quoting Y. Tsividis: “Analog has a big friend, [...] and his name is ‘Digital’.” [Ohr04]

197 All of these designs were implemented in IMEC but not all were published.

\

N
®\
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Q A similar 5-GHz superheterodyne receiver implemented in a system-in-a-
package (SiP) approach and a digital-IF stage;

O A zero-IF receiver with a 5-GHz local oscillator;

Q A zero-IF receiver with a subharmonic mixer operating at 2.5 GHz
[Come04] [Shimozawa96].

All receivers had the same design target meeting minimum SNR requirements for
each modulation scheme up to 64-QAM at the minimum sensitivity @rel and
coverage of a receive range from —85 to —30 dBm.
The overall digital compensation architecture has been validated &r@n integrated
zero-IF receiver front-end [Eberle02a] [Come04].

5.2 Automatic gain control and DC offset ¢ ﬁ%ensation

Automatic gain control (AGC) is an estimation and \1pensati0n process to arrange
optimum dynamic range usage in a receiver fro in order to guarantee optimum
signal quality at the input of the decoding sta

Both estimation and compensation can b?@ormed in the analog or digital domain.
We find the following topologies: s\g

e digital-only (both e@on and compensation in the digital domain);
towards software radi

. digitally-controlestimation in digital domain, compensation partially
analog); tow, software-controlled radio

e mixed-sig @luding analog decision/control facilities);

e analog- (both estimation and compensation in the analog domain; not
consie here).

Conve; t@l designs often employ analog estimation and compensation; however

this r@ts in customized designs with little reuse and low flexibility. Pure digital

gaifitcontrol is often not possible since dynamic range in the analog front-end must

ady be controlled. A hybrid solution with mixed analog/digital compensation

d low-cost and flexible digital estimation appears interesting due the low

analog/RF complexity and the low-cost yet flexible digital design portion; hence, we
opt for this.

AGC is a control technique and can rely on open- or closed-loop control. Note that
open-loop or feed-forward techniques in a receiver context would require signal
strength estimation prior to compensation and hence estimation in the analog
domain. Consequently, we go for a closed-loop technique. Note also that, due to the
large number of non-idealities and hence unknown characteristics of the receive
path, open-loop techniques for high-performance wireless receivers are not practical.
This is also the reason why we can not treat automatic gain control as a gain-
adjustment technique only. Dynamic range optimization is hampered if unwanted

1% A not fully accurate but more traditional statement is that AGC maintains constant output level
independently of the input level [Bertran91].
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signal components dominate the usage of the dynamic range. This is, for example,
the case for DC offsets created due to device mismatches, self-mixing, or mixing
with interference signals. Hence, we need a joint optimization of AGC and DC
offset compensation.

We apply AGC to packet-based wireless LAN schemes. Packet lengths are in the
order of several milliseconds. This is short compared to the slow time variation
typically seen in circuit components'®”. Hence, we can restrict ourselves to
developing AGC techniques for initial acquisition and can ignore the tracking of
gain and DC offset variation over time.

In this section, we first review the state-of-the-art in AGC techniques (Section
5.2.1). Next, we propose a simple AGC approach that works for particular
acquisition sequences (Section 5.2.2). We extend this approach to a generic
AGC/DC offset compensation approach that is compliant with IEEE and
HiperLAN/2 standard requirements (Section 5.2.3). Finally, we extend our studies to

compared with respect to their dynamic range and signal quality properties (Secth
5.2.4). (\Q

5.2.1 A survey of existing techniques s\g

A multitude of solutions for automatic gain control and DC offggg'npensatlon is
found in literature and patent databases. Notably, most of the a ches are ad hoc
and very specific to a particular front-end architecture or ication. Moreover,
most of these approaches did not fit the requirement a flexible and fast
technique applicable to a variety of front-ends. X

Most of the general theory on AGC assumes- sg}nuous analog control loops
[Ohlson74]. From our experience, analog-only yeceive-signal strength information
and gain control is not accurate enough Whlon also confirmed in [Fujisawa03] in
the context of WLAN. Q

In this context, we need converge Qf the AGC within the first 8us of the STS
sequence. The digital control niques presented in [Wang89] [Nicolay02]
[Perl87] [Shan88] are too slo d can not be easily scaled. The open-loop feed-
forward AGC in [Walker94Jytelies on a fairly-well characterized front-end and
constant-envelope 51gnal e AGC for DAB in [Bolle98] relies on the availability
of null symbols in a@\nuous stream and is also too slow. [Jia00] and [Weber75]
involve the digital ding which introduces an inacceptably large delay. [Shiue98]
applies limitin niques which are only applicable for constant-envelope signals.
[Morgan75] @%LovrlchSS describe discrete-time techniques which are however
only appli to a single gain stage. [Minnis03] abandons the AGC at the expense
of a hi @ersamphng ratio and hence increased power consumption. [Prodanov91]
defines an AGC-less architecture for Bluetooth which however has relaxed
specifications compared to WLAN.

19 This applies both to front-ends based on discrete and integrated designs.

&
Q}

an exploration framework in which different front-end architectures can @
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Interesting details were found and taken up into our implementation. [Victor60] and
[Elwan98] introduce the log-domain processing to reduce digital dynamic range.
[Schwanenberger03] and [Fertner97] suggest AGC with variable or switchable step
sizes. In [Hulbert96], we encounter a bandwidth-adjustable loop filter.

For the removal of the DC offset, solutions can be subdivided in two main
categories. First, the insertion of a high-pass filter which eliminates signals close to
DC; this solution is only applicable if there is no modulation informati Qlose to
DC and may induce distortion due to its delay (Section 5.4). For&DM, this
technique limits effectively the distortion-free synchronization ré@e too much.
Second, subtraction of the estimated DC offset. Note that to pr saturation, DC
offset must be removed before baseband amplification c@as/applied. Digital
techniques are reported in [Yee01] [Sampei92] [Lindoff00

In the end, none of the reviewed techniques for AGC\a@l\)CO compensation meets
our constraints. @K

5.2.2 A simple AGC approach and anal;%/of preamble properties

One of our first system designs involve oupling of the Carnival ASIC design
with a 5-GHz superheterodyne front; % to arrive at a complete physical layer
implementation. The architecture 0&1 ront-end is described in Figure 5.5.

I |
i | Digital IF
- e e .
-+ Yot e >
10 dB . 25dB . 17 dB
@5 GHz @ IF (@ baseband

Figwe 5.5: Dual-IF receive chain with distributed digitally controllable gain stages.

~Fhe challenge for AGC is to find the optimum gain configuration for each receive
\fb signal strength such that the digital baseband receives a signal with minimum noise

and maximum resolution.

We first review the requirements for AGC from which the dimensioning of the
variable gains in LNA, IF-VGA, and digital IF are derived. As a control loop, AGC
is sensitive to delays in the loop. Hence we analyze the delay properties in all
elements in the front-end receive path and the variable gain elements. We also show
that the envelope properties of the receive preamble on which the signal strength
estimation is based has an influence on AGC performance. We propose a
proportional-integral (PI) controller for AGC and evaluate its performance for the
entire specified receive range and several preamble types.

"% The discrete superheterodyne front-end design has not been published.
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Requirements

The dynamic range specified in the standards require a receiver sensitivity of at least
—82 dBm for an SNR of 4.8 dB for BPSK and the receiver must be capable of
handling input power levels up to —30 dBm. Thus, the goal of the AGC is to achieve
a gain control range of AG = 52 dB. There is however a gain difference of 17 dB
between the minimum sensitivity depending on the bitrate. We cope with these 17
dB entirely in the digital domain, thus all modes require the same maximum analog
AG of 35 dB. The limited dynamic range of analog components leads the designer to
distribute the variable gain along the front-end. For 64-QAM with 4c-clipping, a
maximum of 8-bit precision is required [Come00]. Thus, there is a trade-off between
noise contribution appearing early in the front-end and quantization noise at the A/D
converter [Clawin98]. An accuracy of +/-3 dB around the desired power level
ensures negligible performance loss in the digital baseband processor. A backoff of
6-dB between the maximum signal power and the mean signal power accommodates
a crest factor based on 4oc-clipping. This accuracy complies with the minimum
tolerance of +/-5 dB required in ETSI for the measurement of the received signal

o

strength level RSSI. Q}Q

the gain within the first 8us to allow undisturbed channel estimation and fin ier

The time constant of the AGC loop must be short enough to allow convergenie
offset tuning.

%
O{@

Detailed architecture analysis

Dynamic range considerations and noise figure require a varial NA gain of 10
dB. A single bypass switch allowing 0 or 10 dB is sufficient pagation delay and
settling time depend mainly on the decoupling capacitan e control input and
the drive capability. With a 20-mA drive at 3.3V and 1-nF load, we obtain

about 400-ns delay or 8 samples at 20 Msamples/siFor the IF-VGA, we have
obtained a sum of settling and propagation timg @fdmaximum 100 ns for a gain
variation up to 25 dB with a programmable att Uator (measured). The 41-tap FIR
filter running at 80 Msamples/s represents with ™)1 samples delay at 20 Msamples/s
the major delay component. An addition &et of 2 samples delay is added to all
gain control paths, thus also for the dmg ultiplier, to account for DSP pipelining

delays.
©
Preamble properties \(b

Automatic gain control relie@n the estimation of the average signal strength based
on the first part of a regérye packet. For this purpose, acquisition sequences are
foreseen partially or, ly dedicated to the AGC process. It is obvious that the
estimation of the a‘Q e signal strength depends on shape and properties of such a
preamble. Thereféfe; we analyzed and compared three different preambles — our
proprietary p le used in Festival and Carnival designs, the IEEE 802.11a based
PLCP standagd preamble, and the ETSI HiperLAN/2 BCH standard preamble
(Figur@

It is clear that any variation of the envelope of these sequences causes deviations
from the average, resulting in contributions for higher-order moments. This results
in an estimation inaccuracy for the average value. We assume that the first 8 ps (160
samples) are used for AGC in all three cases. A suitable criterion is the minimum-to-
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maximum power ratio min {S(k)}/ max {S{k} per sample. This results in 21 dB
ke]0,159] ke[0,159]

for IEEE and 31 dB for BCH. Our proprietary sequence achieves 0 dB. Hence we
expect a significantly better AGC performance due to the lower disturbance.

proprietary®
IEEE PLCP

ETSIBCH

Figure 5.6: Comparison of the structure of the I

X X XXX X XXX X

AlAA IAIAB B B B IB

CP C CP C
I 1 | ]
Gl2 T1 T2
I I ] -
CP C [
I I ] -
8us

N
802.11 PLCP preamble, the

ETSI BCH preamble, and our proprietary p@le. All preambles use repetition

patterns with original (X,A,B) and inve
sequence has a programmable sequen

A Pl-based automatic gain c
The AGC loop actually contat
baseband gain (Figure 5.
of the digitized and do,

compare it with the (ri

controller that
based on a distri

pr

&

ont

o

ences (IX,IA,IB). Our proprietary

s¢
Q&ern allowing also longer or shorter
s&@ ces.
N
(yop

ree loops controlling the LNA, VGA, and digital

11 amplifiers are linear-in-dB. We estimate the power
nverted signal, optionally filter the power estimate and

ion rule (Equ. 5.4).

ence level. The error enters a proportional-integral (PI)
es the final gain which is distributed over the three amplifiers

\
An AGC $ is in general a nonlinear system producing an output signal with a

gain
How

tion settling time depending on the input signal level [Khoury98].
, our AGC loop should be designed to settle for all operating points within

.AQ\ 52 dB in a fixed amount of time. A linear control system can not accomplish
xHhis; instead a nonlinear dependency of the gain g in dB is required. An exponential

aout = kl eXp(ng)am

&relationship exhibits a suitable 1/O behavior:

(5.3)

For a lumped amplifier model, the PI controller achieves a constant settling time
[Khoury98] with proportional and integral gain as parameters. We used this
topology slightly modified with an upper and lower bound of 0 and 52 dB for the
integrator. An extension to a gain distribution rule was required to address a

111

distribution of gains over several amplifier stages. On an experimental basis ', a
simple rule was chosen with non-overlapping gain ranges (all numbers in dB):

! Specification ranges originated from an initial cascade analysis and design specification of the front-

end design team.
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g B 10 : g, 210
INA  —
0 else (5:4)
gvoq = max{0,min{25,g-g ,}}
8ag = max{0,{17,8- g \x ~8voa '}
received
signal | syitchable linear AD 4
—* LnA Dg * in-dB VGA D5 ™ converter | AT ] 0
[ 3 [ 3 l l
fs/4 down
conversion ® \Q)\
l gain- @K
LNA VGA Dig Mult [inear-inaB adapted \()
delay delay delay *  Dig Mult digital =,
r § % f signal

limiting
integrator

Figure 5.7: The AGC employs H@\gain control loops with a control interface
distributing the total gain over ¢ ferent gain stages. We proposed a PI controller
rth integration limits.

6®
Performance evaluation}%

To evaluate the co er performance, we define a hard criterion: gain has to
converge within N3 dB after 160 samples. Since the AGC has to work over the
whole specifie %t level range, we also request an uninterrupted range of input
power leve r which the AGC converges. Therefore, the lower and upper
bounda e gain control range are extracted from simulations. The gain control
range @continuous input power range over which the signal gain is adjusted with
the required accuracy.
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Simulations were performed using the following parameter sweeps:

Q initial gain from 0 to 52 dB in steps of 6 dB,
a set of 121 indoor multipath channel models,
Q input signal level range from —90 to +60 dB.

The target to meet is specified as follows:

Q signal within +/-3 dB of reference level, 46
Q convergence in less than 8 ps, Q
O take the max. continuous input level range for which this hélds.

From these simulations, we derived the upper and lower b ry of A4G. We aim at
achieving the full 52-dB gain control range under all Nrcumstances. Simulations
howevershow that we can not achieve this in all casei@ccess rates are 97%, 84%,
and 75% for our proprietary sequence, the IEEE mble, and the ETSI preamble
respectively (Figure 5.8). We conclude th \@equence with low crest factor
introduces less disturbance allowing for a 1a%f loop bandwidth and thus a faster
settling time. While meeting the specific for our own proprietary sequence in
97% of all cases, the simple linear-in- based controller does not reach similar
performance for IEEE and ETSI p. es. For the latter two, we need a different
AGC approach taking into g@ in more detail the specific distributed non-

idealities of the front-end.

-

0 ! ! ! T ! !

40_-.--.-- .---.--.---.-_

[=]

Gain differen@q’ dB

Success

40_Fallure:(>=52dB) _
(< 52dB)! : E :
5 : ! : 5 '
S J RN
(i} 20 A0 60 80 100 120 140

Channel number (0..120)

Figure 5.8: Based on simulations across 121 multipath channel instantiations, the
gain difference between minimum and maximum input signal strengths is computed.
Correct gain control over the complete range of 52 dB is required for success.
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5.2.3 AGC/DCO using design-time information

The goal of our joint AGC/DCO approach [Eberle02c] is to reach the optimal front-
end configuration for a desired signal quality within the required receive signal
strength range using only very limited a-priori knowledge of the preamble. We
present here a systematic approach that exploits design-time information on the
front-end during the run-time process.

First we classify the effects of saturation and DC offset on the receive signal at the
analog-digital interface. We propose a three-phase estimation/compensation process
to iterate towards appropriate gain/DC offset correction settings. Next, we derive the
signal strength and DC offset estimators. We continue with the actual gain mapping
and run-time configuration and the overall AGC/DCO architecture. Before we
conclude with a performance evaluation of our approach, we describe the design-
time methodology and tool flow associated with our approach.

Classification of receive scenarios \QQ
The effect of inadequate gain settings and remaining DC offsets can be classiﬁe@
three cases (Figure 5.9): (\Q

O Case I: large DC offset is present, hence perform DCO compe first;

O Case II: large gain and a small-to-moderate DC offset, hence gain;

O Case III: moderate gain and DC offset mismatches, com e both.

Case I denotes saturation due to a high DC offset; the DC o@is either clipped to
the positive or negative limit Ay, and any signal conten mes invisible. Case II
is the result of a negligible DC offset but too muc]% ; the signal is typically
clipped at both the positive and negative limit sin en small signal values are
amplified too much. In both cases, nonlinear; ts appear. Case III can be
corrected since no nonlinear distortion is preﬁt moderate gain and DC offset
correction within the dynamic range are d. The case to the right denotes
optimum usage of the dynamic range.

Note that the nonlinear cases | % introduce a severe bias for linear signal
strength estimators. We address roblem by appropriate estimator design.

+Asa

603

Case | Caselll Case lll

Figure 53%9: Case I denotes saturation due to a high DC offset. Case II is the result of
a negligible DC offset but too much gain. In both cases, nonlinear effects appear.

Case III can be corrected since no nonlinear distortion is present; moderate gain and
DC offset correction within the dynamic range are required. The case to the right

denotes optimum usage of the dynamic range.
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Three-phase run-time compensation approach with joint signal strength and DC
offset estimation

Our AGC/DCO strategy uses up to 80 samples of the STS part of the preamble and
partitions them into three pairs of estimation and compensation phases (ECPs)
(Figure 5.10). The length of the compensation phase should be minimized but
depends in practice on the achievable settling times of the variable gain elements.
We measured settling times in the order of 25 to 100 ns for a 1-dB programmable
digital 50-dB attenuator, 60 to 100 ns for an IF-VGA, and up to 250 ns f LNA.
Delays introduced by filters in the signal path should also be taken ingo\account. In
total, we assume delays in the order of 300 ns (6 samples) per adyistment. This
prevents transients and spurs from the adjustment process influéncutg the following
estimation.

We reserve the other half of the STS for coarse timing ahd carrier-frequency offset.
The first estimation will thus start with maximum ftefd#end gain to detect weakest
possible signals (highest sensitivity level) and tht&:e, with a high probability, a
signal and DC-offset saturated signal at the A@ase D).

T estl T est2 q T est3
(ot 1, Te? po Tet 1
<« {\%—» <> —>» time
o | |
2 Gain Adjustment
(), Transients

— gain-adjusted signal ||
= input signal
O gain-control signal

amplitude

~~~~~~ epeaees -

1000 1050
time samples
Figure 5.10: Subdivision of the preamble into three estimation phases (T_est) and
three compensation phases (T_c). Note that gain adjustments typically result in
transients during which no new estimation can be performed reliably.

1100

The first ECP mainly targets DC-offset removal. Analysis of typical zero-IF
architectures shows that the worst-case DC offset does not exceed the dynamic
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range of a 1V ADC by more than +/- %2 MSB for maximum gain. Using a binary
search tree to converge to the optimum DC removal level, we only need to
investigate two input regions. Thus a single decision is sufficient to leave the DCO
saturation region.

If the result appears within specifications, we reach case II, where a second ECP
tries to bring the input signal from nonlinear saturation to the linear range. The third
and final ECP can then use linear operations to directly set the front-end
configuration to a reliable optimum maximizing SNR. Such a partitioning is
required to allow a treatment adapted to the specific signal properties in each phase.
A first aspect is the shortened estimation time for phase I since saturation will lead
inevitably to a biased gain estimate. Second, we can apply different transition
strategies for the reconfiguration of the front-end resources, which we will describe
next.

The possible decision trajectories of this process are shown in Figure 5.11. %)

DCO only Q‘/Q

| e Q)
Gain only Compen
=" not

Compensation
not sufficient.....p
successful (%)

DCO only

Gain only
DCO
+gain

DCO+gain

(*) the ility for this transition shall be
mi i 'd by design of the estimators an
he gain/DCO control means

Figure 5.11: Decision trajec "és for the three-phase approach. Cases are indicated
in rectangular boxes. Esti on and compensation phases appear in round boxes.

NS
Derivation of a joi t@ral strength and DC offset estimator
Using only the sigial assumptions from the preamble discussion, we derive the

minimum m uare error (MMSE) estimators with an estimation length of L
samples for -offset compensated signal strength P, ;14 corrs
Q B 2
Pm,i+q,corr = _Dm,iDm,q + T z Sly—k +8Gm—k (5.5)
k=0

and DC offsets D, i 4.
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L-1
Dy tigy = %Eos{iaq}m_k (5.6)

where m indicates the index of the first estimation sample. The estimators work on
ADC input samples s;,., and s, The sampling rate can be flexible. In our
practical examples, it is equivalent to the minimum sampling rate, i.e. 20 MHz. DC
offsets are estimated separately on I and Q paths. By subtracting the QS offset
powers from the signal strength estimate, we can eliminate the DC-rel&@{i bias on

the average. Q)
%)

Performance analysis of the joint estimator :g\/

To investigate the performance of the estimators in the lin ion, we consider an
additional lumped additive white Gaussian noise soulrc\P th power N integrated
over the signal bandwidth producing noise samples () reamble signal power is
denoted as S and DC offset power as d;° and d,’, re%énvely. From

L-1 AS)
Dy iy = %kzos{iaq}m-k + d{-@{ﬁ/_k g (5.7)
) \

and the DC-free signal properties of\@l and noise follows that the DC estimator

is unbiased, O\

E D&m} =diq) (5.8

Both signal and noise increase the variance
\(’\\, var{D,, i o1} = %(S +N) (5.9)
of the estimafey} Since we can not exploit any further knowledge on the preamble
characteri@s The signal strength estimator
)
m,i+q,corr = _Dm,iDm,q
- O “ (5.10)
\ + %Z(Si,m—k + di,m—k + ni,m—k )(Sq,m—k + di,m—k + ni,m—k)
k=0

requires compensation based on the DC estimates to remain unbiased:

Ef y=—dd, +1(LS+Ld, -d,)=S$ (5.11)

Pm,i+q,corr

The variance of the estimate reaches it maximum for equal DC offsets d = d; = d,,.
The variance of the estimator,

Var By, g com = LN(S + M)+ 247 (5+.)) (5.12)

indicates that both DC offset, noise, and the signal power reduce the performance of
the estimator. As expected for the MMSE approach, the SNR for both estimators
increases linearly with the estimator length L. Estimator lengths of L=1/2 (initial
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estimates) to 24 (fine estimate) provide sufficient SNR to obtain estimation
accuracies''? in the order of +/- 1.5 to 3dB.

Implementation complexity

Our estimator architecture requires only two multiply-accumulate (MAC) stages,
two accumulators and a single multiplier for the DC path. The estimators can be
implemented as moving-averages or block-based accumulators. For the targetted
estimation accuracies, multiplication in the signal strength path can also be replaced
by less accurate, but multiplier-free min/max power estimation.

Gain mapping to distributed front-end resources

The estimators derived before provide us with the estimates of signal strength and
DC offset. At this moment, our control approach still lacks the run-time
compensation path to adjust gain and DC offset using the configurable front-end
elements, derived at design time. This run-time architecture consists of the state

controller (Figure 5.11) and a gain mapping algorithm that traverses the front- en%@

configuration space from an initial configuration at start-up to the global opti
based on the state information and the signal strength and DC offset estlmatlonq

We need to distinguish between the linear case III and the saturation @‘ and II.
This depends on the actual signal power at the A/D converter in the aptation
step, Puacr, the maximum non-saturating power level at the A/D rter, Paiemaxs

and the desired Backoff'>. If Py, < Piret ate = Prde.man 3 koff , we are in

the linear case where

N-1
( %gn ksl = AN
- N-1 Q\Q)
min( Yg,). Q (5.13)
max: 8 n=0 C)O N1
ml{maX(Z &n)» Pdes@ Padck+(zgn)k}

range -0

Otherwise, we are in the satug&n case, where

range n=0

( zgn 1‘@ (W( zgn)k + mln( zgn j (5~14)

The system off %lndependent gain elements''* with adjustable gain settings g,. w
acts as a fo ing factor. This algorithm trades off linear computation for binary-
tree se@Oontrolled by a forgetting factor w. A higher w reduces the impact of the

"2 This accuracy has been found sufficient in practice based on tests with a practical front-end. Higher
accuracies may not necessarily lead to improved results since variations in actual transmit power and
channel can easily come close to these values. Hence, a better estimation accuracy would not lead to
lower margins for the usable ADC range.

'3 A backoff is required to avoid saturation for signals with a non-negligible crest factor.

4 For example, gain elements can be implemented as attenuators or variable gain amplifiers.
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previous gain setting and increases the RF input power convergence range. We
experienced values of 0.5 for w as useful (Figure 5.16). The next gain configuration

(go,.., N—l) +1 1 computed based on the estimated ADC signal strength P4 s, the

estimated DC offsets D;and D, and the previous gain configuration (go ), :

(go,‘.,N—l Vi = f(Sk D, 7Dq,k ) (gO,‘.,N—l )k)

The gain configuration unit computes the new gain step. f{) is not@eﬁnalytical
function but a computational procedure where first actual signal str is corrected
for the DC offset. Next, with the current gain configuration of the\front-end, a virtual
RF received power is computed. Based on the desired A input level and this
virtual RF received power estimate, the new configuration ngs are selected from
a look-up table. For each compensation step, the gain dontrol unit reads the new
configuration from the look-up table and stores thesc@nfiguration of the previous
step for comparison. The look-up table contains configuration word per RF
input power step. We used an accuracy of 1 d T@ a worst-case dynamic range of —
85 dBm to —30 dBm, we need 56 words. A coufiguration word is a tuple providing
the configuration bits for all gain elem We used an 8-bit word as follows:
RFVGA_ctrl<0> controls the RF-VG options), IF2att_ctrl<0> controls the 2™

IF attenuator (2 options), IFlatt_%@ controls the 1% IF attenuator (2 options),
G

(5.15)

and IFVGA_ctrl<3:0> controls t A (16 options); the last bit is unused.

Clearly, several combina@s of gain settings exist that can achieve similar
performance. Hence, ution in the table may not be unique. To achieve a
unique solution for e F input power level, we apply a Pareto-based design-time
optimization which%li

! BBl out
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Figure 5.12: Overall architecture for a baseband and digital-IF input. Design-time
information is stored in the gain and DCO configuration. The controller simply
selects the appropriate configurations from the database based on state information
and estimated signal strength/DC offset.

BB(1+Q)_in
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Pareto-based design-time optimization

Approaching the optimum gain and DC offset setting for particular RF input power
requires a complete exploration of the configuration space offered by the front-end.
We can easily add additional optimization goals such as meeting a minimum SNR
requirement if we know a priori which type of modulation is used'"’.

Hence, the design time phase starts with an extended cascade analysis. The analysis
considers noise figure, 2"*- and 3™-order intercept point, frequency selectivity, and
includes saturation analysis from which we can conclude about the valid receive
range for a given SNR (and thus modulation scheme). An exhaustive design-time
search approach has been described in [Sinyanskiy98]; however, important non-
idealities of the front-end were neglected.

The design-time part of our flow (Figure 5.13) has been implemented in a Matlab-
based software tool. The program takes cascade analysis information as usually
expressed in a spreadsheet way as well as optimization goals such as the minimum
required SNR to achieve and the constraints such as the desired RF input power
range. A second option is to provide a full measurement set to the tool. As a resu
both cases the optimum configuration per RF input power is provided as a logk-
table. This design-time information can be downloaded into the embedded t@)ry

of our run-time architecture. (b.
O

Conceptual RF prototype OperatioRd)
Design available Syste
‘.......DD"‘........D."‘........D“‘.........6‘...." tlme
Spreadsheet Front-end \(1/
cascade measurements N

analysis

* Q
\\
Motif O®
Y @)

Exploration

for

o)
Performance \3

Link Look-up tables
Performance for programming
to
Configuration

o2
Impl ation NOT required Implementation required
(Gigure 5.13: Design-time run-time partitioning in our flow.

O
The o;&ization process iterates on an extended cascade analysis which has been
implemented in MATLAB. Criteria are the cascaded noise figure and linearity
requirements. Clipping and quantization in the ADC sampling process introduce
noise and nonlinearity. The gain settings of each variable gain element are the tuning

!5 This information is available e.g. in ETSI HiperLAN/2.

N
o
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parameters. They are specified through tuning ranges or discrete settings, e.g. for the
switchable LNA. From the optimization, we obtain the switching points, as a
function of the input signal power, between different gain configurations (Figure
5.14). The process is successful if we can find a valid gain setting for the entire
specified input signal strength range for a specific set of front-end constraints. Given
an initial front-end configuration parameter range, it is not guaranteed that this
process is successful; in this case, the results of the process will indicate that for
particular input powers, no satisfying solutions exist. As a conse e, the
parameter range for one or more components need to be adapted, new\&éhitecture
topologies need to be considered, or performance improvement measurgments in the
digital domain must be added.

max. achievable SNR and optimum configurations 0

w— Best
-3 RF VGA in ., SNR
" Low Gain »
= Saturated!
-45 30
-
; - 1 25
s s RF VGA in
2w High Gain R
oy
é .65 15
=70
10
=75
5
-80 SNR
too
16 18 24 ®  low

0 12 14
Baseband VGA gain in dB

@re 5.14: During design time the optimum gain configuration (white boxes) for
\ach RF input power is determined based on an extended cascade analysis. The gain
configuration defines RF VGA gain (high/low) and the baseband VGA gain.

The effect of saturation and DC offset in a surface plot as in Figure 5.14 can be
easily visually understood since they reduce the region where acceptable receive
conditions are available (Figure 5.15). Low VGA gains at low RF input powers
result in unacceptably low signal-to-noise ratios (lower-left corner); high RF input
powers with high VGA gains drive the receiver into saturation either because
parasitic DC offsets or the wanted signal is amplified too much (upper-right corner);
even for low RF input power, high VGA gains can lead to saturation when parasitic
DC offsets are present (lower-right corner).
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Figure 5.15: Saturation and noise limit the acceptable receive region.

Performance evaluation @Q
Results are based on simulations in MATLAB using front-end specifications {ro
actual IC designs, e.g. [CoOme04]. Figure 5.16 shows that our three-phase Q@ te
estimation/compensation approach guarantees a stable signal strength %@e ADC

input from —70 to —30 dBm''®. Each ECP phase increases the flat reg1 ter three
iterations, the desired range is covered. @
10 o
[EYEE PP TR R 5o nonlinear
: 2nd & 3rd est "V/- -/ A behavior
0 == et e (WSH000)s s e e — A
H 4
£ : 1st est. / / 7
m | H ‘ ; I'
© -10[Desirediavy I / 4
£ power léve - : o7 1
B — — — — — -? fo —
2 20 : / \/ - 3rd est
2 : f vV K (W=0.5) linear
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£ 0 i d flat. {w=0.5)
o ; region
2 :
40 / :
50 5
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Figure 5.167ADC input power as a function of the RF input power after 1, 2™, and
3 estwn and compensation step. Three steps and a forgetting factor w=0.5 are
requiked to achieve a flat gain region from —70 to —30 dBm. For lower RF input
powers, the front-end does not offer enough gain.

" This range was derived based on the IEEE 802.11a standard specification. Actual product designs may
extend this specification towards increased sensitivity (below -70 dBm) and increased robustness (above -
30 dBm) to differentiate from other designs. Our techniques are intrinsically scalable with an extension of
this range at the expense of an eventual additional decision step.
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Figure 5.17: Achievable SNR at the
end architectures. The minimum S
are indicat

input after AGC and DCO for five front-
quirements for several modulation schemes
d were met by the design.

modulation schemes. ances for the gain elements and the estimation were
introduced during tﬁi/ etermination of the optimum configurations to avoid
accidental saturatipiho reflect analog component tolerances and estimator variance.
Figure 5.18 sh the timing behavior of the FPGA implementation''” of our
AGC/DCO agptodch together with timing synchronization (Section 5.3). First, we
face a sa‘rtq1 signal (ADC data). The first gain reduction is too large; the second
step 1 I n a too weak signal; and the third step produces a signal with the right
averag%ignal strength.

Figure 5.17 verifies tha§@; strategy achieves an acceptable SNR level for all

ettles already earlier before the AGC _done signal becomes active and signals

5;@ timing synchronization to start. The synchronization lowers the AGC_hold

signal after successful synchronization to prevent the AGC from further gain
adaptations.

""" This FPGA implementation has been effectively used together with actual front-end designs. A
separate chip design has not been considered since the chosen architecture is dominated by its control
complexity and can be translated in a straight-forward way from the FPGA implementation to a chip
implementation.
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1st step (saturated) Sync OK
2nd step (too weak) Gain OK
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AL date
AL hold
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Figure 5.18: Timing behavior of the combined AGC/DCO and timing \Q

synchronization as implemented on FPGA. The right ADC input signal leve@
reached after three iterations.

5.24 Exploration of gain selection and LO-RF isolation {\Q

During the development of the AGC/DCO concept, it beca 51ble that our
methodology and software tools were also useful for xploration of the
performance properties of a front-end architecture [Eberle This is not surprising
since an extended cascade analysis is at the basis of our ach. Consequently, we
used this tool to compare different front-end arcllgc}ures with respect to their
performance and design cost. Of particular 1ntene% ere the maximum gain, gain

control range, and DC offset margins. %\

Exploration across four different front- @ ltectures

Four front-end architectures - ing both discrete and integrated,
superheterodyne and zero-IF, 5-G and sub-harmonic mixing — have been
analyzed regarding performance optimum AGC/DCO configurations over the
entire receiver dynamic range ar, design decisions at such a high architectural
level are often taken in a sengj*(uantitative way in industry.

and DC offset com fon to the four front-end architectures. The input to this
process was stand scade analysis information. Simulation, post-processing, and
optimization for gA&¢omplete test suite took about 30 min or 7 min per architecture.
This allowed& esigner to use this tool in an interactive way.

We applied our design—}ig%ptimization technique with joint automatic gain control

Result. O

Exploration runs for all four front-end architectures result in estimates for the
maximum available gain, the required gain range, and the margin for DC offset at
the ADC (Table 5.1). We see that the superheterodyne/digital-IF architecture
requires a significantly larger gain range due to its distributed nature. For the
typically achievable 15 dB LO-RF isolation, the 5-GHz LO zero-IF solution has a
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severe DC offset problem unless a very good LO-RF isolation of 24 dB is achieved.
The subharmonic mixing-based zero-IF receiver appears the most favorable solution
with moderate gain range and maximum gain requirements and basically no DC
offset problems.

Table 5.1: The superhet/digital IF architectures require a large gain range in the last
receiver section. The standard zero-IF requires high maximum gain, which leads to
DC offsets close to the ADC limit for low LO-RF isolation in the mix&x@" he

subharmonic mixing offers the best trade-off. Q
LO-RF Maximum Gain \ @Margin
Isolation available ran% between
in dB gain in dB in max. DC
\\P offset
and ADC
\Q) limit in dB
Discrete n/a 28 @4 32 n/a
Superhet/Digital IF /:O
SiP n/a b %4 31 n/a
Superhet/Digital IF ,\0)
Sub-harmonic n/a 'b\‘ 28 23 n/a
Mixing zero-IF ¢ON
5-GHz LO 51 37 24 2.1
zero-IF -~ 37 24 11.1

For the 5-GHz LO zero—@%e SNR depends nonlinearly on the LO-RF isolation of
the mixer (Table 5.2) asing the isolation improves the SNR only in a moderate
way. Still, applying a PC offset correction resulting in equivalent 24-dB isolation
would result in 3 gain in SNR at the specified minimum sensitivity levels.

N
Table 5.2: ﬁ?e DC offset based on self-mixing is not compensated, the worst-case
SNR is E@c ptably low and increases only slowly with better LO-RF isolation for
Q a 5-GHz LO zero-IF receiver.

O‘Q LO-RF Worst-case SNR in dB
\) Isolation QPSK 64-QAM
in dB @ RFin =-79 dBm @ RFin = -66 dBm
15 8.8 21.8
18 10.3 233
21 11.5 24.5
24 12.0 25.0
30 12.5 25.5

Figure 5.19 takes a closer look at the 5-GHz LO zero-IF receiver and compares the
two options for LO-RF isolation — 15 vs. 24 dB. Except for the switching point
between high and low RF gain, we can add between 6 and 9 dB more gain in the
baseband section without saturation.
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Figure 5.19: When DC offset correction is applied on the 5-GHz LO zero-IF
receiver (equivalent to the 24-dB LO-RF isolation case), 6-9 dB additional gain at
baseband can be applied as compared to the 15-dB LO-RF isolation case.

Our demgn -time exploration strategy has been proven useful and efficien
comparing four largely different receiver front-end architectures. The bene an
early architectural comparison is that realistic specifications can be devd& d for
the actual front-end design in which over-designing is avoided. For ﬁga;ye multi-
mode and multi-band terminals, the number of architectural choic parameter
ranges increases even more. Hence, the design cost due to a too h specification
potentially increases. Our methodology can reduce such r'% and will result in
significant design time and hence potentially design cost s@s

V

5.3 Co-design of automatic gain contro \'d timing

synchronization %\\
When assessing methods for the digit: 151t10n process (Section 4.3.4), we
mentioned already the importance of cesdesigning the digital baseband with the

analog/RF front-end to prevent pe @nce loss. This is partlcularly important for
the earliest stages in the acquisi process, namely automatic gain control and
timing synchromzatlon At thi @r y moment of reception, barely any information
on the incoming signal sequ, is available and the two algorithms largely depend
on each other. For this ?n we investigated the co-design of the automatic gain
control with the ti ynchronization, particularly addressing IEEE 802.11a-
compliant WLA i@ [Fort03b]. Several IEEE-compliant synchronization
algorithms have proposed in [Schmidl97] [Sony99] and [Minn00Oa]. However,
these proposgk not take into account the rapid gain fluctuations introduced by the
automatic control until a convergence has been reached. This prevents them
from @g under practical conditions. We have co-designed a novel auto-
correlatioh algorithm together with an automatic gain control interface that meets the
IEEE 802.11a expectations.

O
\@\\L~
a
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Preamble structure and improved synchronization algorithm

The preamble is divided into two parts, the short training sequence (STS) and the
long training sequence (LTS). The first 4 ps of the STS are used for AGC. The
remaining B sequences can be used for packet detection and coarse timing/frequency
synchronization. The LTS has a length of 8 pus and is used for channel estimation
and fine synchronization. We use the second part of the STS for timing
synchronization based on a moving auto-correlation (AC) scheme (Section 4.3.4).

We advocate for a first improvement of this algorithm for the IE 02.11a
preamble since the traditional AC detector rather faces a ramp-up tow; a plateau
instead of a clear peak, making synchronization more difficult. dd a second

auto-correlation and sum up the results: the first correlates over the gonventional 16-
sample repeating pattern while the second correlates over@}sample repeating

pattern.
\

Co-design of AGC and timing synchronization (%)

In general, synchronization algorithms are assessed assuming that the entire
preamble is received intact and with perfect g '1’1@ntr01. In practice, AGC alters the
front-end gains in discrete steps until the A%operates in its linear range and a
proper power estimate can be obtained. T '%‘ocess lasts typically 48 to 80 samples
of the STS (2.4 to 4 ps). The large gai ctuations and saturation effects that can
occur during this convergence pro 6& ten cause the conventional auto-correlation
detectors based on maximizati 10\ fail''"®. Hence, we need to synchronize the
synchronization and the AGC@ess (Figure 5.20).

Q Sync_enable

A\q/ v
Received Processed
preamble | preamble Sync_pulse
— AGC - Synchronization —»

Q—
QO AGC_hold

. @re 5.20: The AGC triggers the synchronization when its gain adaptation settles
ync_enable). The synchronization can prevent the AGC from gain adaptation
during estimation and after successful detection of a frame (agc_hold).

However, we still face the problem that it is unknown where in the preamble the
AGC settles. Conventional algorithms assume that the length of the auto-correlation
process is known and hence matched to the length of the remaining preamble. The
conventional detector creates a plateau instead of a clear peak in the detector output
due to this mismatch. Hence, we need a normalization with respect to the actual
correlation length. This is introduced by weighting the proposed double-
autocorrelation function with the power of the received signal r(m), obtaining a
novel detector function S(n):

'8 Conventional auto-correlation is sensitive to amplitude perturbations and only works satisfactory under
small absolute amplitude variations.
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r"(m)
S(n) = =k (5.16)

>l

The new algorithm only considers samples after AGC settling and works for all
lengths n of the remaining preamble. Hence, it does not rely on AGC convergence at
a particular time. This new algorithm creates a significantly sharper peak which is
easy to detect with a max detector (Figure 5.21).

1 T

Magnitude(ACF), normalized

o 5 100 1;[} ZlI]E' v.'Zé){] 3[‘]{] 350
Index inside preatible
Figure 5.21: The proposed double auto-corr n algorithm performs better than
the conventional single auto-correlation hm in that it produces a clearer and
hence better éﬂsctable peak.

Complexity assessment

The proposed solution reduces,{‘r ware requirements compared to the conventional
auto-correlation approach. o the synchronization with the AGC, the timing
synchronization is only a when needed and hence the moving sum along the
entire preamble is replaged by a simple accumulator. The division operation in Equ.
5.4 is only neede %relative comparison and can be implemented as a single
scaling multipli . Hence, hardware complexity remains mainly in the delay line
which in our c@%as a depth of 32 [Johansson99].

Perforw evaluation and results
Evalua was performed through simulation and emulation on an FPGA
implementation'" using AWGN and HiperLAN/2 channel models [Medbo98].

1% Complexity estimates and measurements obtained from the FPGA implementation were sufficient to
prove the performance/complexity benefit of this approach. The proposed architecture allows a straight-
forward chip implementation.
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Results were compared against the conventional auto-correlation system with perfect
gain control. Our proposal achieves a synchronization accuracy which is sufficient
over the expected operating range from 5 dB (for BPSK) up to more than 20 dB (for
64-QAM). Simulated timing variance corresponds to an accuracy within 2 to 6
samples 99% of the time. Even tighter bounds can be achieved by refining the
timing synchronization in a second step using cross-correlation based on the LTS

[Fort03a].
S

5.4 Co-design of filtering and timing synchronizati()é@
During the testing of the application demonstrators (Section Mnd the design of
the AGC scheme (Section 5.2), we found that filters in t@nal path had a large
effect on the performance of the OFDM system. Analog\anti-aliasing filters as well
as the digital-IF interpolation/decimation filters werey otiginally designed in the
classical way focusing on meeting a particular fre cy mask specification. This
appears suitable for a multi-carrier system that Q& per-carrier equalization in the

frequency domain. However, OFDM uses a -based transmission with symbol
durations of 4 ps. The FFT operation (Sect@ 4.3.1) essentially assumes a periodic
signal which is not the case. PN

| =~ Mo Channel Select Fitter 3
‘| =@ Butterworth Channel Select Filter |7
Chebyshev Channel Select Filter

rror rate

18 20 22 24 26 28
SNR in dB

Figure 5.22: While designed for the same frequency mask, the Butterworth
characteristic has a dramatic impact on the bit-error rate as compared to the
Chebyshev characteristic. In both cases, 10™-order analog IIR filters were used.

In [DebaillieOla] we found that different filter design techniques, while using the
same frequency mask, resulted in different degradation of the overall performance
(Figure 5.22). While designed for the same frequency mask, the Butterworth
characteristic has a dramatic impact on the bit-error rate as compared to the
Chebyshev characteristic. In both cases, 10"-order analog IIR filters were used. So,
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we are interested in a systematic assessment of this effect. We investigated the
sources for the performance degradation and devised a methodology and software
tool implementation that can be used for appropriate filter design and performance
evaluation [Debaillie01b] [Debaillie02].

Reasons for performance degradation

The block-based nature of OFDM was identified as the source for the performance
degradation. Normally, the cyclic prefix (CP) prevents the creation of intersymbol
(ISI) and intercarrier (ICI) interference (Section 3.2). The length of the CP is
minimized to save overhead and designed based on the length of the equivalent
channel impulse response. Most theoretical studies only focus on the multipath
channel as source for a scattered impulse response. However, we identified the
transmit and receive filters as the main source of group delay in the case of wireless
LAN systems which use a CP of only 16 samples (0.8 ps).

Mitigation %)

In systems with a large group delay, an additional time-domain impulse shortenj
filter is used at the receive side at the expense of considerable additional sys@
complexity [Chow91b] [Melsa96]. In [Armour(00], a time-domain filter is intr ed
with frequency-domain estimation of the time-varying coefficients which@ adds
substantial complexity. We looked for an alternative approach \h&?ould be
performed at design time and hence would not result in additiog]o plexity at

execution time.

Synchronization range and filter impulse response Q%

An analysis of the impact of ISI/ICI due to impulse reqp&e patterns revealed the
following interesting dependency between the optimurQ's nchronization location as
starting point for the FFT and the ISI (Figure 5.23). 1gher filter order resulting in
a longer impulse response reduces the synchroniz range which is identified by
the open horizontal width for a reasonably high ‘signal-to-interference (SIR) level
(e.g. 50 dB). We specify the synchronizati ge as the range over which the SIR
is negligible to the other noise sources (téynal noise and ADC quantization noise).

Hence, the amount of ISI/ICI @/% by the OFDM equalizer depends on the
pefee y q P

impulse response of the syste can be controlled by the timing synchronization
location. In [MiillerW98] t99] [Malmgren96] the optimal synchronization
location for minimum IS is theoretically computed. However, for practical

design, these approa é@are not suitable. [MiillerW98] does not take the total
impulse response 1@ account. [Pollet99] and [Malmgren96] require time-
consuming samplﬁe%&sed simulations.

Analysis an@,cv)timization Methodology

We deviséd)a practical analysis and fast simulation methodology to investigate the
impact ISI for a given filter response which also identifies the useful
synchronization range (Figure 5.24). Our technique is based on the comparison of
OFDM symbols concatenated in a normal frame to the transmission of isolated
OFDM symbols. ISI is created in the frame-based convolution while avoided in the
isolated case. We evaluate the ISI for each possible synchronization location over
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the length of the cyclic prefix and derive from this the SIR. Based on a threshold, we
can identify the synchronization range for acceptable performance.

SIRin dB

ISI power in dB

1 |
10 12 14 16

2 4 [ 8
Synchro@‘ﬁon location in samples

Figure 5.23: Causal an -causal ISI due to FIR filter group delay as a function of
the synchronizati ation. The synchronization range reduces with the filter
Xorder. Signal power is normalized to 0 dB.

A

3

This method \gwas implemented in a software tool in MATLAB. The fact that
we split thq?ltiﬁcation of the SIR and synchronization range from the actual time-
consumifi "BER performance simulation results in a considerable time saving.
Whi;gﬂe full BER simulation based on the Matlab tool proposed in [Come00]
@es about 5 hours, a complete analysis of the synchronization range with our
teehnique requires only about 6 seconds, resulting in a speed-up factor of about

\(b 000. The short simulation time allows this approach to be interactively used to tune

and optimize filter characteristics. Note that our proposed methodology still
implements the actual signal processing per OFDM symbol as in the Monte-Carlo
BER simulation. Hence, differences in the computational accuracy can only origin
from a difference in the randomly selected set of OFDM symbols for both cases and
from computational inaccuracies. Since we only need an accuracy of about +/- 0.1
dB for taking design decisions, this is easily met.

Importantly for the system and filter designer, designing potential filter
characteristics based on their spectral behavior is not sufficient but only a first step.
Particularly in OFDM systems, we suggest the use of a time-domain analysis to
estimate the impact on ISI and synchronization performance as a second step. This
two step approach prevents unnecessary lengthy BER simulations. These have to be
performed now only after both frequency- and time-domain behavior checks were
passed sucessfully.
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Figure 5.24: Our ISI/ICI analysis flow can be used for@r design. Based on a
given filter response, ISI/ICI effects are comparedkto the ideal case and the
-interference (SIR) results.
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Results Q

Simulations were performed to investig; ®9impact of the 10™-order analog IIR
filters for a Butterworth and a Cheb v characteristic. We observe that the
insertion of the filters results in a si @icant drop of the synchronization range and
the achievable SIR (Figure 5.25 ;\' 1, the Butterworth filter only drops to 53 dB
SIR which is negligible to the em noise of 30 dB while the 29 dB achieved by
the Chebychev filter creat additional system loss. Corresponding but time-
consuming BER simulqt;'g@ igure 5.22) verify these results, showing a significant

3-dB performance p or the Chebychev filter at a BER of 10™,

The results obta@ in this section do not only apply to the receiver design. They
actually inﬂu&@ any part of the transceiver chain in which filters occur. The filter
also plays_§m important role with respect to group delay in the transmitter. In
genera@@ﬁlter characteristic can be optimized depending on the sensitivity of the
modulatién scheme. In a multi-mode design with, for example, configurable analog
baseband filtering, our methodology can be applied to derive the optimum filter
configuration settings for each transmission mode.

\ response Y
Frame-based I Symbol-based
Convolution |« »  Convolution 0
(ISI/ICI affected) (ISl/ICl-free) l
| Q)\
Step-thru \\
Sync location (%)
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Figure 5.25: Different filter sh@affect the SIR depending on the actual
&@1 onization point.
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55 An integrah@gitally compensated receiver

N
The developme Qdigital compensation techniques in this chapter was inspired by

the fact that ¢ eed a low-cost solution to mitigate the imperfections in the
analog/RF t-end which, otherwise, severely degrades the performance of the
baseb eiver. We have investigated several techniques, in particular automatic

gain ‘control, DC offset compensation, the link to timing synchronization and
ﬁlt@%ng. In Chapter 4, we have already proposed solutions for carrier-frequency
.effset compensation, clock offset compensation, and common phase noise

ompensation. The important aspect of I/Q mismatch was not addressed in this work
but parallelly developed in [Tubbax04]. To arrive at a complete system solution,
these works were combined resulting in an integrated digitally compensated receiver
based on a 5-GHz system-in-a-package (SiP) front-end for OFDM [Come04].

First, we describe the approach for overall integration of all techniques. Then, we
conclude with a review of the contributions in this chapter and an outlook.

5.5.1 RF single-package receiver with digital compensation

Direct-conversion receiver architecture

Our digital compensation techniques were applied to a single-package radio receiver
with a 3V core-IC in 0.35-um SiGe BiCMOS [Come04]. The receiver was designed
for 5-6 GHz OFDM signal reception. The package has no RF input since the antenna
was integrated in the form of a patch antenna in the cover of the ball-grid array
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(BGA) package. The outputs are analog baseband I/Q signals which will interface
with a baseband CMOS chip. Many solutions today are heterogeneous systems that
require many external components such as RF filters, GaAs power amplifiers, and
antenna switches. Instead, this SiP receiver front-end combined a BICMOS IC, high-
quality integrated RF filters and a balun on a thin-film technology on glass substrate
(MCM-D), with laminates for the BGA package and the integrated patch antenna.

The front-end uses a special mixer architecture for harmonic direct down-
conversion. Its main benefit is that the high-power local oscillator signal is never at
the signal frequency, avoiding self-mixing in the mixers and high DC offsets at
baseband. While achieving high integration, the impairments of this front-end are
still too high as such to allow high-quality reception of 64-QAM constellations. I/Q
mismatch and phase noise have significant impact on the BER, carrier frequency
offset originates from LO mismatches, and an optimum automatic gain control
scheme is required to steer the distributed gain stages. Hence, this chip is evaluated

implemented on FPGA and tightly integrated with the OFDM core modem. Q\/Q

Digital compensation approach
The concept of the C3 engine was described in [Eberle02a] [Come04]. It rejies only

on digital estimation techniques and minimizes the amount of d-signal
interactions with the front-end to reduce design dependencies and,i ation risks
(Figure 5.26). All estimation and compensation steps were desi or compliance

to the IEEE 802.11a preamble. Only the residual DC offset du seband 1/Q path
mismatches is coarsely precalibrated off-line'”’. Re & slow DC offset
variations are taken up by the AGC/DCO compensation.(ll

X

Receiver |""'.;\"" . s; Analog Zero-IF
Antenna 7%\ g Receiver
Q Gains,A 4 I
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.. A\ 4
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< o * _
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Figure'¥.26: Our concept of compensation minimizes the design complexity in the
front-end by exploiting digital techniques both in the time and frequency domain.

120 Offline DC calibration requires an estimation period that exceeds the available time from the STS but
remains comparable to the overall acquisition sequence length (STS+LTS) for sufficient accuracy.

\\Q)

with a complete digital calibration, compensation, and control (C3) engine %)
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Resolution of interdependencies during integration

Integration of all individual compensation techniques requires a careful check of
dependencies. While this check had been carried out already for fine and coarse
timing synchronization, filter effects, carrier-frequency offset, clock offset,
automatic gain control, and DC offsets in our previous work (Section 4.3 and
Sections 5.2, 5.3, and 5.4), this proof was still missing for the interaction with the
I/Q mismatch compensation scheme proposed in [Tubbax04]. Since [Simoens02]
describes the impact of the two effects on each other, we verified the @ade of
carrier-frequency offset and I/Q mismatch estimation and compensal stages
[Eberle02a].

<

CFO estimation and compensation have to take place in the ti \Gmain in order to
limit the leakage in the FFT processing. For 1/Q m@ch estimation and
compensation, all four combinations of time-doma nd frequency-domain
processing are available. We suggest the following og@hg of the processes:

O CFO estimation in time domain base LTS,
QO CFO compensation in time domain ( TS and payload),
O I/Q compensation in time dom wnot for the preamble, only for the

payload part since I/Q estimatig be performed in frequency domain),
Q I/Q estimation in frequencm based on the LTS.

Since the CFO estimation QOmed first, it has to be robust against 1/Q
mismatch. We found'?' t rrler-frequency offset estimation performance is
acceptable up to 1/Q mi es of 10%/10°. A combination of phase noise and I/Q
mismatches higher th@§ % and 10° at once) results in not acceptable performance
of the CFO estimagiorv’algorithm. The remaining length of the LTS available for
CFO estimation ficient to reduce the remaining CFO to values below 500 Hz.
I/Q mismatchg ation performance is practically unaffected by carrier frequeny
offsets up kHz. The proposed cascade architecture with CFO estimation and
compen in time domain, I/Q mismatch compensation in time domain (once I/Q
coef ignts have been estimated), and I/Q mismatch estimation in frequency domain

ts adequate performance for all reception situations for IEEE 802.11a and

@erLANQ

Acquzsmon and digital compensation flow

The overall acquisition and compensation flow is illustrated along the time axis in
Figure 5.27. We can decompose the flow along the timeline in four phases: off-line
calibration, AGC/DCO and synchronization, I/Q mismatch and channel estimation,
and data reception. Different parts of the preamble and payload are used in the four
phases as follows.

Phase 1: Coarse DC offset (DCO) compensation is performed during idle time (off-
line) and does not rely on a valid receive signal.

Phase 2 — AGC/DCO and synchronization: When a signal rises from the noise floor,
a discrete 3-step joint AGC/DCO algorithm adjusts the front-end gains and performs

2! Internal report by W. Eberle and J. Tubbax, these individual findings have not been published.
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DC removal. This algorithm uses design-time information (extended, worst-case
cascade analysis-like) and/or lab pre-characterization of the front-end, to converge in
three steps to front-end settings where DC offsets do not result in saturation at any
stage in the receive chain and where SINAD at the FFT input of the OFDM
demodulator is maximized. This and timing synchronization is performed in 8 ps
during the first half of the preamble (STS).

Phase 3 - I/Q mismatch and channel estimation: During the second half of the
preamble (LTS), carrier frequency offset is estimated and compensated in the time
domain. After conversion to the frequency domain, I/Q mismatch is jointly
estimated together with the channel response, the latter being immediately
compensated for the 1/Q mismatch effect. The applied algorithm is insensitive to
CFO: measured on a hardware baseband channel model with 10%, 10° 1/Q
mismatch, 250-kHz CFO and 30-dB SNR, the EVM increases from 9.4 dB (barely
enough for QPSK) to 27.4 dB (more than sufficient for 64-QAM) with I/Q

Phase 4 — data reception: After this phase, all estimates are acquired and the pay \Q
data can be treated: CFO in time domain, I/Q mismatch in frequency in.
Constellation rotations due to slow varying oscillator phases (CPN, from
kHz) and channel/CFO variations are continuously tracked and corre,
measure of complexity, the I/Q estimation and compensation is 20 o@

complete timing and frequency synchronization.

-~
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Figure 5.27: Digital compensation techniques and classical receive functions like
timing synchronization and channel estimation/equalization are interweaved and
exploit the structure of the frame.
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5.6 Conclusions

In this chapter, we extended the design of an OFDM baseband receiver towards
practical usability in the context of an analog/RF front-end with its large number of
impairments. We briefly reviewed the range of analog imperfections that affect the
working of the baseband receiver and proposed

Q a novel algorithmic and architectural solution for fast and lﬂ&’@e joint
automatic gain control and DC offset compensation based sign-time
information; &

Q an architectural solution to elegantly link automatic gai c%’trol and timing
synchronization prohibiting mutual disturbance;

O an investigation of the effect of transmit and ive filters on timing
synchronization and a fast methodology to design filters in an interactive
way,

Q a complete architectural solution emb@ing all digital compensation
techniques resulting in a high-per ce solution around a low-cost

analog/RF receiver design.

Our solutions were verified through sifél\ations and implemented in FPGA-based

extensions that were used in syst ts together with different instantiations of
front-ends ranging from a s terodyne discrete to an integrated direct-
conversion receiver front-end«ig\the 5 GHz band.

The results presented i %@chapter have clearly shown that digital compensation
techniques are man '%] for a cost-effective design of analog/RF front-ends in
order to meet per{@a ce expectations.

Moving towar ulti-antenna, multi-standard and energy-aware front-ends,
requirements §&¢dMme even more extreme or cover a larger range of options to meet
such that @Aneed for adaptive and hence digital solutions even increases. We
stressgd (fhdt design-time exploration is a fundamental means to explore design
alternatives early in the design cycle and distribute functionality adequately across

tl@alog/digital boundary.

-

N
\é\ljnfoﬂunately, we noticed during the actual design that today’s EDA tool support for

such mixed-signal exploration at an early stage in the design is rather weak. Most
design tools focus on analog/digital interaction at the transistor and gate level,
resulting in rather long simulation times. There is clearly a need for higher
abstraction in order to keep system exploration tractable in time.

As a consequence, we investigated modeling and simulation techniques, addressing
this problem in Chapter 7. The concept of the AGC/DCO controller is extended to
the transmit part in Chapter 6 and generalized in Chapter 7 under the term resource
controller.

Importantly, our generic approach exemplified on AGC where run-time operation is
assisted and simplified by design-time information, can also be extended to cover
other calibration aspects in analog or mixed-signal circuits. It basically exemplifies
the digital and hence low-cost calibration and compensation of imperfect devices.
Since imperfections can be reduced at run time, this allows lower design margins
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and hence lower design costs and higher yields specifically for analog/RF
components and subsystems. Note also that the same approach may be applied to
mitigate process variation effects, both in analog and digital circuits [SakuraiO3].
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6 Design Space Exploration for
Transmitters

Strength is born of constraint and dies in freedom.
Leonardo da Vinci, 1452-1519.

Power dissipation has become the major constraint for portable devices. An exam
from the cell phone world shows that battery capacity has effectively only dou

over an 8-year period'?2. Current Li-Ion batteries can supply an average
consumption of 2 W to the electronics. This is not sufficient for porta
media devices such as the Nokia 7700, where a power consumption of
From this budget, about 40% is reserved for the analog front—e$(8h

power amplifier (PA).

receiver side in Chapter 5 have shifted the key problem e transmit side. Figure
6.1 indicates that power consumption is one of the r weak factors of WLAN

protocols when compared to protocols desig@@r low or ultra-low power

Performance improvements through low-cost digital comp n techniques at the
hf

consumption such as IEEE 802.15.4 (ZigBee) o E 802.15.1 (Bluetooth). The
trend towards increasing complexity is simil the evolution of cellular systems
from 2G/2.5G over 3G (e.g. UMTS) towar@ yond-3G/4G but out of the scope of
this thesis.

The major remaining challenge a @?{he high power consumption in the transmit
front-end (Figure 6.2). Also i ical wireless LAN transceiver, it is the power
amplifier (PA) that accounts g§ out half the power consumption in transmit mode.

The OFDM signal js ed through a superposition of waveforms, which results in
a large dynamic A%sge for the instantaneous amplitude. Common practise is to
design the PA e worst-case fluctuation and the maximum output power. This
worst case ines power consumption even when less average output power or
less dy range is required.

The power ampliﬁer&s@%%ents a major design challenge, particularly for OFDM.

In fact, the usage of battery supplies exhibits two constraints to the user: maximum
peak current and lifetime. While the maximum peak current limits the instantaneous
availability of power and hence concurrent operation, battery lifetime depends on

122y Neuvo, CTO Nokia Mobile Phones during ISSCC 2004 plenary presentation.
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the average power consumption. Higher performance requirements increase power
or energy demands. Hence, the problem is dependent on application scenarios and
service choices.

HiperLAN ___,/

802.11g*

Pawer consumption

Complexity

4

Data rate

* Standards process in progress

v
Figure 6.1: Power consumption in gengralNs a rather weak factor for standard

WLAN implementations and requirgs)dserious improvement such that battery
lifetime and hence conveniencg§fiproves or at least remains with increasing
zéh exity and new services.

applicatio

Consequently, we have to m$ evaluate for each relevant application scenario,
whether our system is en or power-limited. Since WLAN systems are supposed
to operate in various rios and offer a wide range of performance through
several communicati&imodes, the system may appear limited in specific cases only.
Solutions to ove power and/or energy limitation depend on the probability of
occurrence. Hi probability increases the relevance of finding an adequate
countermea%s. ence, besides a functional and architectural exploration, the

includes an application-space exploration. The necessity of this

solution
exten{l’b as already described in Chapter 2.
q

\(b AFE
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\S 6% 32%

(0,\ DSP/MAC
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Figure 6.2: Power consumers are differently distributed in transmitter (left) and
receiver (right) of SISO WLAN [Bougard04].
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Apparently the design space for transmitters can be divided into three layers of
abstraction, in which we have to search for solutions, given the optimization criteria
power and energy dissipation:

o Design Space Exploration at the Link Level
A performance/power optimization at the link level takes into account
properties and likelihood of application scenarios. The goal is to
specifically replace the traditional worst-case-based PA specification
through a probability-based specification. Behavioral modeling enables
quick exploration, which allows for example an early coverage or cost
analysis coupled to the PA technology selection.

o Signal-specific Digital-only Compensation Techniques
Digital compensation techniques take influence on the shape of the transmit
signal through functional modifications. For OFDM the dynamic range of
the signal can be adapted to the non-ideal properties of the analog front-

end. %)

e Digital Control of the Power Amplifier ‘Q
Digital techniques can also adapt performance/power properties of the %/

for example through a supply voltage adaptation.

Particularly interesting is the fact that these three techniques ar @mswally
orthogonal to each other and can be combined. However, we ow that in
particular application scenarios, a combination of less than all techniques is

sufficient.
Q‘b

This chapter is organized as follows. Section 6.1 prop@% a systematic flow for
performance/power optimization at the link level. Fifst, We describe the modeling
and computational flow. Next, we illustrate the %@ch for various optimization
goals in the physical layer and discuss an extengi the cross-layer case. Section
6.2 deals with the power/performance optimi n around the RF power amplifier
directly. We propose a run-time adaptati ategy and experimentally prove its
viability. Finally, Section 6.3 concludes g;chapter with a discussion of results.

6.1 Power/performan('{(a}timization at the link level

In this section, we descrybﬁ\)vo techniques for power-performance optimization.
The first explores { %wer performance design space using a probabilistic
approach and aims a t and early performance-power investigation of architecture
alternatives in v s environment and usage contexts. The second extends this
view to a true etess-layer perspective crossing the boundary to the data link layer
while at the € time proposing a run-time control technique.

6.1.1 Qse-case-driven power/performance optimization

The last decennia have faced the growth of both wireless voice, data, and
multimedia communications as independent tracks with their own roadmaps and
innovations; excellent examples are 2/2.5/3G voice and wireless-LAN-based
data/multimedia communications. A major challenge for the future is the integration
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of different services, networks, and transmission schemes into a transparent scheme
for the end customer. Besides performance, limited battery energy in terminals will
be a main design driver, requiring optimum control over energy usage over time.
Multi-standard, multi-mode capability will require a flexible terminal design, known
as software-defined radio (SDR) or reconfigurable radio [PereiraOl]. However,
flexibility usually comes at the price of power consumption. Consequently, an
optimum trade-off between the required flexibility for a range of applications and
services, and the power consumption in each mode is required.

Exploration effort using traditional design methods such as link bu %f cascade
analysis'> for the physical layer does not scale reasonably for fu n§systems for
which a necessity exists to support multiple protocols, modes tandards The
rich variety of modes in today’s WLANS already represents (pf)ratlon challenge
[Doufexi02]. On the other hand, even a limited explor@;f the design space
employing ray-tracing simulation or Monte-Carlo simuation appears clearly too
slow. Simulation time becomes even worse if power@sumption is included as an
additional optimization parameter. %)

We propose a probabilistic, strongly model- approach that leads to quick yet
quantitative design decisions [Gielen02] nay94] based on performance/power
metrics across the digital/analog and p /physical layer domains. Importantly,
we start from actual user scenariq derive high-level performance and power

figures; this supersedes the c a@c BER = f(SNR) approach at the digital
communications level. Our ag%gc relies on adequate correlated performance and
power modeling. Howevergit does not require the same accuracy as expected from
actual sample-based s@om; hence effort in modeling remains reasonable,
yielding mainly eq -based or statistical models with good relative and
reasonable absolut racy. Also, exploration time, particularly simulation time, is
drastically redu @ ith more refined models, the next step towards a framework
bj

for actual jective optimization at design time is possible, as recently
proposed i lb ontext of energy-aware systems [Bougard03a].

Our @oach has been successfully evaluated in a 5-GHz wireless LAN. Still of
sigimificantly lower complexity than multi-standard radios, the design space for a
N terminal is already huge and hence adequate as a test case [Bougard03a].
esults relate quality-of-service (QoS) parameters such as goodput in Mbit/s
(effective error-free throughput across a radio link towards the network layer) and
coverage to design parameters (power amplifier (PA) technology, maximum output
power), run-time configuration parameters (modulation schemes, transmit power
control levels), or cost (system power consumption).

Design-space exploration

The process of design-space exploration requires a definition of the design space and
its analysis criteria. With this information, an efficient methodology for its

12 Classical link budget and cascade analysis focus on performance only (e.g. neglecting power or energy
cost) and do not take into account the statistical relevance of a particular configuration. These are two
important extensions we introduced in order to establish a performance-cost trade-off and to prune
irrelevant configurations.
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exploration will be developed. But first, we situate the challenge of design-space
exploration for the system designer with the WLAN transmitter example.

Challenging example: System power efficiency, transmit power, and the technology
choice for the power amplifier, for example, are strongly dependent (Figure 6.3).
Preferable low-cost system-on-chip (SoC) solutions in CMOS are only feasible up to
12-dBm average transmit power in a WLAN context [Zargari02]. We will show that
this kind of cost boundaries has a large impact on flexibility and applicability of the
complete system. Complexity and dependencies make it impossible for the system
designer to derive easily quantitative decisions. A methodology is needed to
efficiently traverse this rich design space.

\s\l
Figure 6.3: The design spa@nned by system efficiency vs. PA technology,

maximum power, and intrinsje, fficiency'**: where is the performance/cost optimum

for gﬁr particular application (use case)?

Q\

Design space

Performance an 5&( metrics'?® span the design space for (wireless) communication

systems. Acts@lmplementation of protocol and physical layers introduce a link
ON

124 Base\IK/IEC internal study (B. Come, W. Eberle, J. Van Driessche) derived from commercially
available state-of-the-art PA specifications.

12 Besides applying the right metrics, a challenge is also obtaining performance/cost models at a fairly
high abstraction level. However, modeling is here also often misunderstood: we do not need a model that
accurately describes the operation of a single transistor or gate. We need a model that captures a
particular transaction or operation, often on the average or for a best and a worst case. The goal is not
absolute accuracy but an improvement compared to the fact where we have no upfront model at all to take
design decisions.
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between performance/function and implementation cost metrics describing the
subspace of feasible, i.e. implementable solutions. Use cases and physical
implementation bounds constrain this search space.

Today and even more in the future, the multitude of usage scenarios on the one hand
and power and cost constraints on the other hand, require a systematic exploration
driven by metrics. First results on performance/cost reduction in RF/digital co-
design are promising [AsbeckO1], but definitively deserve the wider system-level
scope as explained here. @Q

Exploration of the design space for performance/cost optimization@@uires a clear
view on the bounding quality and implementation cost constraints’ In a wireless
communication system, a representative subdivision can b e}{ade into service
requirements, actual network environment and terminal p@ent constraints, and
implementation specifications for transmitter and receiven(Figure 6.4). The first two
define quality demands from a user perspective su effective data throughput
(goodput) in Mbit/s and spatial network coverage; th tatter two link performance to
implementation cost, particularly to power cor&/ on.

Many
Service
Requirements

Many Goodput

Receiver ., Many

Siggse Etifmency, Transmitter
ower —
Consumption P
O
3
O% Many
C) Environments

Terminal Placements

Figure 6.4: Relevant performance and cost parameters (goodput, power
consumption) depend in a complex way both on user-centric parameters as well as
implementation properties (specifications).

We consider a single transmit-receive WLAN link. Physical and MAC layer are
modeled. Scenarios (use cases) span the combinational space of service and
environment constraints, sometimes combined with implementation constraints (e.g.
maximum transmit power). Goodput, power efficiency n (transmit vs. dissipated
system power) and total dissipated power consumption are determined for each
scenario.

Clearly, a brute-force method is not applicable due to the combinatorial complexity
and the mix of discrete and continuous variables. In contrast to recent system- or
cross-layer optimization methods [Zhao03], our primary goal is not so much to find
the optimum configuration for each scenario but to weigh its probability of
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occurrence, i.e. its relevance. A typical example is the probability for a particular
distance between transmitter and receiver given a certain room topology and access
point (AP) placement; we see already a significant impact on transmit power if we
only move from optimum to sub-optimum AP placement (Figure 6.5). Hence, a
methodology for efficient exploration is required, involving statistical information.

Exploration methodology

Our methodology aims at fast, initial exploration [Donnay94] [Gielen02] of the
design space in three steps. First, we have to acquire power/performance models for
each subsystem. Second, we combine them in an efficient way to speed up
evaluation. Finally, the resulting system model is evaluated across the design space
parameters.

In the model combination process, dependencies become visible. The ordering in the
model computation is not generic; a sort of dependency graph for each application
needs to be derived. This, however, is easy for the required accuracy during initial
exploration, where the main goal is to reduce the design space by ruling out extr
design choices.

application-driven weighting between Monte-Carlo (MC) methods [Je 92] and
importance sampling (IS) techniques [Smith97]. The subdivision i ree phases,
however, decouples the complexity. Hence, our approach is signi tly faster than
MC runs at system level. Still, it would be slower than fullAS; but the required
detailed knowledge on probabilities is not yet available g initial exploration.
More accurate models based on actual designs, which wi ke the integration of IS
models more economical, will be usually available o@n a later stage of the design

process only. .
O
Energy-performance modeling %
The energy-performance models must c<§§Q1 relevant aspects of the design space
in an adequate accuracy yet remaining ;s mputationally simple as possible to yield

When comparing to classical simulation methods, our methodology pg(b@ges an

fast evaluation. As our design spacg=spans from RF to the data link control (DLC)
layer, each with its particular m ypes, we end up with a mix of heterogeneous
models to be combined to yie ystem model. Modeling is described as follows in
a top-down manner, starti@ m the data link layer and reaching down to the RF

components. .
N5

Modeling approa%@A primary assumption for all exploration activities is the
availability of ae rate-enough yet computationally efficient power/performance
models'*. O&@pproach mainly applies equation-based models that are first-order
theoreticatfddels (e.g. decoding gain) or, maybe later, calibrated models based on
actual urements (channel models). These models can be easily incorporated,
reducing significantly the initial threshold in an exploration process. We distinguish
two types of models: models that link performance and design parameters, and

126 An example for such a model is given in Figure 6.14 for the case of a non-linear amplifier. The model
can initially be based on measurements (e.g. represented in table-form), it can be approximated, or of
analytical nature.

o
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probability models (in the form of probability density functions, PDFs) that describe
the likelihood Pr{p,} of a particular value p,.

The average transmitter power efficiency E{7n} is computed by weighting the
instantaneous transmit power efficiency n(power p,) for a discretized input variable
in the limited definition range bounded by min{p,} and max{p,}:

E{naPHY } = A@Q

maX{PO} max{Ap(pO)} S o
I I Tapry o +Ap)'Pr{AP}Pr{pO})-d%}p{

min {po} 0 \E

Equ. 6.1 represents a double discrete integration with ghe‘outer integration over the
discrete transmit power steps p, and an inner iQ ation over the differences

between these steps. Since the distribution of tr; power steps is not necessarily
equal, we have a non-constant step width A owledge of the actual PDF is of
primordial importance. q

Link model: Our intention is to & the design space for a variety of user
scenarios. An extensive investi é& as carried out regarding different service
mixes for multimedia hom§ all-office/home-office (SoHo), office, ad-hoc
conference, and lounge scenarios (Table 6.1). These scenarios take into account the
correlation that exists b&n goodput request, distance, optimality of the AP
placement (Figure 6.5‘)1/% typical indoor multipath scenario.

Table 6.1: Eight s@esentative scenarios for 5-GHz WLAN; B, T, and W denote the
cla@tion into Best, Typical, and Worst case configurations.

Qd

127 Small-Office/Home-Office
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Figure 6.5: Simulated power density funtion of the distance betw;\g&e transmit

and the receive antenna in a rectangular cell context, considerin,
access and several access point (AP) locati

ct-to-peer (P2P)

Figure 6.5 shows the impact of receiver and transmitte ement for the example
of a square room topology. The peer-to-peer (P2%§gnario results in a distance

distribution with a fairly low average distance

can be approximated by a

Rayleigh distribution. In an AP-based scenari%ﬁ erent AP placements result in

large differences. Thebest placement is obg
smallest maximum distances and a fa@
exhibits two peaks and edge placemen

sly in the center, exhibiting the
se distribution. Quarter placement
fairly flat plateau. The worst case is

placement in a room corner with a.h@robability of large distances and the largest

maximum distance. R

Hence, room topology inﬂue;@the outcome through AP placement parameters

and pathloss scenarios. Di

and classified into 3

ce probabilities for several AP placements and

(B=best, T=typical, W=worst). Similarly, three discrete

uniform spatial termin@ilglribution were derived from 2-D topology simulations

path loss classes wereNderived based on reported broadband measurements in the 5-
GHz covering OK@OL indoor, and large-room scenarios (e.g. [Medbo00]). Results
were fitted to,@meters a and b in the classical path loss model for distances d:

QOO L(d) = L, +10alog,,(d/1m)+b »

where L, is the path loss for a distance of 1 m.

(6.2)

In this particular example, we assume a single-link with a IEEE 802.11a peer-to-
peer protocol employing a simple ARQ model with a retransmission bound. The
resulting goodput gpszp depends on the packet error rate (p.) involving
retransmissions, the retransmission overhead o, and the chosen net throughput r:
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8o =1=p)1=0,)r+p,(A=-p)1-0,,)5r (6.3)

Physical layer overhead and modulation/error correction coding have been included
as defined in the standard.
Finally, the relation between the coded bit error rate and signal-to-noise-and-
distortion ratio (SINAD) for all relevant channel states are computed involving
receiver thermal noise, noise figure NF and implementation loss IL: Q

Z

S Q
Prac,dBm = N + (NOB)rx,dBm + NF;x,dB + Ier,dB @0 (64)

rx(dec),dB V

The consideration of transmit power amplifier nonlinearit a\b deteriorating effect
on the SINAD is a particular extension to existing resuﬁ' hao03]. The distance
PDF(L(d)) derived from access topologies combing ith the required receive
power determines the PDF of required average tran%é' power for a given distance

d:
B B Q
PDF (P wxasm) = Preapm + P@i(d)‘m) (6.5)
’OQ

Signal model: A significant exte@ towards physical-layer signal models is

required when it comes to pow nsumption models in the transmitter. Previous
investigations mainly include formance aspects and neglected the instantaneous
power distribution of an M signal. In contrast to constant-envelope signaling

such as GMSK, OFD s a rather large peak-to-average power ratio (PAPR)
[Tellado99] which &es a significant back-off margin at the transmit power
amplifier; for pr I"class-A amplifiers this leads to very low power efficiencies
(below 5%). Powdr efficiency also depends strongly on the maximum available
transmit po%fe~ ractical technology leads to different upper power limits (see

Figure 6.3@V our investigation we include these effects and combine them with
particuidt device models.

Fi 6.6 illustrates the variation between the PDFs of the transmit power in dBm
different scenarios; the upper plot assumes a constant-envelope signal; the lower
lot takes into account the actual amplitude distribution of an OFDM signal and a
saturating amplifier model with a limit of 29 dBm. We can clearly see that the
OFDM signal nature results in a spreading of the PDF over a wider transmit power
range (introducing a higher probability for peaks at higher output powers) unless
these peaks get close to the 29-dBm limit and actually become saturated (the PDF
shape appears truncated). Accounting for the OFDM signal shape together with a
29-dBm power limit leads to a roughly doubled probability at the power limit (A).
(B) indicates an infeasible goodput of 46 Mbit/s; the bottleneck is not transmit
power but the MAC system overhead was too high. Besides the effect of digital
clipping to reduce the PAPR, future extensions will study the impact of filtering and
predistortion techniques. The computation of this graph is presented in more detail
in the context of the computational model below.
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Device model: Finally, dissipated power depends on the efficiency of the entire
signal processing chains. Except for the PA, we assume a constant Tx power
consumption in active mode; in future SDR, this will have to change. Idle time is not
foreseen since the optimization is for the transmitter only. A significant power
consumer in the transmitter is the PA. We embedded different PA architectures
[Raab02] ranging from conventional class-A and class-B to more evolved Doherty
topologies. Their efficiency dependency on transmit power largely differs (Figure
6.7); when weighted with the transmit power PDF derived from previo odels,
they offer a large trade-off space. This degree of freedom is exploitabl only full
design space exploration shows if a particular choice resulté\}l an actual

erformance/power gain.
p p g 0\/

The availability of the individual performance/power é)odels is not sufficient to
yield conclusions. These models must be integrated i{@an evaluation framework.

%)
| Service Requirements Q\/Q

O

Evaluation

Transmitter Specs

Receiver
Specs | PAPR
E NF,”— # I:)rx,avg( i Ptx,avg,max PDF(S)

¥

PDF(Piag) i PDF(P) |
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Environment
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PDF(d

d=distance, gp=goodput, L=pathloss,
IL=implementation loss, NF=noise figure

Figure 6.8: The computational graph links specifications to relevant
quality/performance and cost parameters.

The result is a computational flow (Figure 6.8) with both scalar and probabilistic
input variables. The derivation of this flow starts from component specifications
(receiver and transmitter), service requirements, and information about environment
and placement. Its basic idea follows the classical link analysis which is shown in
the upper-left part with minimum SNR, receive and transmit powers, and path loss
L(d). Then follows the important extension with the actual signal properties (PAPR,
PDF(s)) in the upper right corner and the statistical environment/placement
information. The lower right part performs a statistical treatment of this information.
The final outputs are average values (averaged in the context of a scenario) but
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intermediate probability distributions remain accessible. Evaluation occurs in a
parameter sweep across the required parameter ranges with an evaluation of the
computational graph for each parameter set. Computational efficiency is hence
important and influences, next to model availability, the complexity of applicable
models. In most cases, we computed approximations to complicated
performance/power dependencies a-priori resulting in computationally simple look-
up-tables or equations. The entire flow is tool-independent but for the practical tests
it has been implemented in a MATLAB framework which allows convenient pre-
and postprocessing for the modeling and exploration results.

Results

The previously described models for WLAN have been incorporated into our
framework. The eight scenarios in Table 6.1 were combined with three transmit
power limits of 16, 23, and/or 29 dBm corresponding to system-on-chip (SoC),
system-in-a-package (SiP), and discrete power amplifiers. This results in 8 x 3 =24

combinations. The entire design space has been evaluated and 16 out of 24 @,

scenarios'** are shown (Figure 6.9). Total MATLAB simulation time amounte
less than 5 minutes (ca. 18 secs/scenario) on a standard PC. Q
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Figure 6.%' ploration reveals a huge variation across scenarios considering

128 The remaining eight scenarios were very similar to some of the other 16. The scenarios can be traced
back to the original scenario in Table 6.1 by the desired goodput (graph in the middle) and the applied
power limit (graph at the bottom).



176 Chapter 6 Design Space Exploration for Transmitters

Results deserve a careful analysis since they reveal many dependencies. First, we
can see that a more efficient Doherty PA does only pay off if we actually exploit its
efficient region (a-6 is a counter-example). In most cases, however, we can win a
factor 20 in efficiency compared to a standard class-A design (a-15). Second, we can
identify scenarios where the power limit prohibits reaching the requested goodput
(e.g. b-3), even despite allowing 29 dBm transmit power. Finally, we can also
conclude (e.g. c-10) that the actual usage profile allows to replace an expensive 29-
dBm amplifier by a cheaper 23-dBm version. These were just a few Qamples.
Simulation does not only report average numbers, but indicates the Q@bility for
obtaining a particular goodput e.g. as a function of the distance; put/distance
(Figure 6.10) or goodput/power cost trade-offs can be made ({k/ét into account
probability of occurrence for each case [Vandriessche03]. 0
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Figure 6.10: A coverage analysis trades off goodput vs. distance'”. This graph
allows the validation of product features, e.g. coverage in case a 16-dBm PA is used.

In a second experiment, the tools capabilities were investigated to provide fast
assessment of use cases. An inquiry with 25 participants from industry and IMEC
was organized (Figure 6.11). The form asks for expected goodput performance, cell
radius, output power limits, and battery lifetime. Our software was used to traverse
all requested scenario combinations in about 40 min. For the ‘today’ scenario, the

12 15 m coverage may seem a low value for a 16-dBm PA; however, this graph does not show the
feasibility of achieving a certain goodput sometimes but requests achieving this rate at a probability of
95% under statistical channel conditions. It can be seen that plain non-statistical considerations
overestimate actual achievable goodput.
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probability of success for reaching the desired goodput under the specified
constraints was computed as well as the actual average goodput.

Requirements for the wireless link

Figure 6.11: gefuiry form '

O

N
6.1.2  Extension to cross-1 @rnk-level optimization

System exploration so far cé¥ered mainly the physical analog and digital layer and
only partially the MAC, . An extension of the optimization across several layers
is termed cross-l\ optimization and is subject to intensive research
[Schurgers02a] churgers02b] [Ebert99] [Kandukuri02] [Givargis02]

[ShakkottaiO3]. s-layer optimization across the traditional OSI layers is subject
to produce sighificant performance-energy savings since the existing standards at
different layers have often not been co-designed for optimum

In [Bougard03a] we have set a first step towards a novel framework that aims at
enabling context-aware energy-performance trade-off at run time while still

130 Assumptions for a car battery: 40 Ah; GSM battery: 1.05 Ah; laptop battery: 3.0 Ah. For 1200 mW,
this is 400 hours, 2.5 hours, and 30 hours, respectively.
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minimizing complexity of the controller. This approach is based on ensuring the
constant consistency between the system configuration and the environmental and
user-related conditions in order to achieve minimal energy consumption. This can be
formulated as a combinatorial optimization problem. The variables of the problem
are the low-level configuration knobs. The objective functions are the energy
consumption and the performance. Constraints of the problem may be user
requirements and on the other hand environment restrictions, e.g. radio channel

conditions in the wireless context. Q
AQ
Design-time run-time approach Q
In order to solve this problem, we have to follow a three-stepzprocedure (Figure
6.12). First, we develop an energy-performance model e system. This is
equivalent to the modeling approaches presented in Secti .1. Second, based on
simulation of the system under various configurations, \5@ extract performance and
energy as a function of the configuration. N\
o
Energy-Performance Energy-Performance \ Exploitation of the pruned
Modeling Model pruning Energy-Performance

Model at run-time

Upper layers ~~\__KQOS
5 ...

Et Run time E-P
_Mariager

Py

Zcsl

N

\'(' P '\\~\~<§/
N

Figurfe@Z: System-wide design-/run-time optimization approach.

The res@ olution space typically contains a large number of suboptimal points
with @ ct to one or the other axis. These points are not relevant and can be pruned
framithe set of points. Since we have at least two axes, optimization can — except for

%erated cases — not result in a single-point solution. Instead, we face a so-called
s\’areto—front or Pareto-hyperplane which presents the range of solutions that are

-

optimal in a multi-objective sense. An important goal is to reduce this number of
points at design time to the minimum required ones since the third step involves the
steering of all remaining configuration options at run time.

System under test

The system under test (Figure 6.13) consists of a physical and datalink layer and
exhibits configurable parameters for both transmitter and receiver (modulation
scheme, code rate), in the transmitter (transmit power, backoff), in the receiver
(number of Turbo decoder iterations), and in the data link layer (retransmission
scheme).
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Figure 6.147R&ducing the back-off at the PA results in higher efficiency at the cost

QO of more distortion.

As an example for the modeling, we illustrate the performance-power model for the
power amplifier (Figure 6.14). The PA was modeled using a simple 3"-order
nonlinear AM/AM characteristic that flattens out after reaching its peak. Results
shown were based on class-A operation; class-AB, class-B and more advanced PA
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configurations are under investigation [17]. A crucial design-time parameter of the
PA is the peak power and the class of operation. At run time, the back-off and hence
the actual average transmit power can be varied and thus is considered as
configuration knob. Due to the nonlinear AM/AM characteristic, a reduction of the
back-off reduces the SINAD while increasing the power efficiency.

Results™!

For the system under test, we need to define the performance-cost m?}‘hat we
want to compare. Since we operate at the data link layer, goodputsX is a good
performance and energy consumption a good cost criterion. The éb\ting energy-
goodput characteristics are given in Figure 6.15 for severdl gombinations of
placement and distance towards the access point. Traditio , the system would
have to be dimensioned by maximizing either the li pacity or the range,
tolerating a constant residual packet error rate (e.g. 1%) and averaging on the
propagation condition (e.g. 90% typical, 10% worst .

_@
Best, 10m Best, 20m 25 Best, 30m Best, 40m
1.2 1.6 3
14 2 25
1.1 :
2
15
R A [
1 — 1.5
= 89.5 90 80 85 80 60 80 80 80
i 6 Best, 50m Typical, 10m 10 Typical, 200 15 Typical, 30m
£ 4
S 5 8
[
:’ 4 3 6 10
5 3
S 2 4
g 2 5
P 60 80 60 80 40 60 80 20 40
—
()
c
L Typical, 40m 40 Typical, 50m Worst, 10m
;\3(:25 20
(b 20 30
X 15
15
10 = 10

20 25 30 15 20 20 30
Goodput (Mbps)
Figure 6.15: Energy/bit vs goodput characteristics for different environment

scenarios (placement, distance). In some cases, significant differences in energy-
performance scalability can be achieved (e.g. typical-20/30/40-m or best-50m).

! This work is based on a collaboration between B. Bougard and W. Eberle. Channel modeling and PA
modeling originate from W. Eberle. MAC and baseband modeling originate mainly from B. Bougard.
132 Error-free throughput.
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Using our performance and energy model presented above fixing the packet size
(512 bits), such an optimization would lead to energies from 77 nJ/bit (maximum
capacity, short range) to 300 nJ/bit (maximum range). Comparing this value with the
trade-off curves, we can conclude that our approach would potentially enable an
energy reduction by, at least a factor 2 and up to a factor 20, depending on the actual
channel conditions.

6.2 Run-time optimization for optimum power-performance

The previous section has clearly indicated that power-performance scalable
components are key to a statistical overall reduction of energy consumption in
wireless terminals. In particular, the power amplifier was identified as a dominating
power consumer.

In this section, we address the transmit chain in more detail. In particular, we want

this, we investigate the performance-power scalability of the transmit chain
discuss the run-time control implications. Q)

to derive a realistic power-performance model based on measurements. Based @@

Transmit chain setup ?(b'
i

We consider a transmit chain with a variable-gain amplifier, a pr ter, and a
power amplifier (Figure 6.16). We selected from a set of availa‘%é GHz power
amplifiers one that offered a sufficient supply-voltage ran% the Hittite GaAs
MMIC HMC280MSSG (Figure 6.17).

P

————————————————

: . Pin, Vdd
Configuration ;
@) Manager are design

QO parameters

Figure 6.16: The configuration manager controls input power and the PA supply
voltage. Cost parameters are the power consumption of preamplifier and PA.
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The amplifier has a nominal gain of 18 dB, a nominal single supply voltage of 3.6V,
and draws 480 mA under nominal conditions. Besides the supply voltage, we have
the gain of the variable-gain amplifier as accessible parameter. Ideally, also the
preamplifier would be adaptive'** and we would have access to independent bias
contacts at the PA [Saleh83] [AsbeckO1]. Since bias adaptation changes drastically
and in a quite unpredictable way the internal operation of the power amplifier, we
kept bias contacts to the recommended settings.
&

Vv

supply 44
&) ahp
. wild? % Wil o

F I — 1D3 CE — 2

—> 1

f 1= =[im
req’Pin RF IN HMC2R0MS RF OUT
EvaL PCB
§m,n(..) 103104

U1

ommercial GaAs PA:
O{@P =24 dBm, IP,=38 dBm

sat

280MS8G power amplifier as device-under-test and
on its evaluation board.

Figure 6.17: The Hittite
A design-time, c tion-time, run-time approach
Our goal is an optimum configuration management with VGA gain and
supply volta%oas control parameters, power consumption of the chain as cost, and
the 51gna§ ise-and-distortion ratio and output power P, as performance (quality)
para Since we assume a fixed gain in the preamplifier, we can also translate
A gain setting into an input power P;, and use this as variable. Hence, we
h for any achievable output power P, for configuration (V4 P;,) that results in
e minimum DC power consumption P

Forall

P, E[Pu,min ’Pu,max ]
with | P, =P, (V4P| <Gt
existsa tuple :P, .
Vaa,05Fm,0)

such that for all

Fiemin=Fic Vaa0-Fi.0)

= Vrrdll]{l P Vaas B} ‘ SINAD(V 3y P, )>SINAD,,, (0-6)

In a second step, we determine each point from the Pareto front which satisfies the
signal-to-noise-and-distortion (SINAD) constraint. Note that this SINAD
requirement relates to the BER and PER and is hence an input parameter. The total

133 A fully scalable design of a transmit chain except for the power amplifier is ongoing at IMEC.
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power consumption for the 2-stage (N=2) combination of power amplifier (PA) and
preamplifier (pre) is defined as

N=2

N-1
Pdc,total = ZPdc,k dec,PA (Vdd H Pm) + ])dc,pre (13”1 ) (67)
k=0

The characteristics of the preamplifier are based on a class-A model which is a
realistic assumption'®* for preamplifier stages. For the power amplifier, we
performed extensive nonlinear measurements of the Hittite HMC280MSS8G.

Measurements

Extensive measurements were carried out on the Hittite PA using a non-linear vector
network analyzer from HP'**. We varied input power from —10 to 12 dBm in steps

of 0.5 dBm and swept the supply voltage settings in 9 steps (1.5, 1.8, 2.1, 2.5, 2.7,
3.0, 3.3, 3.6, and 4.0 V). The full nonlinear S-parameters and the DC power
consumption were measured for all combinations. In a post-processing step, we (%)
derived the intermodulation-free range based on the measurement result at Q‘{Q
fundamental frequency (5.25 GHz) and the intermodulation products resulting fr

the 3" harmonic. (\é

Besides these measurements in a controlled load situation, we als rmed a
number of measurements to study the effect of load changes on the tput. These
load changes can be introduced by objects in the near field of t tenna which is
not untypical for WLAN cards in e.g. laptops or adapters in ot% mobile appliances.
We found from dipole measurements'*® that except fo situation where the
antenna is located parallel to a metal plate, reflected p s less than 10 mW (or
5%) for an output power of 200 mW. These refledted” powers do not harm or
influence the power amplifier significantly and ¢ \Q‘fect can be ignored. For an
exceptional case'’ however up to 125 mW &Qﬁ flected which would require

protection mechanisms.

R
Results C)
The optimization of the transmit chaifi ‘model was performed for several minimum
SINAD requirements. The powersadded efficiency PAE of the amplifier for various
levels of input power P;, rangi om -10 to +15 dBm is given in Figure 6.18; we
also performed a sweep ove supply voltage from 1.5V to 4V in 9 steps. We can

clearly see that the PAE n optimum fo supply voltages around 2.7 and 3.V but
also for higher supply~wlfdges. However, for the higher supply voltages, the PAE is
not an accurate meastge of performance since it also includes unwanted saturation

results. (0.
9

@)
P

13 To a lesser extent also class-AB stages are used in practice.

133 In collaboration with the ELEC department at the VUB, Brussels.

13¢ Reported in IWT UniLAN, MEDEA+ A106, Deliverable D3.3. Author: W. Eberle.

137 The exceptional case refers to placing the antenna only a few centimeters away from a large horizontal

metal plate; this is a situation that can appear when e.g. placing a phone, handheld, or laptop device on a
metal table, on a metal file or shelf, or on a table under a metal shelf.
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PAE = f(input power, supply voltage)
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Figure 6.18: Power-added effielehcy (PAE) improves with increasing supply
voltage (Vdd) and input po@ in). The higher three gain settings operate the
device beyond its gu%l d specifications and exhibit a different slope.
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Figure 6.19: Supply adaptation of the HMC280MS8G power amplifier exhibits four
useful control settings (1.5V, 1.8V, 2.1V, 2.5V) with a difference in power
consumption of 70%.
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Hence, we actually have to measure the signal-to-noise-and-distortion (SINAD) for
each configuration. An example result for a minimum SINAD of 20 dB, sufficient
for 16-QAM transmission, is shown in Figure 6.19. We see that we only need 4 out
of 9 possible configurations of the power amplifier. For the configuration manager at
run time, we need to invert the relationship in Equ. 6.8 since there, desired output
power and minimum SINAD are the input parameters.

(Vdd ’1)in) = f(Po,SINADmin) (68)
Power consumption does not appear directly anymore since the Pareto criterion in

Equ. 6.6 guarantees that for each combination of input parameters, always the
configuration with the minimum DC power consumption is provided.

6.3 Summary and Discussion

Chapter 6 raised the design space scope from digital component design (Chapt Q

and mixed-signal component design (Chapter 5) to system- lev
communications link-level design. Moreover, we particularly addressed t off
between performance and corresponding power consumption. In thi &xt we
proposed

O an approach to modeling abstraction covering jointly &dog/dlgltal and
physical/MAC layer scope;

O a methodology and computational flow f exploration of the
performance-power behavior of a wireless transgeiver system for a set of
service, environment, and device parameteféhls technique has been used

for classical design analysis but als Ved its usability for early
investigations in the product deﬁnitic&,%s ;

O an extension of this methodology t , generic cross-layer optimization
technique applicable in a wider ?jbxt;

O design-time/run-time adaptationr techniques to arrive at a power-
performance-optimal confi tion of the transmit chain with a particular
focus on the dominant % consumer: the power amplifier.

This chapter has introducedan exploration methodology and a resource control
approach for wireless. ms with a focus on transmit-side examples. A very
similar methodology run-time approach have been used already in Chapter 5 in
the context of -signal receiver optimization. The generalization of these
concepts is de in Chapter 7.

<>°°
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7 Methodologies for Transceiver Design

If the only tool you have is a hammer, you tend to see every problem as a N/

nail.

Abraham Maslow, 1908-1970.' \{9

Actual application design is an ideal source of inspiration for essentially required \\Q)
design methodologies. Practical experience allows the definition of cleqbg
requirements that stimulate both the development of new techniques as well as
adaptation of existing ones (Chapter 2). Q

O

This approach establishes the underlying rationale for this chapter
application-oriented research in chapters 4 to 7, we faced particular i
existing design flows such that we investigated improvements to
and the introduction of new techniques. In general, we can e that in each
chapter we developped or applied additional methods and re@the ones developed

earlier. Q
YV

We believe that this incremental approach to co-desi f design-methodology and
application design automatically leads to a focus essential design problems. A
risk of this approach is that only ad-hoc sol s are produced that may not be
generic enough to be reusable. However, n be avoided by considering the
methodology and tool development as current process with its own output.
Guaranteeing the actual concurrent execttion of both the design and the design
support processes is mainly a managemnent challenge'”. Moreover, our incremental

does not exclude that the probl escription for an essential design problem can
also be taken out of the desig and then treated in a classical tool-oriented EDA
context. (%)

A consequence is th@werging sources of problems also require investigation of
rather diverse tecl}gq es. To put them into perspective, we classify them according
S

\Y4
13 Among ma eresting things Maslow noticed while he worked with monkeys, was that some needs

take prec%@ over others. On the other hand, availability of particular tools tends to influence the

approac ans take to solve a problem. He took this idea and created his now famous hierarchy of
needs starting from basic deficit needs to being needs. Being needs, also called self-actualization and
growth motivation, forms the top. Maslow was one of the pioneers to bring the human being back into
psychology, and the person back into personality during the 1960’s phase of behaviorism and
physiological psychology. It has to be noticed that, in terms of a scientific basis, the cognitive
development theory [Piaget72] has replaced much of Maslow’s work but Maslow’s message that
psychology should be, first and foremost, about people retains its relevance.

13 “Don’t change priorities and recruit the tool designer as circuit designer, if deadlines approach.’
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to the time of use, design space, and abstraction level. Figure 7.1 shows the
classification and the transitions across these dimensions.

o Time of use
We distinguish between design time and run time. Design time describes
the classical range of techniques applied before or during implementation.
Run-time techniques are techniques that involve control, adaptation, or

reconfiguration of the implemented device. Further, we distingui tween
the first-time use and reuse of components. 3\
e Design space 0’

From functional and architectural point of view, we a@gﬁs the classical
digital hardware and the analog/RF domains. Howe@we extend this with
the application design space.
e Abstraction level

We rougly differentiate between the beha idcal level, an IP-module, and
the implementation level. This abstracti not based on formal criteria
but about their usability to capture@gn information for system-level
design, design reuse, and implementatiofi.

We distinguish between design-time, n@ne and reuse methodologies. As design-
time techniques we developed mi @nal design-space exploration, mixed-signal

co-design, digital design refin , and analog behavioral modeling. Reuse is
described for the digital desi ace and run-time techniques were developed for
the mixed-signal design s . Analog design reuse has not been considered here

since it requires a look % uit design and technology-related aspects which are out
of the scope of this the}/

This chapter js@hnized as follows. Section 7.1 establishes a practical digital
design flow. \(& troduce the underlying OCAPI technology, discuss the necessary
modificati nd extensions, and conclude with a (re-)use analysis based on two
ASIC n FPGA design. Section 7.2 extends the scope to mixed-signal system
simulatidn and behavioral modeling. We introduce the wunderlying FAST
te logy, discuss our co-simulation approach, and particular modeling techniques.
.Seétion 7.3 constitutes a design-time run-time partitioning approach for mixed-

DSignal systems. We motivate behavioral modeling, design space exploration, pruning

of complexity, and the synthesis of a run-time controller structure. The chapter ends
with a summary and discussion of results in Section 7.4.
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Figure 7.1: We distinguish b Q?%l design-time, run-time and reuse methodologies.
As design-time techniqu% e developed mixed-signal design-space exploration,
mixed-signal co-design, @igital design refinement, and analog behavioral modeling.
Reuse is describ r the digital design space and run-time techniques were

veloped for the mixed-signal design space.
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X
7.1 A practical digital design flow

For the Sesign of a flexible baseband transceiver as described in Chapter 4, we need
a design environment that offers

O means for describing the design at several abstraction layers to allow
efficient algorithm-architecture co-design [Zhang01]; as a minimum, we
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see dataflow semantics for the functional exploration and register-transfer
semantics for architecture exploration;

Q a refinement strategy for quantization allowing a mix of e.g. fixed-point
and floating-point style at different abstraction levels;

O a refinement strategy for communication between computational blocks
(interface refinement);

Q an output format fitting standard hardware description languages such as
VHDL [VHDL] or Verilog [Verilog] synthesis and layout flows ﬁd hence
towards a pathway to silicon implementation [BryantO1]. Q

The traditional design process of such a telecom system sta%s/zft the level of
MATLAB models. Extensive simulations allow to decide o\ the algorithms and
system parameters that meet the system requirements\gt?om this high-level
algorithmic specification, HDL coding is started witho y intermediate design
steps. All decisions related to architecture and implemeftation are coded immediately
in the RT- level HDL code suited for synthesis. B ]}Se of the low simulation speed
of the RT-level HDL code, exploration of ifeCtural trade-offs is limited and
algorithmic changes imply a long and cuml me iteration over the MATLAB
specification. For simulation speed-up, off, @1 intermediate implementation in C is
used. However, translations between l@ges require manual code rewriting, an

error-prone and lengthy process.
P gthy p {\Q

We investigated and classiﬁed@ronber of available tool solutions such as MATLAB

], CoWare'*’, OCAPI [Schaumont98], and Synopsys
to the design abstraction levels they cover (Figure 7.2).
Ptolemy [Buck94] [L offers a large variety of models but also fails on delivering
a path to implementafion. The desired co-modeling for algorithm-architecture
optimization and, ooth path towards implementation was only offered by OCAPI
developed at IMEQ [Schaumont98].

Today al flavors of C- and C++-based solutions and in particular SystemC
[Syst [Prophet99] [Verkest00] [Panda01] [SiegmundO1] [Pasko02] is quite
popdlar for architecture-level modeling but at the time of our baseband designs, little
" available. UML [UML] is often considered as a high-level specification language

t — from our experience — too abstract to capture most of the signal processing
interactions appearing in communications designs. Moreover, the specification is not
the point where most design iterations take place; instead, we need an efficient
solution for the level where co-optimization of algorithms and architecture is possible.
Hence, UML would only be used as a representation language with adequate
representation means for e.g. control processes but without explicit benefits for the
representation and transformation of signal processing aspects.

1% CoWare was evaluated in 1997/1998 time frame. Hence, we do not refer to the recent ConvergenSC
framework.
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Figure 7.2: A complete design chain requires the combination of several @9
Important for the selection of OCAPI was the overlap with both alg%@ and

architecture level where performance and cost are traded against 8Q her.

significant extensions we added to OCAPI for an improve ign efficiency. We
conclude with our experiences on use and reuse of o ended OCAPI-based
design flow across two completed designs (Festival, C@{'ni D).

A

7.1.1 A digital design flow based on OCAPI‘\Q
OCAPI is a C++-based dataflow and regisg\—\yansfer (RT) simulator for digital

This section continues with a short introduction to OCAPI. %e S we describe the

circuits featuring also a direct path to sed implementation [Schaumont98]
[Vernalde99]. OCAPI’s dataflow simulatioh is based on FIFO queues that connect
C++ objects. Each C++ object has a f firing rules related to the inputs and state
information. Dataflow simulatiog mainly used to explore algorithmic and
architectural options during digital system design. A round robin scheduler is used
exploiting the firing rule inf tions provided by each block. OCAPI also includes
a register-transfer descripfion style. Both styles can be mixed. The smartness of
OCAPI is that it onlﬁ&es a few objects that are related to hardware. To get the
expressive power, i es entirely on the C++ programming language which gives
the designer con é&nt extension capabilities (7.1.2). OCAPI has also been used for
other teleco@nication ASIC designs such as an upstream cable modem
[Schaumont@9b] or a multi-rate digital-IF processor [Pasko00].

In OC:@ an object-oriented C++ model is gradually refined starting from a high-
level behavioral description using dataflow semantics (Figure 7.3). Further steps
include data-type refinement (from floating point to fixed point) and the introduction
of timing by means of an RT description. The translation between these two
abstraction levels is essentially manual. RT-level simulation is linked to the clock
domains and uses a cycle-based event scheduler. At the RT level, this results in a
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combination of finite state machines and datapaths (FSMD). Semantically, FSMDs
can be directly translated into HDL syntax, allowing automatic generation of HDL
code.

OCAPI C++ based flow
h
Algorithm
C++ dataflow selection, Q
model quantization @

Q)\\ﬁ
Y

Code

refinement l

C++ RT model

<

Algorithm
complexity,
HDL code generation l ( . control,
memory access,
lat
HDL RT description a atency
Synthesis l
HDL gate level Area,
.. speed,
description
power
Place & route l \A\—/
C ASIC layout

Traditional back-end

N
§\§

Fi 93: C++-based design flow on top of a traditional back-end flow. The
flow covers algorithm exploration down to RTL implementation in an open
C++ environment.

O

;QO

K\(_bAlgorithm selection and studies on implementation loss due to quantization were

mainly performed in dataflow. Control, complexity, latency, and detailed memory
access were treated at the C++ RT and HDL RT levels. Overall data transfer and
storage exploration (DTSE) was however analyzed already at a partially refined
architectural model that still used dataflow notations for inter-unit communications.
Most DTSE optimization could be manually performed and did not require tool
assistance (Section 4.3.1 and Section 4.3.2).

Nowadays, SystemC [SystemC] has become established and can be considered as a
replacement for OCAPI at various abstraction levels. However, SystemC itself does
not improve the translation between different abstraction levels. This requires still
the creativity of the designer or the designer to rely on library support from the
vendor'*'.

4! Modern ESL tools based on SystemC such as CoWare’s ConvergenSC come with libraries with
several abstraction levels for particular third-party building blocks such as processors, busses, etc.
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7.1.2  Extensions to OCAPI during the design phase

When using OCAPI for the design of the Festival and Carnival ASICs, we
encountered a number of shortcomings with respect to functionality but also with
respect to efficiency.

Extensions to the design flow

Because of the object-oriented nature of the OCAPI environment, all meaningful
design concepts (FSM, state, transition, clock, register, etc.) are modeled as objects
and hence can be readily manipulated by the designer. To that end, the designer adds
extra methods to the already defined classes (much in the same way that one would
traditionally write complex scripts to browse through design databases to extract
relevant information). These methods have direct access to the objects of interest.
This principle was at the basis of our extensions. All extensions were expressed in
the form of a set of new class libraries under the term UNIFY.

Extensions to the design flow and to OCAPI as a tool were required to further improve @K

the design efficiency, especially with respect to the path to silicon implementa%?p
[Niemann98]. OCAPI foresees the generation of HDL code per design entity b

not come with sufficient support on simulation, synthesis, and test script ge n.
The conventional approach is to reidentify specific signals such as clocks , Or test
signals from the HDL code. This is an error-prone way that can be avgi by top-
down propagation of design knowledge or designer’s intentions, t, we added
support for hierarchical code and script generation such that a ¢ ete design unit
(e.g. the 130kGate equalizer) could be automatically simu @and synthesized at
HDL level. Importantly, full support for multiple, inverte@ gated clocks'*? was
added including synthesis script support for constraining{‘ locks.

A simple call to a makefile would start the compilati\% f the OCAPI/UNIFY code for
a particular design unit and result in %\

Simulation and output vector gelgﬁg in C++,
Instantiation of the entire HDL _deésfgn hierarchy,

Code generation for all stru and non-structural HDL entities,

Generation of simulatio pts for HDL simulation,

Generation of synth scripts for HDL synthesis including constraint
passing for /O port& clocks as well as full scan-chain insertion,

O Bottom-up first @top—down incremental synthesis for a hierarchical design

unit. Q\

N
Design template&@ provided to the user both for the C++ description of the design

ODOoO0DO0OODO

units and th kefile. The designer adds non-functional parameters such as clock
frequency options, etc. into the C++ description. The designer does not have to
create dify scripts or resulting HDL code.

We introduced a series of code quality improvements in the semantical translation
from C++ to HDL code to speed-up the synthesis process such as merging of multiple

142 A5 an extension to the clocking capabilities described in [Rijnders00].

&
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signal-flow graphs for a reduction of HDL processes, and improved conditional
statements.

For the convenient automatic instantiation of different on-chip SRAM memories, we
implemented an extension with a behavioral C++ model combined with a
parametrizable HDL wrapper that included test and BIST support. Similarly, for
operators such as a real division, a behavioral model and a matching HDL
implementation was designed. @Q

All extensions were reusable in both designs and led to a significant de$ign speed-up
since they could be shared between several designers and a% zed over two
consecutive designs. The effort for the development of theé\geheric tool library
extensions accumulated to about 20% of the time of the@;rchitect during the
first chip design (about 8 person-weeks full-time) and al\o 5% of the time of the
same person during the second chip design for ext@ns (about 2 person-weeks

full-time). ®\

7.1.3  Experience of (re-)use Q/

Success and applicability of design meth ies, particularly questions concerning
reuse, can not be adequately answer out involving actual design. Since design
reuse is all about reducing design , increasing reliability and yield, and hence

reducing cost and risk, alreadw but recurrent and annoying practical issues can
prevent a methodology from belng applicable.'*

In this section, we will ent on reuse methodologies and user’s experience with
a series of four digital AN designs (Festival ASIC, Carnival ASIC, technology
transfer code, Fl&&p FPGA). All of them reached final hardware implementation,
three as an one mapped to an FPGA. Improved versions of the Carnival
OCAPI dat model using extensive object-oriented C++ methods were used for
the co-simdujation case with FAST in Section 7.2.3 and for an upgraded IEEE
802. 14 Sta dard-compliant baseband transceiver model in technology transfer and
CO@ ncy for a start-up company'**.

XYrchitectural reuse

\_(bln [Vermeulen00], reuse possibilities in the context of hardware design are

subdivided into three categories: the highest layer denotes process control; the
middle layer contains loop definition and indexing; the lowest layer describes reuse
of scalar objects such as optimized IP. We actually found that large reuse was made
at all levels. At the process control layer, we could reuse the generic control
communication, data communication; and clock gating concepts in the Festival and
Carnival ASICs allowed reuse across the entire design. For example, the burst
controller and all design units operate in exactly the same way in both designs.

143 Applicability of a methodology is, in general, hardly measurable in an objective way since it largely
depends on psychological concerns of the user. A tool, even showing some improvement in a key point
capability, e.g. synthesis quality, will not be accepted by users if it shows annoying deficiencies on other
points, e.g. coding style or practical tool handling. This especially applies if the user faces deficiencies at
the beginning or during a long phase of the design: feeling of ‘the tool could/should be improved this
way’, ‘need for using additional tools, e.g. scripting’.

144 Resonext Communications, Inc.; later acquired by RFMD, Inc.
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Inside individual design units, we recognized large reuse at the loop/index layer
since most units were designed with parametrizable subcomponents such as address
generators or VLIW controllers (mapper, SSR, FFT). Reuse percentages between
Festival and Carnival ASICs are given per design unit in Figure 7.4.

IP reuse

Top-level |0

Equalizer |0

Pilot generator |0
Clock offset/guard removal ——10
Mapper 110
Demapper ——110

Reference symbol generator 50

Symbol reordering (SSR) | 50
FFT |
Synchronization (Timing) |
Synchronization (CFO) |
Microprocessor interface |
Clock generator |
Burst controller

100
100

0 10 20 30 40 50 60 70 80 90 100
Reuse percentage

Figure 7.4: Reuse percentage per Festival design unit 16%%armval design.

Level of reuse

Project constraints did not allow the systematic c@on of all modeling instances
for all design units. Some design units that exist eady in VHDL were modeled
as behavioral models at the C++ dataflow only. In some cases, simplified
models were used. Table 7.1 provides an oV w of the available abstraction levels
per design unit. Both dataflow and archiégural C++ models were largely reused in
the second design and most VHDL un{fs. were automatically generated. Even VHDL
blocks such as the FFT, micro sor interface, and clock generator could be

largely reused. \fb

o

Design technology reuse [22)

During the Festival d UNIFY was developed as an extension library to OCAPI
in order to improv, ign efficiency. Through its generation capabilities, UNIFY
guaranteed reuse %ﬁhe synthesis scripting and simulation flow as well as support
for memory a wrappers. Only simple adaptations were required to reflect the
change of propessing technology and memory IP. The same instantiation semantics
could he.femsed in C++. The object-oriented concept of OCAPI allowed also the
creatiot\ahd multiple reuse of a library of specific signal processing functions that
used object manipulation techniques [Schaumont99a].

100

AY
100 O
100
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Table 7.1: Available abstraction levels for each design unit in the Carnival chip.

C++ dataflow C++ VHDL RTL
architectural
Top-level yes, but o Yes
simplified
Microprocessor yes, but o Yes
interface simplified ,,Q
Clock generator No no Yot
Burst controller Yes yes yes, generated
FFT Yes no \}U Yes
Symbol reordering es es es, generated
(SSR) y W . yes, g
Equalizer yes yes yes, generated
Mapper yes yes yes, generated
Demapper yes yes yes, generated
Synchronization oy
(Timing) simplified yes yes, generated
Synchronization N {
(CFO) Slmphfie:i\ @ yes yes, generated
Synchronization
(Guard/clock) Yes yes yes, generated
Reference symbol Yes yes yes, generated
generator
Pilot generator ( Yes yes yes, generated

Comments on desi \:l;ry

Several desig%nvaere involved in the design of the Festival and Carnival ASICs.
Background% ged from software engineering, systems, to algorithm, and HDL
designer: @ adoption of C++ required a careful review and adaptation of the
OCA@dmg styles in order to familiarize both algorithm designers and HDL
designé&ts with the tool. Designers were hesitant about the usage of C++ [Bryant01]

s&? ta01]. The original coding style was largely based on SW engineering practices.

part of the extensions described in Section 7.1.2, we added a consistent and

{\{b largely self-checking C preprocessor macro layer on top of the original description

style. The macro layer together with the functional extensions resulted in a well-
documented design methodology with clear coding style examples that actually
resulted in the adoption of C++ during the first design and a smooth reuse in the
second design. Clear methodology besides the tool and documentation were crucial
for dissemination and for convincing designers which is also confirmed in
[SakiyamaO3].

Comments on code size

We have also found the commonly faced code explosion during model refinement,
but we have not suffered from it during the refinement process. The scalability and
the code generation capabilities of our C++ design approach has saved us from
costly iterations involving code rewriting. Dataflow and architectural description in
C++ resulted in a significant reduction of the code size compared to the
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corresponding, automatically generated VHDL and Verilog counterparts (Figure
7.5). The difference in line counts between the semantically equivalent RT-level
C++ code and RT-level VHDL code is due to the abstraction mechanism offered by
OCAPI. The class libraries used to represent a design at the RT-level C++ code
encapsulate the concept of FSMDs (FSM with data-path) in a very concise manner.

N
Figure 7.5: The C++ dataflow and architectural description are @%antly more
sion

compact than the generated RTL code. Our generic C++ exﬁﬁ s to OCAPI
(UNIFY) represent a one-time effort that was shared acr@ ultiple designs.

Because the system model is used for an end-to,gr'lq/simulation, the OFDM
transceiver is instantiated twice in the model. One € two instances, however, is
not refined towards an implementation and s§ be counted as part of the
testbench. Hence the extra 11,000 lines in the orrespond to the testbench.

)
7.2 Mixed-signal system sim{{ngn

Mixed-signal simulation, from s%AD point of view, requires the adoption of
different simulation concepts,(faitored to the specific needs of either the analog or
the digital designer. This } Qertainly true, when focussing at the lower abstraction
levels of design and bot (@Pq‘p design, where circuit simulation is used [Zuberek92].
However, modern ¢ nication systems have become increasingly more complex
such that a top-dewn approach is required to evaluate system performance
appropriately arly enough in a project time frame. In this case, behavioral
simulation @uired where the abstraction levels of both analog and digital
circuitry aised just enough for acceptable behavioral accuracy, but at much
more f@'a le simulation complexity and simulation time.

First, we briefly review the design challenges in a mixed-signal system context
(Section 7.2.1). Then, we introduce FAST, a high-level equivalent-baseband
simulator for analog systems (Section 7.2.2) . In Section 7.2.3, we describe the
coupling of FAST with OCAPI to enable a mixed-signal system-level simulation.

Code size
| | |
C++ extensions to OCAPI 9750
C++ testbench (end-to-end w/o test rx/tx) % 1600
Verilog Gate-level 465800
VHDL RTL | 50900
C++ architectural 18,000
| AY
C++ dataflow 11,000 O
| | | |
1 10 100 1000 10000 100000 1000000
Lines of code (logarithmic scale)
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We conclude with a specific modeling approach that exploits efficiently the system-
level problem structure to speed up mixed-signal system simulations (Section 7.2.4).

7.2.1  Design challenges and state-of-the-art

Front-ends of telecom transceivers perform the combination of downconversion,
removal of interference by filtering, channel selection and amplification in the
receive path, and wupconversion and amplification in the transmit path
[Wambacq02a]. These functions are distributed over the analog and di &omain.
The amount of digital signal processing is steadily growing and its be\réts in digital
compensation were clearly illustrated in Chapter 5 and Chapter 62yTo predict the
effectiveness of complicated digital compensation schemes, e\enalog and digital
subsystems need to be simulated together [Wittm: S%]. Transistor-level
simulations are not feasible for this purpose. Even a co-si tion of digital blocks
at a higher abstraction level with analog blocks at the tr; Eistor level, as e.g. possible
in Saber [Getreu90] or similar tools, is not feasible & telecom systems typically
require Monte-Carlo simulations that cover %@r many packets consisting of
thousands of bits [Jeruchim92].

Since time-to-market is crucial, early co ation of analog and digital high-level
models would be beneficial to reduc % risk of design mistakes [Baltus03]. The
main EDA players offer a bunch gh-level simulation tools for mixed-signal
communication systems. Exa €9 are SPW, COSSAP, ADS, ORCA [Crols95].
Still, research on high-level ulation is ongoing [Vandersteen00] [Vassiliou99]
[Gielen02] to increase the-simulation efficiency even more. In addition, mixed-level
co-simulation becomes solid, such as a co-simulation of circuit-level models in
SpectreRF and systse{ﬂ)avel models in SPW [Moult98] [Chen99].

Still, high-level Sithulation is not yet widely accepted for analog and mixed-signal
systems. An designers have a blind confidence in circuit-level SPICE-type
modeling. reluctance has several reasons. First, high-level models of analog
bloc n’depend on low-level details. This complicates the construction of high-
lev dels. In spite of their limited acceptance, high-level simulations increase the
d&n productivity [Wambacq02b]. In [Halim94], Chadwick also questions the fact

Xyyhicther simulation speed-up should be the only metric. Time consumed for
{\(_b modeling and describing a design are equally important.
%

A fast analog simulation environment has been provided already through FAST
(Section 7.2.2). In addition, we develop here an efficient co-simulation approach
with the digital dataflow simulator OCAPI (Section 7.1.1) and an efficient way of
modeling typical mixed-signal interactions encountered in system-level simulations.

7.2.2  Fast system-level front-end simulation (FAST)

Analog systems cover a large range of frequencies, in the WLAN case starting from
the RF at 5-6 GHz over possibly intermediate frequencies down to baseband signals
around DC. In Chapter 5 and Chapter 6 we mentioned that many front-end
components exhibit nonlinear behavior which results in harmonics and out-of-band
intermodulation products [Wambacq98]. In order to cover all frequencies and
imperfections in an adequate, accurate, and still efficient way, a joint optimization of
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the signal representation, signal processing, and software implementation is
required. FAST offers such an approach [Vandersteen00]. This approach is a
considerable improvement on top of classical approaches as described in
[Mayaram00] or [Allen90]. A similar approach based on damped expontential base
functions has been developed by [Vanassche0O1].

FAST uses a specific multi-rate multi-carrier (MRMC) representation of signals.
Each modulated carrier is represented with a complex equivalent-baseband low-pass
model. Harmonics and out-of-band intermodulation products are explicitly
addressed as individual, separable signals.

FAST has been implemented in C++ and offers its functionality in the form of a
library with execution kernel (EK) functions, dataflow semantics to connect these
EK blocks, and a dataflow scheduler with efficient vector processing capabilities. A
basic API towards Matlab allows setup, configuration of blocks, and simulation.

d; QK

The designer describes his/her front-end architecture through mathematical mo il@

based on the signal processing functions in the EK libraries. Functions range

simple mathematical operations to FIR and IIR filters, FFTs, and polyno or
Volterra series computations. The complexity of the designer entry depen@l&amly
on the availability of models in libraries. Intrinsically, only math al base
functions are provided. In the context of our development, we dev. a number
of simple models representing the behavior of typical analog/&%mponents such
as non-linear amplifiers, mixers, etc. The software automatically translates this
description into an MRMC graph, optimizes it through g writing techniques
[Goffioul02], and executes it using static dataflow semgilﬁ . Vector processing is
used when possible but sample-by-sample processing\i' utomatically used when
required, e.g. in feedback loops. This combined a ach results in a speed-up'*
against ADS or Matlab-based simulation up to a r of 700 for a WLAN front-

end.
N

For the analog designer, the description e behavior of analog blocks using basic
mathematical functions may appear ?sual. However, this can be solved by the
introduction of macros that represefid the classical linear and nonlinear behavioral
models, e.g. a saturating 3rd-or<;}\c del of an amplifier or the conversion matrix for
a mixer. Linear blocks can gQ aracterized by their transfer function or system
matrices (impedance matrig,3-parameter matrix). Hence, mismatch between blocks
is taken into account;\&vnlinear blocks are characterized by their polynomial
nonlinear I/O relationship. In most cases, an initial translation of parameters into the
mathematical forr;és required which can be performed as a pre-processing step in
Matlab. \\
xO

The e @S) FAST implementation was taken as a starting point for the
development of a mixed-signal co-simulation with the OCAPI dataflow
computational model described in Section 7.1.1, as will be described next.

145 A superhet receiver front-end with 256-carrier OFDM was simulated.

&
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7.2.3  Extension to mixed-signal co-simulation (FAST-OCAPI)

For an efficient mixed-signal system simulation, we need to build a joint view at the
analog and digital parts that translates into a modeling and simulation approach
adapted to both the analog, the digital, and the system designer’s needs. In existing
tools (e.g Ptolemy alone, ADS or SPW) we find three shortcomings that discourage
full system-level simulations: poor modeling support, low simulation efficiency for
mixed-signal, or a missing direct link towards digital implementation. Q

Based on the excellent domain-specific capabilities of FAST for @?g/RF and
OCAPI for digital system description, we decided to link the twgzsimulators. For
mixed-signal simulations involving two simulators, we ca digher perform co-
simulation with a common co-simulation backplane or per ‘éa true mixed-signal
simulation using a single kernel. We decided for keepingseparate FAST and OCAPI
domains since they differ strongly in functional granularity, and the interaction
between the two domains is only a fraction of the 0&1 dataflow communication.
Note that co-simulation at the system-level can @ftén resort to vector processing
which reduces the switching overhead betwee@bl programs considerably.

©

digital : . . digital
RF radio RF modem
i Tx channel Rx i

Figure 7.6: Typical case of system simulation over a mixed analog/digital end-to-
end link. Besides the data traveling in one direction, we may also find feed-forward
or feedback loops for digital compensation purposes.

Figure 7.6 shows a typical case of an end-to-end mixed analog/digital system
simulation with a partitioning of functionality between OCAPI and FAST. The
simulation chain consists of two digital portions described in OCAPI, and five
analog portions described in FAST. A frequency-selective channel and AWGN are
applied in the radio channel model. Predistortion establishes an additional
feedforward link between digital and analog and automatic gain control (AGC)
establishes a feedback link between digital and analog. All these interactions are
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well supported. Simulation results show constellation diagrams for the original
transmit constellation (16-QAM and zero-carriers), the constellation at the receiver
before equalization, and the constellation at the receiver after equalization.

Data passing between FAST and OCAPI

Since both OCAPI and FAST are based on the same dataflow scheduling along with
generalized firing rules, the coupling interface has to implement queue management
and data type adaptation only. To maximize simulation speed and minimize
computing platform dependencies, an interface class EKOCAPI with direct access to
both its OCAPI and/or FAST 1/O queues was preferred over a memory pipe, system
pipe, or file-based solution.

The two simulators OCAPI and FAST are coupled through their FIFO queue
interfaces. This requires a translation of the interface semantics and syntax. The
syntax basically refers to the data types. OCAPI uses a real-valued class dfix type
while FAST allows to use either double or complex double data types. dfix is

type can be accomplished without any conversion loss. Fixed-point attrib
assigned to the dfix type are however lost. A complex interface is currently ¢ %ed
by splitting a complex FAST pipe into two real-valued FAST pipes and cp&’@c ing
them to two OCAPI queues. g\g

A\

Scheduling @O

Maximum independence between OCAPI and FAST partigions® is achieved by
slaving all OCAPI schedulers as subprocesses under a F ster scheduler in a
hierarchical way (Figure 7.7). Both OCAPI and FA artitions can be even
developed and tested as stand-alone applications beforg th€ system integration. This
preserves the localities of the dataflow schedulin \@every partition leading to a
simpler system-level schedule. At instantiation an object of the EKOCAPI
class defines the connections between OCAP FAST partitions. At runtime, i.e.
during the simulation, it handles 1/O q management including multi-rate
adaptation at the partition boundaries{ The result is a distributed, hierarchical
scheduling with lean communication @t partition boundaries only, which translates
into a low coupling overhead. Thé PI scheduler is slave to the FAST scheduler

to maintain the efficiency FAST block scheduling. Typically, vector
processing can be much morg&fficiently applied in the domain of analog behavioral
modelling than in the digi omain where block granularity and heterogenity are
usually larger (control= nated multi-rate issues).

Between the OCN@\and FAST scheduler, a semantics translation is required. While
FAST uses a @c scheduling with priorities depending on the queue lengths at
inputs and @p ts, OCAPI relies on firing rules implemented by the user mainly
applied td(Jlie inputs. The translator is called once in every scheduling cycle
(referring/to the master scheduler in FAST) and maps OCAPI queues to FAST pipes
and vice versa depending on the pipe sizes defined in FAST.

The scheduler is prepared for vector-based and sample-by-sample scheduling. With
the definition of appropriate initial delays in the digital OCAPI-based subsystem,
mixed-signal connections are not limited to forward connections. The coupled

&
Q}

internally based on a double representation such that a mapping of the real-val@
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FAST-OCAPI simulator can be used to implement a feedback topology as well, for
example modelling automatic gain control with digital steering of an analog variable
gain amplifier. The insertion of an appropriate initial number of samples
(corresponding to the loop delay) in the feedback data flow queues (or pipes) makes
sure that the dataflow scheduler does not end in a deadlock situation at the start of
the simulation. Of course, block-based dataflow handling becomes limited locally to

the number of samples injected like this'*.
AQ
FAST 6\}
Scheduler
/ [ \ Y
RN
EK EK W
objects objects
AY
EKOCAPI API
(oc2fast) 20c)
A p o
: 'y
OCAPI |, QQ OCAPI
scheduler &b’ scheduler
stimulus X - results
file N r\‘\\ ; file
o—> s : sink »®
G :
P\ ®] ] : 4
N\_DCAPI . OCAPI
q <bobjects > objects
Q>
’\Q object dependencies during build-up phase
Q—» standard queues in OCAPI or FAST
Q =% interface queues between OCAPI and FAST flow graph
connections

file interface

. @re 7.7: A two-level scheduling approach is used. The FAST scheduler acts as a
Xhaster and directly coordinates all FAST EK objects. Digital subsystems are hooked

{\(.b up as EKOCAPI objects with a locally embedded scheduler. The example shows a
%)

typical connectivity case for end-to-end simulation with digital stimuli read,
processed in a digital-analog-digital chain and received bits stored in a results file.

Software architecture and user interaction
During the development of the system model, its simulation and evaluation, the
designer distinguishes the following phases:

16 Important limitations apply to block-based operations like FFT primitives as part of FAST models.
FFT block size and delays in feedback loops must be properly dimensioned to avoid deadlock situations.
The correct dimensioning is currently up to the designer; the tool only informs about the status of all
pipes in the case of a deadlock. Note also the choice for a too large FFT block size means also that the
transient behavior with respect to the loop feedback would not be modeled correctly; hence a smaller
block size should be chosen.
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O system description — describing the structure of the system as a network of
building blocks including hierarchy;

O system configuration — configuring parametrizable building blocks for a
given evaluation task;

O system interfaces — interfacing different building blocks with each other
and with the testbench

O system scheduling and simulation — determining the order of execution,
initial conditions and stop conditions with a dynamical schedule;

O result extraction/visualization — extracting simulation results such as queue
statistics, output values, state information from building blocks or queues.

The designer specifies the front-end architecture in C++ based on FAST primitives
or derived classes that represent analog/RF macros based on FAST primitives. The
C++ description is compiled and linked into a dynamically linked library (DLL) that
can be executed from within MATLAB with or without OCAPI, depending on
whether there is a digital subsystem involved in the system description.

together with the tools themselves, into a framework with MATLAB ava
(Figure 7.8). MATLAB is used as user interface for speci model
configuration, and result visualization. In a newer version, ¢ §$ratlon was
implemented in Java. g

The co-simulation enhancements of FAST and OCAPI have been ir@d,

User-defined
models

Main user
interface

Visualization

System
generation Simulation
results
System description Custom Matlab
. . ustom Matla
Data manipulation models
Code
generation
OCAPI: Digital FAST: Analog
simulation simulation FAST/ OCAPI

co-simulation

C} ]

Figure@: Integration of the C++ based OCAPI and FAST tools with co-simulation
enhancements.

Application examples

Several system cases were designed in the co-simulation tool framework and
successfully demonstrated :

Q

Configuration and simulation can be controlled from the MATLAB interface. Q

K\Q
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a mixed-signal receiver demonstration around a zero-IF front-end and a
digital OFDM receiver modeled at a high abstraction level (see also
Chapter 5);

a complete end-to-end simulation chain for a wireless LAN link with a
receive front-end exhibiting all relevant analog non-idealities ; real circuit
parameters were used. The complete end-to-end simulation is able to
simulate 3 OFDM symbols per second (3 x 80 = 240 sample%ke also
Chapter 5) ;

a complete end-to-end link with a detailed receive front- @ model and
mixed-signal automatic gain control in a feedback ca{%ﬁratlon (Flgure
7.9) (Section 7.2.4) ; the mixed-signal AGC part@ een described in
Chapter 5.
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Figure 7.9: Co-simulation of system-level properties such as EVM and BER across
an end-to-end link with a mixed-signal feedback automatic gain control loop and a

detailed receiver front-end model.

Figure 7.9 shows a customized user front-end for and end-to-end simulation chain,
shown in the upper part. Several blocks can be parameterized through the user
interface with parameters shown below the chain diagram. The lower left part shows
a set of action buttons and a status window. The lower right part gives a snapshot of
obtainable results, in particular bit-error rate (BER), error-vector magnitude (EVM),
and output power plots as a function of the receive power. The typical front-end
behavior with acceptable BER and EVM for medium receive powers is observed;
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for high receive powers, saturation effects are obtained; for low receive powers,
noise reduces receive quality.

7.2.4  Efficient mixed-signal modeling techniques

Efficient modeling of mixed-signal feedback topologies as they occur in the case of
mixed-signal automatic gain control loops'*” with digital estimation and distributed
analog steering is particularly tricky and often slow in available simulation tools
[Busson01] [Busson02] [Gardner96]. In particular, the modeling of this topology
must exhibit adequate accuracy when describing higher-order effects of the front-
end while still exhibiting sufficient simulation speed to perform simulations over
entire packets. Guaranteeing adequate accuracy is a well-known challenge
[LeenaertsO1].

In this section, we describe the simulation of a complete end-to-end link with a
particular focus on the modeling and simulation approach for an RF variable-gain
amplifier in the signal path of a receiver that is controlled in a feedbac

configuration by a digital AGC [Eberle03]. Q/

-to-end
channel
een multiple-

a is presented in
smission bursts at

A mixed-signal automatic gain control loop

We will use a wireless LAN end-to-end link as a system under test. T
link consists of the mixed-signal transmitter and receiver, and the
model in between. The boundary of our example is the interface
access control (MAC) and physical layer (PHY), where paylo

the form of data packets. This allows us to model compk:t@n
the physical layer.

The radio channel model provides its signal to the re wa, consisting of a zero-IF
receiver front-end followed by a digital OFDM bas d demodulator. The receive
chain starts with an RF section containing LNA ;«Ceftrollable RF VGA and filters,
providing an RF section to a pair of di X down-conversion mixers. The
downconverted in-phase and quadrature @a s are filtered and amplified in
controllable baseband VGAs before bein itized in A/D converters (Figure 7.10).

First, we address the modeling o F VGA itself. Second, we integrate it into a
model of the entire RF section. t, we describe the architecture of the digitally
controlled automatic gain cor{?s loop. Finally, the implementation of the models
(e.g. the translation of the, itinuous-time blocks such as linear transfer functions
and S-parameters into d(gﬁ filters) is addressed.

c><z>
o

QO

7 Feedback loops from the digital to the analog part can also appear in the context of other digital
compensation techniques. However, in contrast to the AGC case, they can often be translated into purely
digital techniques without a feedback to the analog front-end.

Q

O
\@\\L~
Q
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Figure 7.10: Receiver topology wi@ribu‘[ed gain control for baseband VGA and

@O VGAs.

Modeling abstraction of 't A

The VGA model was i d to reflect the outcome of measurements of an existing
5 GHz BiCMOS RF design . This circuit can switch between two gain values
(low and high), electing one out of two differential pairs that each have a
different bias. nt. High- and low-gain setting are controlled digitally. The
dependency f&h input matching S11 on the gain setting was specifically targeted
due to its @ impact on the gain. S-parameter characterization was performed at f;
= 5.2@2, 10.5 GHz, 15.75 GHz for low and high gains (S21=-244 dB, S21=6.76
dB; SN#-10.9dB; S11=-5dB).

’@: VGA is treated as a 3-port with external ports (x1,x2), (yl,y2) and (cl,c2).
\@These are the RF input, RF output and control input, respectively. Indices 1 indicate

incident waves, 2 indicate reflected waves.

The VGA model starts from an ideal 3-port model (ports u,v,w) encapsulated by a
frequency-dependent set of S-parameters and a cubic nonlinearity at the output. In
steady state, the time-domain multiplication can be treated as a constant
multiplication instead of a convolution in the frequency domain. When considering
the digital receiver later, we will see that we are not interested in modeling transient
effects accurately. Consequently, we only have to model these two steady states
accurately, each corresponding to one gain setting. For simulation efficiency, we can
now translate the time-variant 3-port into two time-invariant 2-ports, one for each
gain setting. In each model, the gain control node translates into an internal constant.
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Gain control
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c21 @3, >
Figure 7.11: RF VGA black-box model with relevant ports (above @1\% white-
box computational model (below). $
We can neglect intermodulation products between RF sign: gain control since
transients at the gain control input are neither too short rke@o long. Moreover, gain
changes are issued from the digital receiver which insegts @tolerance time period for
any sort of transient effect following a gain change.\&ce, we don’t need to model
the transient effects accurately. We can considegth€)VGA output y2’ explicitly as
linear in its two steady states and model the o compression behavior of y2 as a
polynomial nonlinearity following y2’. Q)

Between internal nodes (u,v,w) and e al nodes, S-parameter networks are placed
to represent the effect of input and.dutput impedances at RF. The input dependency
on the actual gain and RF feed- gh effects are modeled using explicit branches
yxp; and xy,;, respectively. ching the measurements, reflected waves at the
baseband gain control inp d the output were neglected, resulting in a set of two
transfer functions: ’\%

c><z>
&

QO
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XYVa1 ayby ¢y
»,'= [ + 1 b (¢x))
G — Ay VXy 0,656
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Ay, VX5, b, Ch C

X, =[a11+ 21412)%21011C54 1}61 (7.1)
1= ay, yx, b5,

where (a;;,a;5,a;;,a;;) represent the signal path input S parameters, @Q
(b11,b2;) represent the signal path output S parameters
(c2;) represent the control path input S parameters.'** 0’

Finally, these equations can be resolved such that the \‘GA input-output
behavior is represented by two transfer functions per galn

Yy = :Bxy(cl)xl Q)
N Bule)n O 72

&

Embedding of the VGA model in the RF ¢

The RF receiver section starts with t tenna followed by the LNA, a bandpass
filter and the previously describe GA. The RF VGA finally connects to the
downconversion mixer. This sectiQn ‘can be treated as a 3-port with the antenna and
the gain control signal as in mﬁd the mixer input as output.

For behavioral simulatio %quency—dependent S-parameter models can be used to
describe the linear ti ariant behavior only. Our RF VGA model however is
time-variant and non . Hence, we cannot apply linear system theory to translate
the cascade into a@@ transfer function.

XY g1 SL,xy ol SF,xy x1 l

>

L 1 I 1 I ‘_i 2 ety

\OQ q2 r2 x2

W\ LNA Filter VGA

\(b Figure 7.12: A cascade of LNA, filter, and the already discussed RF VGA represent

the RF section between antenna and downconversion mixer.

Still, we can represent the steady-state responses for the VGA in high and low gain
mode and hence transform the VGA into two two-port models. The model allows to
decouple the cascade into a linear section up to node y2’ followed by a nonlinear
transfer function to produce final output y2. The linear part can be solved
numerically when the S-parameters are given. Our specific case is also analytically
tractable. Skipping the lengthy result for the general case, we only report the result
(Equ. 7.3) for the special case when conjugate matching is applied to the LNA input
and the filter output and no return loss in the VGA (f.,=0) is present.

148 Not all matrix fields need to be modeled for sufficient accuracy.
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' SleSLzl Xy
== p (7.3)
’ (I_SLIIZ)(I_SS222)

Obviously, the forward gain consists of the cascaded forward gains of its
components and the input and output matching losses only.

Mixed-signal integration with the digital gain control loop

The AGC loop contains two modeling problems: crossing the analog/digital
boundary in both directions and correct implementation of the loop delay.

We propose a digital architecture containing a run-time controller that handles all
saturation scenarios and a configuration mapper that uses both run-time information
obtained through digital estimators but also design-time information. Digital
estimators provide signal power and DC offset estimates during acquisition phase.
An extended cascade analysis at design-time provides the optimum front-end

configuration for each RF input power level to the configuration mapper. T%@

configuration mapper controls the VGAs in the front-end. This control signal cl

a mixed-signal feedback loop. AGC and DCO become thus subject of boththe
overall impulse response of the involved analog forward and feedback path‘%@» he
digital implementation and algorithm delays.

Our approach is seen as an instantiation of a generic method for the c \%v ation of
a digital portion with an analog/RF portion in which particular (@é{nowledge is
added to simplify the analog/RF modeling complexity. neral, designer
knowledge is required to reinstantiate this technique in otherés. Hence, while the
overall co-simulation and execution of the models is sup y the FAST-OCAPI
simulation engine, the modeling itself is not supported sb\}: tomation steps.

Our solution is non-continuous in time and th{h@sensitive to the shape of the
impulse response, but it requires the analysis e overall impulse response. The
first 2 us of the acquisition preamble is subdiyrded into three phases, each consisting
of an estimation and compensation phade (Figure 7.13). The configuration mapper
will adapt the VGA gain at the start ach compensation phase. For the quality of
the digitally estimated gain (in the- xt of the digital AGC), it is better to reduce
the number of estimation sampl those that are stable than to take into account
samples that are affected by %Q n change transients.

T estl _* 6 T est2 T est3
— @Oe{ — Tc2 "~ T c3 .
\ <> <+> — time

||| ||| ||| \
C}Q‘ T T T
O . . |
Q Regions for Gain Adjustment Transients

Figure 7.13: The compensation phase length depends on the gain adjustment,
transients of the VGA, the filters, and the digital implementation delays.
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Using our more accurate joint analog/digital receiver model, we can now refine the
results of the statistical cascade analysis. It is mainly due to the correct modeling of
non-linearities and of the cascaded non-linearities that the accuracy of this joint
analog/digital simulation is improved compared to a statistical cascade analysis.
Moreover, from the mixed-signal model we can obtain timing parameters such as
loop delay and settling time, which is not possible with the cascade analysis.

Q

The computational graph of the RF section shows a typical mode %?sisting of
library kernel blocks with basic signal processing functions and qu inking these
blocks to each other. In this example, two filters (EKFIR) implepient the transfer
functions for high and low gain of the RF section between tenna input x1 and
the VGA output x2. Their respective results are then inte ted depending on the
transient weights of the step response on the gain contrd] input cl. The nonlinear
part is not shown. Q

(1-c1) %)
EKFIR —D‘EKMPYI 1
x1 <\\0 IEKSUM}—V y2

EKFIR

Implementation aspects in the co-simulation in FAST and OCAPI

O
Figure @: The computational graph of the RF section links execution kernel
C)O library objects with signal queues.

Sipylation performance and results

-

7> full transmit/channel/receive end-to-end simulation for 80,000 payload bits takes

about 25s on a Pentium III with 512 MB RAM including all pre- and
postprocessing. Results can be immediately translated into figures showing relevant
design information. For example, Figure 7.15 shows the front-end behavior for a
sweep of the relative RF input power from -100 to +50 dB'*. We can observe high
bit-error rates for low and high input power levels corresponding to noise and
saturation problems, respectively. The estimated signal power illustrates this by its
saturation behavior at both edges. We can observe when the RF VGA switches from
high to low gain and the actual baseband VGA setting over the complete RF input
range.

Besides the optimum timing, mixed-signal automatic gain control (Chapter 5) allows
also trade-offs regarding the required gain range. Gain range, step size and tolerance

' These numbers do not refer to actual design values but originate from an initial feasibility study.
Relevant numbers are e.g. shown in Figure 7.9.
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of the VGA have an impact on the average signal level at the A/D converter. The
dependency of the BER on the RF input signal level has been analyzed with 10-bit
A/D quantization, -8 to +8 dB gain range in 2 dB steps for the digital baseband
VGA. The run-time estimator determined the optimum setting for each power level.
For low input-power levels, quantization and noise effects become visible while, for
high input-power levels, saturation effects come into play. The linear signal power
estimator becomes biased both for weak and strong input signals, urging the need for
the other nonlinear branch of our AGC algorithm (Chapter 5).
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| | VGA Setting

relative RF mput power levelin dB

L
Figure 7.15: The full model allows th eg%lcation of the actual receive range of the
receiver in detail. Satur(;ﬁ and noise effects are revealed.

To prove efficiency and usefi of our approach, we selected two representative
cases of design exploratidd) tasks that a system designer faces in wireless
communications system d-to-end link bit-error analysis involving the analog
nonidealities and a -signal optimization problem around the VGA accuracy
were successfully nstrated. Results of these experiments were presented above.
In all simulation§, “he mixed analog/digital automatic gain control loop is involved
at the begi of each receive burst to find the optimum gain within the
constraint cified by the designer.

7.3 Design-time run-time techniques

Design-time run-time (DT/RT) techniques were introduced in Chapter 5 for the
AGC/DCO design and in Chapter 6 for the transmit chain control. We consider

e B 2
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DT/RT techniques as a meta-concept in design such as divide&conquer, hierarchical
decomposition, division of communication and computation, etc. This concept can
be applied to a large variety of problems from different domains.

Multi-objective design-time optimization

Optimization is an activity that aims at finding the best (i.e., optimal) solution to a
problem. For optimization to be meaningful there must be an objective function to
be optimized and there must exist more than one feasible solution, i.e. Qolution
which does not violate the constraints. In our case, we face objective
optimization problems [Papalambros00] [Allais43] Paret006]@ﬁ@amp1nen00
Following the Pareto optimality principle, the result of such an zation is not a
single solution if more than 2 orthogonal objectives exist but a\set’of optimal points
situated on a Pareto hyperplane (also Pareto front).

In classical system optimization, a single solution 13\@eted at design time which
often describes the worst-case behavior. Howe in the case of conflicting
constraints such as performance (quality) and (cost), such a decision can not
be made at design time since it depends on i variables that are only determined
at run time. Still, at design time pruning o ossible solutions in the Pareto design
space to those on the Pareto front issperformed, which results in a significant
reduction of the number of configurat{on

In Chapter 5 and 6 based 9 joint AGC/DCO example and the transmitter
example, respectively, we @/e shifted the complexity of this optimization step to
design time.

Powe&(Alﬁplifier Preamplifier

Pdc,PreAmp
(cost)

vdd
(constrained)

Pin

Pin .
1 constrained
5\30 (qualliFts cost) (constrained) ( )
(co ol System
Vdd qu
(constrained) ‘ (constrained)
Pin

(constrained) Pin‘
(constrained)
Figure 7.16: Merging of two separate quality-cost characteristics into a single Pareto
front eliminates an axis and can reduce the overall complexity. In the given example,
P;, is a joint parameter for the pre-amplifier and the power amplifier which is

eliminated through the merger.
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Figure 7.17 illustrates the distribution of tasks between design time and run time for
the AGC/DCO example. The linking element between both phases are the look-up
tables linking configurations and input variables.

Conceptual RF prototype Operational
Design available System
...u.........u..u.........u..u.........u..u......’ t|me
Spreadsheet Front-end
cascade measurements
analysis
Modify
Exploration
for
Performance
Link Look-up tables
Performance for programming
o O
Configuration

Implementation NOT required Implementation required Q
Figure 7.17: Flow across design time and run time for the AGC/DCQ@ple.

An architecture for run-time control assisted by design-time kno@
The database information extracted at design time can be used at time in order to
reach optimal configuration decisions. Based on the two les at the receive
(Chapter 5) and transmit side (Chapter 6), we deriy, generic architectural
template for a configuration manager (Figure 7.18), fo vﬁéch also a patent has been

filed [Eberle02d]. L0
-~ Distributed
— Digital Means Analog Means g

Fixed IAdjustabIe

Vdd Gain (Pin)

Signal Quality X (;‘\} Configuration
Output Power Y Manager

Calibration
@\
‘\%6 Classify | Control
Q Evaluate |Transform
&(b\ Process Control
O (Est/Comp)

Figure@? Instantiation for the transmit case of a generic architecture template of a
-time configuration manager assisted by design-time information.

At design time a design space exploration is carried out as a function of all run-time
accessible parameters. The optimum configuration for each desired input signal
occurrence is computed. An important aspect is the inclusion of tolerance margins in
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the decision process; this allows an a priori-analysis of the effect of imperfections on
the input signal estimates or on the output control means (see AGC in Chapter 5).
Tolerance margins typically lead to a reduction of the useful granularity of
configurations since neighbouring configurations may not lead to distinguishable
solutions. Additional quality (e.g. minimum transmit SINAD) or cost constraints
(e.g. power consumption) can be added in the optimization process.

At run time a loop process is executed. Input signals are digitally esti d and
classified using — in general — nonlinear functions. A particular algori may be
selected based on this classification. The algorithm computes ]@ndex to the
optimum configuration and retrieves the corresponding steering paraseters from the
database. The optimum configuration is applied. Finally, the @c%(s state is updated
compared to e.g. an optimization goal.

Our architecture embeds estimation, compensations, @hd calibration into a single
process and allows the adaptation of the proce "{}ming or process steps. Our
approach addresses in particular the contr distributed analog means, for
example distributed resources in a front-end a&tecture.

O
7.4 Conclusions {\Q(O'Q

In this chapter, we have add g design methodologies and design technology
developed for inter-disciplinary design in the field of digital, mixed-signal, and
system design. In particu% ¢ contributed

aglli/effectively used C++-based design flow based on OCAPI
tary library extension for a smooth transition to HDL design
evel design entry; based on two actual ASIC designs and other
experiments we also gained experience in reuse patterns;
a tical and fast co-simulation solution for the fast system-level co-
C)Qsign of analog/digital subsystems; the tool was demonstrated for end-to-

Q end link-level simulations illustrating the impact of front-end non-idealities
O

a

Q a practica

-

xQ

on the digital receiver;

effective modeling techniques in the case of mixed-signal functionality that
exploit system-level knowledge to reduce simulation time; this was
exemplified on the system-level simulation for a mixed-signal AGC loop;

O a design-time/run-time methodology and architecture for digital control of
analog and mixed-signal blocks; two cases were illustrated: automatic gain
control in a receiver and optimum power-performance configuration of a
transmit chain.

All design methodology and design technology described here has been developed
based on a concrete request that occurred during the design of the WLAN
components and system that is at the basis of our work (Figure 7.19). All techniques
and tools were demonstrated using actual design or prototype demonstrators. The
digital design solutions were co-designed and applied during the Festival and
Carnival ASIC designs. The mixed-signal solutions were demonstrated with several
software simulation demonstrators at various occasions inside and outside IMEC.
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The design-time/run-time techniques instantiated in the AGC context were used in
system demonstrators; their instantiation for the PA is currently introduced in
demonstrations.

Design goals?
Design resources?

&
Existing tools?
Extensions?

OCAPI Co-Design!
Ta{(e up an <08 FAST
existing tool or DTSE
methodology *

Exploration
S
Performance/Cost . @
Release a new OCAPIv0.9 Mle|g R %{
tool/methodology +Unify  FAST+OCAP.
Figure 7.19: The development of design methodology and technology

followed the actual design steps and was triggered by desi lems encountered
in practice. Our solutions focused on inter-disciplinary ésmns of existing point
tools in the cases of OCAPI/Unify and F\/} /OCAPI.

In the meanwhile, several of the practical ideas @ally in the digital design flow
have been taken up by tool vendors and inte e.g. into SystemC-based digital
and system modeling tools or SystemC-b synthesis. Still, a hesitance can be
noted with respect to explicitly expressing)signal properties such as clock and test
mechanisms at an earlier stage in flow or using a common design base.
Similarly, little or inconsistent ort for linking the models with scripting
solutions is found. Both lead t additional step in communication which can
result in errors and addltlonab&sg&gn time.

Based on our mixedssignal system-level simulation and modeling work, we
described a concept mixed-signal design flow [Wambacq00]. In this approach,
the system-level sishulation allows early top-down exploration but also bottom-up

integration of@ asured or modeled circuits and devices. Our system-level
simulation e casily coupled to circuit-level-based model extraction, e.g.
DISHA Y [Dobrovolny01], models based on generalized Volterra series
[Goffi 2], or models derived using a best-linear approximation approach
[DeLocht04]. However, further integration is beyond the research scope and more a
question of the EDA industry to offer a solution based on integration of these
modular tool components since it mainly requires standardization of tool interfaces
with respect to these models-of-computation. On the other hand, the adoption of
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novel EDA modeling and description techniques by designers has been and is still
known as a fairly slow process [Diesing94] [Halim94].

The application of multi-objective (Pareto) optimization in the context of wireless
systems is rather new and mainly driven by the increasing drive for lower power
consumption at equal or increasing performance. Substantial extensions to the initial
work on multi-objective optimization on wireless systems were carried out in the
work of Bougard"™. A large number of mathematical tools have become@vailable
through advances in evolutionary computing and multi-objective optimigation. Still,
quite a number of fundamental and generic questions can be asked it comes to
multi-objective optimization as a practical design approach os in“an application-
specific context [Lampinen00]: how should the Pareto l}‘(s be preferably
distributed over the Pareto front? Can we synthesize them\@@ do we select them?
How to select an initial set of points and extend it? Should extreme values for
individual objective functions be included in the Pare&@t as absolute comparisons?
How do we compare two Pareto-sets if the size o sets are different? This is a
question for specific metrics in the case of =Objective optimization. How to
express the quality of a Pareto-solution as a fu@gogn of such metrics?

1% See [Bougard04]. A separate PhD dissertation on Bougard’s work is subject to appear in 2006.
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8 Conclusions and Further Research

The carpenter is not the best
who makes more chips than all the rest.

Arthur Guiterman, 1871-1943."' <<‘/Q
As for the future, your task is not to foresee it, but to enable it. q
Antoine de Saint-Exupéry, 1900-1944.'52 (OQ

circle between the obtained results and the proposed objectives. g Section 1.2,
we identified two main objectives. In the context of OFDM-b G wireless LAN
and similar future flexible broadband transmission schemeb% Strived to

The end of this dissertation is approaching; hence, the time has C;Qt]@\to close the

power implementation including the mitigation of all relevant practical
non-idealities; K\

e establish a mixed-signal explorati %nd design flow that enables an
efficient process for this desi &g ultimately speeding up time-to-
market.

e develop functionality and scalable arch@&il/ enabling low-cost low-

QO

We will now summarize the maj ’%Qmiques that we have developed to meet these
objectives. Section 8.1 revie r contributions in the application domain and
draws conclusions. Section constitutes the same in the design methodology and
technology context. An i al part of research is that along with the above answers
a whole set of new guedidns has escaped the box of Pandora. Ideas for continuing
and new promisinngl e research are presented in Section 8.3.

@
S
&

QO

131 Well, at first sight, this may sound strange in the microelectronics business, where more chips might
mean more money. At second sight, however, the challenge lies in the tremendous increase in complexity
per chip. In that sense, this quote from the wooden times still holds perfectly in our silicon era.

132 Not astonishingly for a man of deed, Saint-Exupéry considers getting his hands dirty in order to pave
the path for future generations a necessary and honorable step.
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8.1 Contributions to Application Design

Design for portable consumer-oriented applications is subject to cost and power
consumption constraints. The demand for improved performance and features while
satisfying severe constraints is high. The multitude of emerging applications creates
a significant pressure to design scalable and (re)configurable solutions. Hence, we
have aimed at architectural and functional concepts that prove to be scalable in
performance, power consumption, and cost. AQ

We have advocated for a cross-disciplinary approach of design ai ane evaluate
our contributions based on their principal property: scalability a exibility for the
sake of performance/power improvement.

We have shown that design for scalability and flexibili \:ross several levels is key
for a performance/power-efficient system. More &, our results prove that
flexibility and scalability do come both at an affqgelable design and manufacturing
cost. We have addressed fundamental issues Wability and flexibility at nearly'>’
all relevant levels of design at the physical l& :

o Scalability at the Link level wi
In Chapter 6, we have i
concept for a perfo

espect to Application and Environment
uced a mixed-signal run-time/design-time
power-driven link-level optimization of the
used flexibility at several communication layers
and across digita, @ analog.
ibility at the Mixed-Signal Terminal-level
In Chapter have illustrated a scalable digital-driven design-time/run-
time co or AGC and DC offset compensation in the receive process
of the inal. We have also shown that this technique is applicable for
sever@M front-end architectures. Similarly, in Chapter 6 we have shown
dbg ly controlled solutions for trading off power versus performance for
Q@e transmitter front-end.
oS Scalability at the Digital Chip level
O’Q In Chapter 4, we have presented a baseband transceiver architecture
concept based on a distributed multi-processor architecture that has proven

\(b its scalability and reusability in two ASIC and one FPGA design with

WLAN as driver application.
o  Scalability and Flexibility at the Digital Block level

In Chapter 4, we have introduced novel solutions for the receiver
acquisition, for reuse in the transmit/receive data reordering processes, an
efficient scalable FFT, and algorithm/architecture trade-offs for the
equalization. We have illustrated that a significant amount of flexibility at
several conceptual levels can be incorporated in a parametrizable ASIC at
acceptable design cost'>*.

'3 We did not investigate the actual design of analog scalable blocks, though we analyzed practical cases
of existing analog/RF components. A paradigm shift to scalable analog block design is motivated in the
section on future work.

13 Acceptable design cost mainly refers to design complexity. This implies additional control complexity.
Additional data path complexity is very limited. Functional scalability is part of the specification: this
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Particularly for OFDM-based WLAN, proof was needed that an efficient digital
solution would be feasible as well as that front-end specifications could be relaxed to
an affordable level. Our digital and mixed-signal solutions significantly have
contributed to reaching this goal. The resulting ASIC designs — Festival and
Carnival — were both the first integrated WLAN baseband processor designs at the
time. Particularly, the 1% design (FESTIVAL) was recognized as one of the ISSCC
milestones in the field of Signal Processing in the ISSCC 50™ Anniversary Virtual
Museum'* in 2002.

8.2 Contributions to Design Methodology and Technology

In this dissertation, design methodology and technology is conceived as a practical
means to achieve an improvement in design efficiency in a particular application
domain. As a consequence, developed methodologies have first been applied in an

ad-hoc way or to a particular problem only. Later, methodologies were proven w t-b

a design iteration or a second design. In a few cases, methodologies were effecti
instantiated in prototyping tools or as enhancements to existing prototyping too@

In all cases and hence in alignment with the design rationale devised '@pter 2,
we have investigated the role, applicability, usefulness and reusabilit}ée articular
technique. Moreover, we have assessed the process of develop transfer, and
use of a particular methodology.

This section summarizes three aspects. First, we have p %Qd a practical system-
oriented mixed-signal design flow. This includes our ofgldbutlons to digital design
refinement, to mixed-signal co-simulation, and to avioral models for analog
components. Second, we have extended the prob @)f design refinement to design
space exploration for (re-)configurable mixed%val systems. The multi-objective
optimization challenge has been appry d with a design-time/run-time
partitioning methodology. Finally, we ¢ nt on methods to introduce and exploit
inter-disciplinary knowledge and sklllw e design process.

8.2.1 A Practical System-or@kd Mixed-signal Design Flow

In Chapter 7, we have in uced a system-oriented mixed-signal design flow
(Figure 8.1). This flow i at a co-design approach for analog and digital design
from the transaction@% on to the register-transfer level and its sample-based'™
equivalent on the analeg side. Notably, within the context of this dissertation, we
have not been al%@o instantiate all ingredients and transitions of this flow. Instead,
we focused 0&@ e transitions:

. Q@tal design refinement from the system level to RTL;

would imply parallel selectable implementations when we compare with dedicated designs. Given the
number of desired configurations, this becomes simply impossible.

133 See http://www.sscs.org/History/isscc50/signal/index.html.

1% We refer here to a model that is accurate with respect to the digital sampling process; i.e. we do not
need to describe the behavior more accurate than seen by the analog-to-digital converter.
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e mixed analog/digital co-simulation at the system level;
e embedding of behavioral grey-box models for analog components in the
system-level simulation.

The center of activities was chosen to be on the digital and system-level side, since
we identified the first major risk factors as the VLSI design for OFDM and later as a
mixed-signal co-design for digital compensation of front-end non-idealities. Digital
refinement and the mixed-signal co-simulation methodology were e ed as
major extensions to the existing purely digital and purely analog in-hoyse research
tools OCAPI and FAST, respectively. Both extensions required mo ations in the
tool kernels invisible to the user and user-accessible libraries ox language features.
Note that we mainly addressed the hardware design part. For W co-design, we
can refer to existing, but here not exploited capabilitieg=~isir OCAPI/OCAPI-XL

[VanmeerbeeckO1].
&
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Figure 8.1: We have proposed instantiations for part of the complete mixed-signal
design flow with a major focus on the mixed-signal system-level and digital
refinement challenges. Since research is still needed for other partial flows, we were
forced to use traditional or ad-hoc techniques there.

Obviously, the lower-right analog counterpart in Figure 8.1 is a desirable
enhancement but was not the scope of our research. Research in particular missing
aspects of this flow is suggested in Section 8.3. Note however that, since not yet
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supported parts of the flow such as transient measurements, component
characterization, or circuit-level model extraction were needed in actual designs and
tests, these were performed in an ad-hoc way.

8.2.2  Methodologies for (Re)configurable Mixed-signal Design

The result of a multi-objective design space exploration results in a Pareto-optimal
front of configurations. This design-time approach has been widely used in
engineering. However, we have extended this idea with two important practical
items for the field of integrated communication systems:

e aprocess for a clear separation of the design-time exploration and pruning,

a run-time calibration procedure, and a run-time controller architecture; this
reduces design effort and limits architectural complexity;

e an extension of this approach beyond the digital domain into digitally-
controlled mixed analog/RF-digital systems. First, with the embedding of
analog/RF in the solution, we introduced the mandatory step of run- tl%
calibration. Second, we considered quality side-constraints at design t:
and tun time, which raises the impact of this control loop, linking
QoE-aspects that are steered by the user. (b'

Figure 8.2 illustrates the steps of this process from design time to\§n ime and
across the different design domains.

Size of the tion in the
solution space ution process
(1/ A

Selected Usage
Configuration ) )
——————————————— Configuration

£
Selection g
Run-time (=
Solution
Space Calibration
)
i £
Pruning =
c
Initial %
Design o}
Space __| Evaluation a
MogIRF Digital Application
& Domain Domain Domain

Figure 8.2:$Qtration of the process steps from design space exploration at design
time to tfig"Usage of the optimum configuration given run-time constraints at run
time.

We have illustrated these two extensions with two applications. First, the entire
process has been demonstrated in an integrated way for a generic automatic gain
control and DC offset compensation for the receiver front-end in Chapter 5. Second,
a process for application-scenario-aware transmitter requirements specification and
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architecture selection has been developed in Chapter 6. A generalization was
presented in Chapter 7.

8.2.3  Cross-disciplinary Approach in System Design

Both application- and methodology-oriented research in this dissertation were
subject to the design rationale expressed in Chapter 2. This means that we have
considered and reviewed all contributions with respect to their role and impact in a
single design process. Noticable consequences of this approach were QQ

e the cross-disciplinary chain of obtained solutions, motiv4®d by changing
research domain and direction towards the next closeshajor risk factor
whenever the previously identified major prc%h was solved. This
motivated our research to cross the algorithm-axchitecture boundary in
Chapter 4, the digital-analog/RF boundary j r‘&hapter 5, and finally the
application-design space boundary in Cha Q’

e the consequent co-development o
application design. As a result, the oped methodology was carefully
balanced between immediate icability for the designer but also
conceived right from the start ;gh e than single ad-hoc application;

ign methodology with the

oal-oriented design at two levels. First, we
river application (object-oriented), but took the
g point for obtaining design solutions with desired
ility and flexibility. Second, we conceived the design
each design step and decision was clearly motivated by
its impact in reaching|the final application goal and the methodology used. This
allows a backtraa%‘evaluate the actual usefulness of particular design techniques.

Our approach honors the principl
did not consider a static objec
WLAN specification as a
properties, particularly s
process as a whole in

It should b % that the co-design of application design and methodology also
carries on planning. Intrinsically, design methodology development is an
initialihy€stment the benefits of which should be reaped later. This has an impact on
plapniiig and may accumulate milestones at the end of the design, since productivity
.igereases are assumed due to methodology and tools. For smaller design teams and
175\ vel, innovative products this approach seems definitively advantageous. But also
{\. larger design teams benefit from local methodology development, notably a
@ customer-owned system design process as a domain- or product-specific
S differentiator, which can hardly be provided by external CAD vendors alone. For a
CAD vendor, establishing and supporting customer-specific system design processes
is, in general, not a profitable business.

8.3 Further Research

Research is often perceived as a never-ending quest for a better and deeper
understanding of a particular problem. Its Latin origin'>’ may bring up the view of a
neverending spiral around one focal point. But, despite approaching the ultimate

157 re + circare = to go around again and again.
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goal ever closer, surprises keep on appearing and new research needs to be initiated
to explore the problem further.

At first sight, this may remind us of the picture of a Russian Matryoshka doll.
Having peeled off yet another shell, what may come next? But today's challenges are
not only in the depth: there's not only yet another shell inside, but we may actually
question, isn't there another shell outside of the problem — a widening of context -
that we should consider. Inter-disciplinary research obviously aims at looking
beyond the current focal point. Flexibility and (re)configurability in the context of
multi-objective optimization goals do not really aim at a single point; instead, their
goal is the derivation of a minimal set of optimum points suitable to cover a
bounded but varying context.

This thesis was inspired with such an inter-disciplinary mind-set. As the previous
section may have illustrated, this opens a great new world of opportunities for
research. Our research has hopefully contributed some pieces of the puzzle, but we

found even more opportunities worthwhile to explore. These will be addressed h&?'Q

On the one hand, this may stimulate new research in the form of future project
Ph.D. topics. On the other hand, it may add thoughts and ideas to the dis jon
around /ow engineering as a discipline will position itself in a more and m§\nter-

disciplinary world. {\Q

This section is structured by analogy with the entire dissertatio@rst, we discuss
suggestions for application design. Next, we address desi ethodology and
technology. An outlook on inter-disciplinary challenges @ the pure scope of
engineering concludes this section. (l/

N

8.3.1  Suggestions for Application Design ‘Q

During the joint exploration of application, alg ih\n, and architecture design space,
many interesting combinations of requiremen(é% candidate solutions were revealed
that deserve further investigation. From ) some represent obvious extensions to
the work we have already done. O‘[hq&J more visionary and require a long-term

research approach to evaluate their ibility and to develop a clear roadmap. First,
we address some explicit extensi efore we motivate research in two longer-term
topics. {\_

Apparent Extensions to. -Standard and Multi-Antenna Systems

Future communicaﬂ@ systems beyond 3G (4G) will be characterized by a
horizontal commuslication model, which combines different access technologies
[Mohr00]. Al today, we see examples of this evolution such as discrete
MIMO-base, AN [Sampath02], MIMO chipsets from several vendors'*®, or
combinati of WLAN and cellular [Luo03]. The need to integrate compliant
solutio or multiple standards, bands, modes, and services into low-power
terminals will lead to a significant complexity increase in application, function, and

138 By the time of writing, announcements of MIMO chipset implementations, e.g. from AirGo Networks,
swept the market. Yet, with the increased complexity of a MIMO solution, comparability of existing
SISO and MIMO chipsets with respect to capacity and energy efficiency remained under heavy
discussion [Mannion03].

Q

\\Q)
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architecture design space exploration, shifting essentially the current focus of design
complexity from lower to higher abstraction layers [Fodor03] [KalliokuljuO1].

Despite a challenge, access to multiple transmission modes or techniques also
increases the solution space and offers interesting trade-offs. Figure 8.3 illustrates
results of a preliminary study for MIMO-WLAN. We assume availability of both
MIMO transmit and receive processing (e.g. [Khaled05]) and a performance/power-
scalable forward-error correction (e.g. the Turbo decoder form [Bougard08b]). The
optimum configuration for the mobile terminal actually depends o network
topology and the radio channel conditions; in a star-topology proce$ complexity
in both transmit and receive mode is best shifted to the access\%;){ . In a peer-to-

peer scenario, transmit and receive power consumption is best™alanced between all
terminals. Clearly, AP and MT configurations exploit t ire flexibility range

offered.
\Q)
w QQ

MT-2 MT-2
a) Star topology with dedi AP b) Peer-to-peer topology
(AP operates from m@upply) (MTs operating on battery supply)
\,(1/ MT-1 or AP MT-2
SAcces? . hannel MIMO proc. relative FEC relative
cenan&\ state . power . power
configuration cons. configuration cons.
Star "good" Rx 1.51 Lite 1.00
O "bad" Tx 1.81 Full 1.26
Peer-to-peer "good" Tx 1.25 Lite 1.26
OQeer-to-peer "bad" Rx 1.51 Full 1.56

>
-

(%) Figure 8.3: a) and b) The optimum system configuration depends on the network
) topology. ¢) The power balance changes between 81% more power at MT-1 and a
nearly balanced power consumption, while the optimum configurations exploit all

configuration combinations.

) Relative power consumption in the optimum configuration

>
o)

This preliminary example requires all of the techniques proposed and applied in this
dissertation:

e Performance/power scalability through algorithm-architecture co-design;

e Digital compensation techniques to improve performance/cost despite
increasing front-end requirements;
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e Design-time/run-time techniques to guarantee sufficient adaptivity and
robustness at run time while shifting a maximum of design complexity to
design time;

e Co-exploration of application and design space to derive appropriate
product specifications.

Design for Scalability

The previous item illustrated the benefit of scalability with an ad-hoc example. In
practice, we need a more systematic approach to include scalability at the right place
and of the right amount such that the system will not be over-designed.

It is important to mention that this dissertation did deliberately exclude scalability at
the circuit level for its additional complexity. However, our functional and
architectural solutions have been designed at least for compatibility with scalable
circuit design techniques.

In the digital domain, our interface-centric distributed multi-processor design
easily be extended to the globally-asynchronous locally-synchronous (GALS) des1

style suitable for large SoC designs. Design changes would only occu he
physical level. First, clock and reset tree insertion would be replaced by ibuted
clock generation. Second, besides clock gating, supply voltage c can be

applied selectively to synchronous islands [Benini99]. fedver, within
synchronous islands, standard-cell based operators can easily be r&%‘ced by custom-
designed ones, particularly for dedicated word-leve @erations. Further
specialization of these islands opens up the space of re@gurable architectures

[Srikanteswara03]. (l/
N

In the analog domain, scalability comes mostly at price of performance, power
consumption, or cost. Though, to a certain ext }} omponent deficiencies can be
reduced by compensation techniques. This allow the extension of analog/RF
component design from classical si &raﬁng—point (SOP) to multiple-
operating-point (MOP) design. Run—tim@echniques also allow in-situ calibration
and adaptation. These techniques m used to increase yield, extending the range
of design-for-manufacturing (DEM)\techniques from design time to run time. DSP-
based calibration and analog s libration have both been identified as significant
research issues by the SRC C00]. Why not combining them? Importantly, the
move to MOP design rai e question of what metrics are important for scalable
analog components?, ously, the supply voltage reduction accompanying the
technology scaling*{{e towards smaller dimensions poses a severe threat to circuit
scalability. Spe @’ figure-of-merit (FOM) metrics for analog/RF circuits have
recently been\&ed to the ITRS roadmapping process [Brederlow01], but these
metrics arg §ased on the SOP paradigm and represent worst-case assumptions. The
questi@bow to quantify scalability?

Cooperative Devices

Scalability at the network level may either lead to more parallism such as in a multi-
layer networking approach [Mohr00] or the more sequential paradigm such as in
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multi-hop networking. The latter requires much less infrastructural support and is
motivated by the ambient intelligence’’ idea [Weiser91].

Both schemes require that terminals become more aware of their environment
[Sperling03]. From a control theory point of view, this means that the observability
of environmental parameters is increased. In cellular operator-owned networks,
significant state-of-the-art is present such as power control or handover
management, which mitigates interference and increases interoperability, ﬁbwever,
while controllability of networking resources may be enabled by o r-owned
infrastructure, this is not necessarily guaranteed for ad-hoc multi- networking.
Limited controllability may lead to inefficient usage of capacitj,\o/ ven instability
in multi-hop networks despite adequate observability. 0
n

Hence, performance and thus QoE in ad-hoc or multi—ho% ttworks depends largely
on cooperation between devices. Essentially, this ¢ ation is in the hands of the

users. For example, a user may allow the use of th¢ir terminal as a relay station or
deny it. Reasons for a denial may vary from saw attery power for later personal
usage but also simply for security aspects. Thi§ means that both technical and non-

technical aspects can largely influence th
How can we guarantee QoE in such a

ration and efficiency of the network.
rio? Are there incentives for the user to
offer his/her terminal for relay pu 7 What would be an intelligent mechanism
that automates these decisions b on simple overall user-defined or learning-
based rules? Finally, do we w. is process to be automated at all?'®

8.3.2  Suggestions f@@gn Methodologies and Technology

Scalable Behaviorm&/?fdels in the Analog/RF Domain

Advances in § e analog/RF components are necessary to support run-time
flexibility. Tgdd¥ronal design techniques focused mainly on single-operating-point
(SOP) optmaization. Therefore, modeling techniques and design technology are

tailored (0> SOP design. However, scalable components require modeling and
desi chniques that efficiently cover MOP components. Essentially, the complete
E&SS from measurement to grey-box behavioral model extraction requires an

xadaptation towards the MOP paradigm.

For the behavioral modeling, we can identify three challenges. First, local
approximation or linearization techniques will likely not work anymore in the MOP
case. Second, the division in a design-time and run-time control component and the
sensitivity of a component to external influence factors may require run-time
estimation and adaptation of MOP models or model parameters (Chapter 5 and 6,
[Asbeck01]). Third, models with a wide coverage will essentially need to include
information on the higher-order statistical distribution of parameters. Otherwise,
extensive design space exploration and optimization may come up with an optimum
configuration with very low design margins, which unavoidably leads to a low yield

1% From [Weiser91]: "The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are undistinguishable from it."

10 From [Sperling03]: "Social interactions are the focus of our existence. We are social animals, and for
any technology to be useful, it must eventually support socialization; otherwise it will not survive."
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after manufacturing. Hence, process variations must be adequately modeled and/or
included in the calibration process. Note that MOP behavioral modeling requires a
mature SOP characterization and modeling approach in place, on which it can build
upon further, e.g. [Harame03].

Essentially, the task of behavioral modeling is to aid the designer in extracting
adequate models. This demands a designer who is aware of his/her actual model
accuracy needs in a given situation and, based on this, trusts grey-box behavioral
modeling. Yet, the behavioral level of modeling is still frequently perceived as less
accurate than circuit-level modeling [Getreu90].

So, what are practical MOP models for which an efficient run-time calibration can
be performed? Can we extract parametric information at design time and thus reduce
the run-time complexity? How do MOP models scale with the number and location
of operating points?

Quick Incremental Design vs. Run-time Flexibility \Q

on a yearly basis. Hence, the short lifetime of such devices may not r a
significant amount of run-time flexibility and reconfigurability. Updates rades
up to one year may be foreseeable. For the designer, this result rade off
between once in a while designing a very flexible device or producing
incremental derivatives on a yearly basis or shorter.

Nowadays, replacement of portable devices such as mobile phones often takes gl

Essentially, this equals a trade-off between design-time an —time effort and cost.
Incremental design requires a design flow that shorten: and effort required in
order to iterate on the exploration and optimization Q&g s and optimally reuses the
already existing predecessor of a device. Increment @ esign is strongly connected to
systematic reuse at different levels. Interestl niques for digital reuse with
ASICs can be found for functional extensi %m [Vermeulen02] or component
configuration in [Schaumont99a]. How: thodology is missing that adds the
analog/RF dimension and embeds these niques in a heterogeneous architectural

context. O
O

Incremental design appears o onal to the global multi-objective optimization
approach proposed for desigid space exploration. Furthermore, the quality of an
incremental design in pr; € reduces with the number of iterations compared to a
re-design from scra e that this requires a design process management that
specifically cover 1p1e designs and design evolution'®'. Hence, two research
issues are identifj 6@» irst, research is needed into rnethodologles that can efficiently
explore a re @{mg or modified design space given an initial, but partial set of
constraints configurations. Second, based on the status and the incremental
evoluti@@a design, what are appropriate criteria to go for a re-design from scratch
instead of yet another incremental design step?

1l Citing [Colwell04]: "Insidiously, only the core architects and the project leaders could see the real
culprit: the cost of complexity."
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A Synthesis and Configuration Process for Run-time Controller Design

When the design-time/run-time approach is combined with incremental design, it is
essential to support this concept with an at least partially automated top-down
synthesis and reconfiguration process. Incremental design may force adaptations of
the system to smaller or larger changes in particular resources. At design time, for
instance, an upgrade of the application may require the reoptimization of the system,
taking into account Q

Z

e reuse of already available (= fixed) resources; \
e added or removed resources; @0'
e reuse of connectivity and interfacing. v/

At configuration and run time, we need a flexible architect\l)&nd processing that

e adapts to a change in the environment, e.g. tégifferent radio channel;
e adapts to changes in the surrounding %@bcture, e.g. to a different front-

end partitioning; Q/
e adapts to application constraints,ce.g” to a different type of traffic and

expected QoS. N\
>

The designer needs essentially syn support to traverse the different steps of the
optimization process without e one manual transitions:

e atdesign time f(@ design space exploration and pruning;

e at design ti split the process into a design-time, configuration-time
and run-time jpomponent including their interaction, based on the pruned
results;

e at degign)fime to generate the fixed and reconfigurable parts of the run-time
co ler;

. eﬁ) figuration and run time to reconfigure or reprogram the controller.

For~the lower-level steps, existing FSM controller synthesis techniques can be
-r€used [Benini96]. A step towards higher abstraction is protocol controller synthesis
iegmund02]. However, more research is needed to analyze, optimize, and

{\- synthesize the higher-level hierarchy and architecture of the control scheme. Note

that a hierarchical controller concept is mandatory to address ratios of 10,000 to
100,000 in reaction time'® between clock-cycle-based front-end control and frame-
based MAC control.

8.3.3 Impact beyond Engineering

More and more, designers of complex communications solutions get in contact with
service requirements and application scenarios. Non-technical requirements from
marketing and sales start interfering with technical limitations. The aspect of
functional flexibility is a trade-off between design margins and upgrading or
installation cost. We briefly address two inter-disciplinary challenges, which interact

12 For HiperLAN/2, 2-ms MAC-frame length vs. 50-ns ADC sample duration results in a ratio of 40,000.



8.3 Further Research 229

between business and engineering, for the design of future multi-standard devices:
flexibility in standardization and product differentiation.

Going for a Flood of Standards or a few Optimized and Flexible Standards

Standardization in wireless applications has been a major success factor to bring
technical solutions into the market. On the one hand, the consumer market is
particularly sensitive to compliant and backward-compatible devices and standards.
On the other hand, proprietary formats and solutions along with the right marketing
push have often had more impact on the market than the technologically better
solution. The wireless world today faces a flooding of standardization activities.
Many standards-in-spe show significant overlap in application target or
specifications. Moreover, device compatibility between different standards or
interoperability is not always properly taken into account. Examples are the
overutilization of the 2.4-GHz band through various home-networking standards
[Sherif02] or the discussion about regulation for ultrawideband (UWB) standards
usage in already used frequency bands [Nakagawa03]. For manufacturers, the main
question will be to select and support an appropriate set of standards and to proy

upgrading possibilities. Q

Interaction between different players such as manufacturers, operators, cation
developers, and the customer may significantly increase once we t global
optimization across multiple services [Pereira0l]. Add to this a glgbal picture of
resource management within and across multiple networks [Z r00] [Mohr00]
and the idea of flexible, market-driven spectrum auctioning 02].

Our examples of mixed-signal co-design and applicatiod%gn space exploration in
Chapters 5 and 6 have shown that already the co-desjign,ih a limited problem space
provides substantial performance/power improv,e& Given the huge problem
space described before, these results repres ly first steps into the right
direction. However, they show that, for ef@?&t operation, future systems may
require availability and access to pastichlar knobs, extensive and efficient
communication between different layers/ and even smart cooperation between
different devices in a network. Most ese capabilities are not standard-compliant;
especially when they go across ss'a\' rdization layers or working groups. Many of
these aspects also require an im@mentation—aware standardization. At the cost of a
delayed standardization I?é?ss and a more complicated interoperability test
definition, the resulting ard may however offer improved operation and more
possibilities for prop@% product differentiation.

Citing Goodma Wickelgren96], "flexible standards is an oxymoron. If it's too
flexible, it's 11Xtandard." Hence, a fundamental question is how can we introduce
"just-enou &ibility" in the standardization process of today? Is it enough to
optimi& the transition or handover between different standards? How do we
build sufficient interoperability capabilities between standards? Can
standardization help in standardizing this transition process at least in order to
increase interoperability?
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Product Differentiation and Metrics in a Multi-Standard World

Product differentiation is a key aspect in the consumer world. Certainly, price is a
major selling factor while advanced technical features can often not be marketed
effectively in understandable terms for the end customer. Indeed, we have to "sell
the application, not the network" [Rose01]. So, what is more appealing to the
customer, given two flexible, upgradable communication devices to choose from?
For mobile phones, talk and standby time have become quite well understood
metrics for the customer. By what will we replace this for a user-depen@ mix of
services? How do we measure flexibility or upgradability? How cz@/ illustrate
and guarantee improved QoE to the customer?

Besides finding good metrics, the challenge even increases V@n we move to more
distributed solutions. In a cooperative environment such\as=a multi-hop network,
performance and cost and hence also QoE depend \more and more on the
environment. Even worse, this environment will ngt®eé under control of a single
operator such as in a cellular system. "Conpgctivity may really become a
commodity" [Saracco03]. Clearly, the shiff ards service-centric business is
mandatory, since the quality of the single ice is of reduced importance: the
properties of the environment have a mu@ ger impact on QoE. So, what are the
final product differentiators? Qo)

Finally, how many different devi @\s% you have to build? Is "one device that does it
all" [Savage03] sufficient. This\i$ a particularly interesting trade-off since it covers
the entire problem space @n the most flexible to the least flexible solution and
marketing may deliber: elimit the design space for the technical solution while
design or manufact cost may actually result in a different space. Do they
overlap? In how gfany different subspaces, and accordingly derivative products,
should we subgi@or a product range with optimum success?



231

A Glossary

Mathematical Notation \\Q)

R eees scalar Q\/Q

G oo estimated value of a parameter, here for a scalar
D SRR vector of dimension #; n is optional Qq
Xiixm ceeeeerrrnnrreeeeeiiinrreeeeennns matrix of dimension m x n; m, n are optional (b'
D, SRS complex conjugate of matrix X {\Q
X e, inverse of matrix X O
X e, transposed matrix X @
[X] et absolute value of x %
E{X} oo, expectation of a random varia Q
E{x[k], Kk} oo expectation of a random var x with respect to k
() RS continuous-time basebanggquivalent signal
X[E] ceveerene e discrete-time baseband@ghivalent signal
X(®) or X(£) veevveveeieiieinnns continuous frequeug&main signal
X[®] or X[f].ccvveverierianians discrete frequen@ ain signal
R{X} oot real part of
T{X} o, imaginary& of x
.\O
Acronyms and Abbreviq{iérs
N
2G e (ézéond generation, mobile voice & messaging
O communications

2.5G i, Q ..... between 2G and 3G
3G i (O,\ .......... third generation, mobile multimedia communications
4G e 0\ ............... fourth generation, world-wide roaming between data,

O voice, and multimedia communication standards
AAC e, alternating adjacent channel
ABM N/, abstract behavioral model
ABR ..o, available bit rate
ADC ..o, analog-to-digital converter
AC tieeieee e analog current
AC e a) adjacent channel

b) auto-correlation
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ACF i auto-correlation function
ACK i acknowledge
ACPR ..o, adjacent channel power regrowth
ACU oot address calculation unit
ADC .o analog-digital converter
ADSL oo asymmetric digital subscriber line
AFC i, a) analog frequency control
b) automatic frequency control Q
AFE o analog front-end AQ
AGC o, automatic gain control Q)
ALU i arithmetic and logic unit \/6
AP o, access point
APT i, application programming inter@b
ARQ oo, automatic retransmission que
ASIC .o application-specific integrafed circuit
ASIP oo application-specific in: g%‘tion processor
ASSP application-specifi ard product
ATM ..o, asynchronous tra mode
ATPG ..o, automatic test
ATS e absolute ti
AWGN .. additiv,
BAN .ooooooeeeeeeen body groa
BB oo b@g
BER ..o %t- TTor rate
BiCMOS ......ccovvvee, . polar CMOS
| 23 & SR Q bandpass filter
BIST .o S o built-in self-test
BS ‘Q ........... basestation
BSL..ooooinnee. {\Q ............. burst state information
CA S\ e, collision avoidance
CAD OQ ........................ computer-aided design
CAGR ), compound annual growth rate
C IVAL ..o name of IMEC'’s second baseband OFDM ASIC
.’éﬁ ................................... constant bit rate
\(b C o cross-correlation
LY CCDF ..o complementary cumulative density function
CCF i, cross-correlation function
CDF oo cumulative distribution function
CDMA ... code division multiple access
(]3] 2 J Cartesian feedback
CFO oo, carrier frequency offset
CMOS ... complementary metal oxide semiconductor
COFDM ...cccovviinininienene. coded OFDM
CORDIC .....ccevvviiiirennnes coordinate rotation digital computer
CPoeeeee e, cyclic prefix
CPE ..o, common phase error
CPN e, common phase noise
CQFP ..o ceramic quad flat pack package

CRC .o, cyclic redundancy check
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CSD e canonical sign digit
CSE oo common subexpression elimination
CSI e channel state information
CSMA ..o, carrier-sense multiple access
CSMA/CA ..o CSMA with collision avoidance
CW e continuous wave
DA data-aided
DAB ..ot digital audio broadcasting
DAC .o, digital-to-analog converter
DC e digital current
DCO .o, dc offset
DCR...ooiiiiieeee, direct conversion receiver
DD oo decision-directed
D) D) SR dynamic datapath information
DECT ..o, digital enhanced cordless telecommunications
DFC ..o data format converter
DFE .., decision feedback equalizer
DFM ..o, design for manufacturing
DFET i a) discrete Fourier transformation
b) design for test o)
DICORE .....cccoooviieieenne. digital compensation for radio enhancemengxg
name of an IMEC internal project O\
DIFS .o, distributed interframe space @
DLC oo, data link control b
D) 53 DR data link layer Q
DM ..o, design methodology Q
DMA ..o, direct memory access \(l/
DMT ..o discrete multi-tone ‘Q
DR oo, dynamic range ’\Q
DRAM ..o, dynamic random- %s memory
DRC ..ot dynamic range 0
DSE...ooiiieieeeeeees design space%y) oration
DSL.cooieieeeeeeeee e digital subSeriber line
DSP o a) digi gnal processor
b) % signal processing
DSSS e i sequence spread spectrum
DT ign technology
DTSE ..o, & data transfer and storage exploration
DUT oo S device-under-test
DVB ..o, (b'\ .......... digital video broadcasting
DVB-H ......... o DVB handheld
DVB-T ..... R DVB terrestrial
ECP...pm D, estimation and compensation phase
EDA N/, electronic design automation
EDGE ..o, enhanced data rates for global evolution
EER .o, envelope elimination and restoration
EIRP ..o effective isotropic radiated power
EK e execution kernel
ETSI oo, European telecommunications standards institute
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ESL oo, electronic system level

EVM .o, error vector magnitude

FB oo, feedback

FBAR ..o, film bulk acoustic resonator

FCC o, federal communications commission

FD oo, frequency domain

FDM ..o, frequency division multiplex

FDMA ..o frequency division multiple access Q

FEC e forward error control AQ

FESTIVAL ....ccoviiiree. name of IMEC'’s first OFDM ASIC and e of the
corresponding project \/

FE oo flip-flop 0

FFT oo, fast Fourier transformation \b

FIFO oo first-in first-out

FIR (o finite impulse response \Q)

FOM..ooiiiiiiiiieees figure-of-merit \

FPGA ..o, field-programmab array

FSK oo, frequency shift ke

FSM.iiiiieeee finite state machine

FSMD ..o, finite state ine + datapath
GaAS oo Galliu nide
GaN o, G'%'lb itri
GOPS ..o gl perations per second
GPRS .o ncral packet radio service
GSM ..o, . obal system for mobile communications
HDL .....cccoovveveen M. hardware description language
HDTV v s K high definition television
HF...coooii, ‘Q ........... high frequency
HIPERLAN/ ’\Q ............. high-performance radio local area network, type 2
HLS o\, high-level synthesis
HPF ..... QQ ........................ highpass filter
HSD@ .............................. high-speed downlink packet access
HWNh o, hardware

\%: ................................... input-output

Q in/quadrature phase
IBI o interblock interference
IBO .o, input backoff
IC e, integrated circuit
ICE oo, inter-channel error
ICT e, intercarrier interference
IDFT oo inverse discrete Fourier transformation
IEEE ..o, Institute of Electrical and Electronics Engineers
IF e intermediate frequency
IFFT oo inverse fast Fourier transformation
IFS e interframe spacing
IR e infinite impulse response
IL e implementation loss

IM e, intermodulation
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MCM

S

.
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a) internet protocol

b) intellectual property

infrared

integrated services digital network

intersymbol interference

international standards organization
industrial-scientific-medical

international technology roadmap for semiconductors
international telecommunications union

joint electron device engineering council

OSI layer 1; physical layer

OSI layer 2; data link control layer

OSI layer 3; network layer

local area network

linear amplification with nonlinear components
low-noise amplifier
local oscillator

line of sight

low power

lowpass filter

least squares
least-significant bit
least squares error
long training sequence b
look-up table Q
a) medium access control Q

b) multiply-accumulate \(1/

a) multiple carrier ‘Q

b) Monte Carlo N

multiple carrier ¢ ivision multiplex
a) multi-chip e

b) multi-carrierymodulation
micro—elec@omechanical system

multi put multiple-output
maxi -likelihood sequence estimator
@dnolithic microwave integrated circuit

imum mean-square error
model of computation
multiple operating point
motion picture experts group
microprocessor interface
multi-rate multi-carrier
most significant bit
mean square error
mobile terminal
multiplexer
non data-aided
noise figure
network interface card

O
N\
S

N\
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NLOS i non-line of sight
OAM ..o operation, administration, maintenance
(0) 270 R output backoff
(0) 211 RS original equipment manufacturer
(0) 2101 B orthogonal frequency division multiplex
OSI e open systems interconnection
PA L power amplifier
PAN Lo personal area network Q
PAPR ..o, peak-to-average power ratio AQ
PC o, personal computer Q)
PCB oo, printed circuit board \/6
PCF oo, point coordination function 0
PDA ..o, personal digital assistant
PAf e probability density functionlﬂ
PDU ..ot protocol data unit \Q)
PER oovoeiiiieeeeieeeeee packet error rate \
PETRARCH...........cc........ power-efficient tr @er architectures, name of
an IMEC internamct
PGA .o, programmable g3in amplifier
PHY oo, physical la;
PICARD .....ccoooiiieieiee name o, EC internal prototyping platform
PIFS e, poi t@ ination function interframe spacing
PL pq%a
PLCP oo, ySical layer convergence protocol
PLL oo, . ase-locked loop
PLME .......ccceevveee e Q physical layer management entity
PMD .....................\il/......physical medium dependent
PN ..o, \ O pseudo-random noise
PP .o, {\Q ............. peak-to-peak
PQFP ..... % .................... plastic quad flat pack package
PSD ..... (D T power spectral density
PSK C) .............................. phase-shift keying
PV% ................................. pulsewidth modulation
@ .................................. quadrature amplitude modulation
\QOE .................................... quality of experience
QOS..iie e quality of service
QPSK .o quaternary phase-shift keying
RAM ..o random-access memory
2 radio frequency
RFID .ottt radio frequency identification
RLC .o, radio link control
RMS s root-mean-square
ROM ..o, read-only memory
RRC .o radio resource control
RRM oo, radio resource management
RSSI oo, receive signal strength indicator
RTL oo, register transfer level
163

also probability distribution function.
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RTS e, relative timing sequence
RX e, receiver
SAP v service access point
SAW i surface acoustic wave
SC e single-carrier
SCR .o system clock reference
SDF ..ot synchronous dataflow
SDMA ...cooviiiiiieeeieeeeenn space division multiple access Q
SDR oot software-defined radio AQ
SDRAM ...oocovvviviicinine, synchronous DRAM Q)
SEG ..ot signal flow graph \/6
Shutieiiieieeereee e silicon 0
SIFS oo, short interframe spacing \b
SIGE v, Silicon-Germanium \
SINAD ..ocvveieieieeieeeeenn signal-to-noise-and-distortion ratio \Q)
3 | system-in-a-package ®\
SIR ..ot signal-to-interference ratio \Q
SISO ..o, single-input single-output Q/
SLIF ..ooiiieeeeeeeeee, system-level interface q
SNR i signal-to-noise ratio @Q
SOC v system-on-chip g\g
SOHO ...oovviiiiieeee small-office home-office O\
SOP ..o single operating point $
SONR ..o, signal-to-quantization noise ratio b
SR oo software radio Q
SRAM ...ooiieiiieeeeeeeen static random-access memorpllg
SRR . software-reconfigurable radio
SSR ..ot symbol-based sample r@ering
STS e short training sequengey
SVD .o singular value decgmiposition
SVP oo silicon virtual ype
SW o software
SYRS oo, system reQLrements specification
TCM .ot task x@rrency management
TCP o, tra@ssion control protocol
TDD vt ti ivision duplex
TDM i e-division multiplex
TDMA ..o o @ time division multiple access
TLP Q ..... task level parallelism
TPS oo, transmission parameter signaling
transceiver ..... O& ............... a device that acts as OSI layer L1covering both
c} transmission and reception] o4
TV ... O television
X Q ............................ transmitter
UML ..o unified modeling language

1% Note that, in the analog/RF community, transceiver often is used for the non-digital front-end part
only.
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UMTS e universal mobile telecommunication system,
defined in the RACE Mobile Definition project in 1986

UTRA ..o UMTS terrestrial radio air interface

UWB o ultra-wideband

VBR o variable bit rate

VC e, virtual component

VCO oot voltage-controlled oscillator

VGA e variable gain amplifier Q

VHDL ...oooviiiiiiie VLSI hardware description language AQ

VLIW e very long instruction word

VLS e very large scale integration \/6

VOD oo video on demand 0

VOIP oo voice over [P \b

VPN e, virtual private network \

VST e virtual socket interface \Q)

VA VN VSI alliance A\

VSWR e voltage standardin, V@gé ratio

W-CDMA ... wideband code dléion multiple access

Wi-Fi i, wireless fideli e http://www.wi-fi.org

WIMAX ..o worldwide jnteroperability for microwave access, see
also IE, ndard 802.16

WLAN ..o Wwir cal area network

WLL e, wjéss local loop

WMAN....cooiiieiieieeene ir¢less metropolitan area network

WPAN ..o, .Q%lreless personal area network

WWRF ...nn@ M.).. wireless world research forum

XDSL i (l/ ..... collective name for digital subscriber line techniques

I\ S . zero-forcing
O

Parame@ aming Conventions

Note:@r the orientation of the reader, we provide the typical unit scale in brackets.

\ﬁ ...................................... carrier frequency offset (in kHz)
{\. Afcll weveeeeeeeeeeseee e clock frequency offset (in kHz)

O i rms delay spread (in ns)
T e mean excess delay (in ns)
D e angular frequency

Bioh cooeeeeieieieeeeee e coherence bandwidth of the radio channel (in MHz)
Big oo nominal signal bandwidth (in MHz)
Eptotal «oeeeeeeeeeeieeeeene total dissipated energy per bit (in nJ/bit)
By oo, transmitted energy per bit (in nJ/bit)

S e carrier frequency (in GHz)

s e sampling frequency (in MHz)

A e, channel impulse response

H) o power delay profile

Moo constellation size
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Nyt oo number of subcarriers in an OFDM symbol

Ny e, number of data subcarriers in an OFDM symbol
N et noise power (in dBm)

Ny e spectral noise power density

Db weveeveerrenreesreesseesesseseanses bit-error probability, often referred to as bit-error rate
J O R total instantaneous power dissipation

Pl e, total instantaneous transmit power

S eeeerreenee e S-parameter from port m to port n

Troh weeeeeeeeeeeeieiieeeeeeeeeeeinnes coherence time of the radio channel (in ms)
U duration of an OFDM symbol (in ps)

VDD weeeeeeneeeeeeeeeeeseeneeeeene positive digital power supply voltage

List of Software Programs

ADS s RF and microwave simulator, with DSP options
(Agilent Technologies) QQ

CAPSIM ...oocvviiiiiciicnne C-based physical + link layer simulator (XCAD Co

CoCentric System Studio ... algorithmic and DSP design environment (Synops

ConvergenSC ........ccceeue.e. mixed abstraction-level digital (HW/SW) simu‘%&
and analysis environment (CoWare) Q

COSSAP....ooiiieeeeeee DSP development (Synopsys) {\

Design Compiler ................ digital circuit synthesis software (Sy‘l;g%

DSP and System Canvas..... block-diagram based design enviro t for DSP
(Angeles Design Systems) %

FAST oo behavioral-level modeling a lation tool for
analog and RF (IMEC)

MATLAB ...oooveieeiee integrated technical com@ﬂg environment
(MathWorks)

OCAPI ... behavioral and RTJ@ modeling and simulation tool
for hardware-so co-design (IMEC)

Saber, Saber HDL .............. mixed-signa i-technology simulator (Synopsys,
formerly Aqalogy)

Simulink .....ccccovevenininnnn 1nteract1@ ulti-domain block-diagram based simulator
Ma rks)

SPICE ...cocovieiiieieieene ci simulation software (Univ. of California at

eley)
SPW i, algorlthm and DSP development (CoWare, formerly

Q Cadence); the tool has been renamed into CoWare
Signal Processing Designer
Unify .o K (0' ........... library extension to OCAPI version 0.9 (IMEC)
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