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AI TECH FOR SECURITY (E.G. 
DARLENE)

OPPORTUNITIES AND RISKS 
OF AI

TOWARDS SOLUTIONS FOR 
ETHICAL AND LEGAL ISSUES
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Agenda



Emerging technology focused on integrating virtual 

objects into the real-world experience, aligning both 

the real world and virtual objects with each other in 

a complementary manner  
(Azuma, Baillot, Behringer, Feiner, Julier, MacIntyre, 2001)
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Augmented Reality

Source: mdc.eduSource: mdc.edu

Source: dmexco.com

Source: phys.org

https://www.mdc.edu/virtualreality/
https://www.mdc.edu/virtualreality/
https://dmexco.com/stories/augmented-reality-in-marketing-8-current-examples-2/
https://phys.org/news/2018-11-augmented-reality.html
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AR to improve situational awareness

© Marvel Studios



A critical skill in security 
situations

• LEAs often face high 
pressure situations where 
forced to make quick 
decisions

• In such circumstances crucial 
information can be neglected 
or delivered too late

• Rapid / real-time scene 
interpretation for situations 
where time is of the essence
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Situational

awareness

Source: https://paratus.info/
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• Enhance officers’ situational awareness with

• Improved optical capabilities

• Timely reception of crucial information 

(real-time intelligence)

• Constant communication with team 

members

• Rapid processing of the OODA loop

(Observe, Orient, Decide and Act)

• Quicker responses to threats

• Better informed tactical decisions

Staying one step ahead 
of adversaries

Cutting-edge AR to

(Apostolakis et al., 2021)
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Use cases

Rapid visual scene 

analysis for anomaly 

detection

Tactical neutralization 

of human adversaries 

in the presence of 

friendlies

(Hostage situation behind the wall)

(Crisis management during/after 
crime)

(Threat detection and neutralization (e.g., potential criminal and explosives)



- Automating steps

- Efficient data processing

- Cutting costs

- Enhanced cognitive 
abilities

- Reduced human error

- Algorithmic challenges
(e.g. the “black box” 
problem, algorithmic bias)

- AI governance including
data governance

- Need for human 
involvement and 
supervision

- Need to adapt frameworks
and ecosystem
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AI tech – Opportunities and challenges
Selected issues(!)

(Quezada-Tavárez, Vogiatzoglou, & Royer, 2021; (Marquenie & Quezada-

Tavárez, 2022)



Policy, regulation
and guidance

Responsibility by

design

Interdisciplinary
work

Ongoing law & 
ethics monitoring

Diversifying
teams

Towards more legally and ethically sound 

AI tech for security



• Evidentiary value?

• Application of exclusionary

principle?

• How to ensure reliability (of raw data and its 

processing)?

• Can we explain how it came into being?

• Meaningful challenging and evaluation in court?
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Tech limitations and impacts, e.g. AI evidence

(Quezada-Tavárez, Vogiatzoglou, & Royer, 2021)



• Extensive analysis of ethical and legal framework (human rights, 

data protection, criminal procedure, surveillance, evidence, 

trustworthy AI, AI ethics)

• Guidelines and strategies for system development and 

implementation (security, transparency, authorization, 

accountability, compliance)

• Ethical and Legal (Data Protection) Impact Assessment

• Policy feedback
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Overall strategies in security projects (roadmap)

(Quezada-Tavárez, Vogiatzoglou, & Royer, 2021; Marquenie & Quezada-

Tavárez, 2022)
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• Compromised device could be fed data to deceive or mislead the user

Tech limitations and impacts, e.g. AR

(What the AR device shows) (What is going on in reality)
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Steering tech development and implementation

(Barnard-Wills, Wadhwa, & Wright, 2014; Aidinlis & Gurzawska, 2021; 

Marsh, Hale & Kelly, 2021)



• Data really (really) matters! (garbage in, garbage out)
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Responsible AI design – Data audit

(Marquenie & Quezada-Tavárez, 2022; Pastaltzidis et al., 2022)

Source: https://data-en-maatschappij.ai/
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Responsible AI 

design –

Transparent 

dataset 

documentation

(Gebru et al., 2018)
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Responsible AI 

design – Transparent 

model documentation

(Mitchell et al., 2019)



19 Source: ifunny.co/
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So, don’t forget about end-users!



Policy, regulation
and guidance

Responsibility by

design

Interdisciplinary
work

Ongoing law & 
ethics monitoring

Diversifying
teams

Towards more legally and ethically sound 

AI tech for security



22

Tech limitations and impacts, e.g. facial recognition

Procedures and the 
rule of law really 
(really) matter…

(Quezada-Tavárez, Vogiatzoglou, & Royer, 2021)

https://www.nytimes.com/2020/06/24/technology/facial-recognition-arrest.html
https://www.youtube.com/watch?v=kpYYdCzTpps
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Multi-pronged approach for interdisciplinary efforts

Mapping

Principles

Guidelines

Requirements

Stakeholder
engagement, 

e.g. →



• Recognizing the risk of using biased datasets in real-time detection of crime

• Revealed issues of overrepresentation of minority subjects in violence 

situations that limit the external validity of the dataset for real-time crime 

detection systems

• Proposed data augmentation techniques to rebalance the dataset. 
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Beware of posible (positive!) collateral effects, e.g.

(Pastaltzidis et al., 2022)



Policy, regulation
and guidance

Responsibility by

design

Interdisciplinary
work

Ongoing law & 
ethics monitoring

Diversifying
teams

Towards more legally and ethically sound 

AI tech for security



26

Tech limitations and impacts, e.g. computer vision

(Kayser-Bril, 2020)
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Different technologies, same underlying problem

https://www.bbc.com/news/uk-wales-53734716
https://techcrunch.com/2021/02/12/swedens-data-watchdog-slaps-police-for-unlawful-use-of-clearview-ai/
https://www.dataguidance.com/news/spain-aepd-fines-mercadona-%E2%82%AC25m-illegitimate-use-facial
https://agenceurope.eu/en/bulletin/article/12931/5
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https://agenceurope.eu/en/bulletin/article/12931/5


29

Holistic approach: E+DPIA & SIA

Identification

Analysis

Mitigation

Monitoring
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Tech limitations and impacts – not unique to AI

https://www.youtube.com/watch?v=YJjv_OeiHmo&ab_channel=Futureism
https://www.theguardian.com/lifeandstyle/2019/feb/23/truth-world-built-for-men-car-crashes


“Every aspect of science, broadly conceived, is imbued with the 

characteristics and interests of those who produce it. This does 

not invalidate every scientific finding as arbitrary or incorrect, but 

merely points to science’s contingency and reliance on its 

practitioners—all research and engineering are developed within 

particular institutions and cultures and with particular problems 

and purposes in mind.”

Ben Green (drawing upon Donna Haraway and other feminist 

scholars)
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Improve team diversity
Particularly in the security sector…

…there’s hope on the horizon



Thank you!

Katherine Quezada Tavárez
katherine.quezada@kuleuven.be

KU Leuven Centre for IT & IP Law (CiTiP) - imec

Sint-Michielsstraat 6, box 3443

BE-3000 Leuven, Belgium

http://www.law.kuleuven.be/citip

34

These slides are released under the following Creative Commons Licence: 

Attribution-NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0)

DARLENE has received funding from the EU’s Horizon 2020 research 

and innovation programme under grant agreement No 883297

mailto:katherine.quezada@kuleuven.be
http://images.google.be/imgres?imgurl=http://www.uib.no/bot/bilder/eu-flag.gif&imgrefurl=http://www.uib.no/bot/mcts/qpalen/&h=349&w=519&sz=4&hl=fr&start=1&tbnid=tIl_Su9kO7IeFM:&tbnh=88&tbnw=131&prev=/images?q%3Deu%2Bflag%26gbv%3D2%26hl%3Dfr


• Stergios Aidinlis & Agata Gurzawska (2021). Responsible innovation in 
Multidisciplinary Research and Innovation Projects. International Society for 
Professional Innovation Management (ISPIM) proceedings.

• AP4AI, Accountability principles for AI in the internal security domain: 
https://www.europol.europa.eu/cms/sites/default/files/documents/Accountability_Princi
ples_for_Artificial_Intelligence_AP4AI_in_the_Internet_Security_Domain.pdf

• Konstantinos C. Apostolakis, et al. (2021). DARLENE–Improving situational awareness 
of European law enforcement agents through a combination of augmented reality and 
artificial intelligence solutions. Open Research Europe, 1(87)

• Ronald Azuma et al. (2001). Recent advances in augmented reality. IEEE computer 
graphics and applications, 21(6), 34-47

• David Barnard-Wills, Kush Wadhwa, & David Wright (2014). Societal Impact 
Assessment Manual and Toolkit (D3.1 ASSERT project)

• Donatella Casaburo (2022). AI-Cafe: Law Enforcement AI – Legal and Ethical 
Challenges of Predictive Policing

• Timnit Gebru, et al. (2018). Datasheets for datasets. Communications of the ACM, 
64(12), 86-92.

35

References

https://www.europol.europa.eu/cms/sites/default/files/documents/Accountability_Principles_for_Artificial_Intelligence_AP4AI_in_the_Internet_Security_Domain.pdf
https://open-research-europe.ec.europa.eu/articles/1-87/v2
http://assert-project.eu/wp-content/uploads/2013/04/D3-1-23-April-2014-Final.pdf
https://www.youtube.com/watch?v=BlMSU1jBHRA
https://arxiv.org/abs/1803.09010


• Ben Green (2021). Data Science as Political Action: Grounding Data Science in a Politics of 
Justice

• Nicolas Kaiser-Bril (2020). Google apologizes after its Vision AI produced racist results. 
Algorithm Watch

• Irina Marsh, Nigel Hale & Dominic Kelly (2021). Ethical Assessment Regarding the Use or 
Misuse of AI Systems for Law Enforcement.

• Margaret Mitchell et al. (2019). Model cards for model reporting. Proceedings of the conference 
on fairness, accountability, and transparency.

• Ioannis Pastaltzidis et al. (2022). Data augmentation for fairness-aware machine learning: 
Preventing algorithmic bias in law enforcement systems. Proceedings of the 2022 ACM 
Conference on Fairness, Accountability, and Transparency 
https://doi.org/10.1145/3531146.3534644.

• Katherine Quezada Tavárez (2021). Augmented Reality in Law Enforcement from an EU Data 
Protection Law Perspective. International Review of Penal Law, 92(1), 69-86

• Katherine Quezada-Tavárez, Plixavra Vogiatzoglou, & Sofie Royer (2021). Legal Challenges in 
Bringing AI Evidence to the Criminal Courtroom. New Journal of European Criminal Law, 12(4)

36

References

https://algorithmwatch.org/en/google-vision-racism/
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/horizon-results-platform/31571
https://arxiv.org/abs/1810.03993
https://doi.org/10.1145/3531146.3534644
http://www.maklu-online.eu/nl/tijdschrift/ridp/2021/artificial-intelligence-big-data-and-automated-dec/augmented-reality-law-enforcement-eu-data-protecti/
https://journals.sagepub.com/doi/abs/10.1177/20322844211057019

