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Abstract8

This paper presents a comprehensive set of numerical simulations for the9

characterization of a water mist spray emerging from a nozzle positioned at 2.2 m from10

floor level and operating at a pressure of 1.0 MPa. The droplet volume-median11

diameter is about 90 μm and the spray half-angle is around 42°. The spray shape is12

visualized using a laser sheet and the water flux density distribution on the ground is13

measured with a ‘bucket’ test. An initial comprehensive numerical study using the Fire14

Dynamics Simulator (FDS) has been carried out by varying several numerical and15

physical models and parameters (e.g., cell size and turbulence modelling). The16

simulated sprays were very narrow (in comparison to the actual spray), yielding17

overestimations of the peak water flux density at floor level by about 430% (on18

average). Subsequently, it was found that there is a significant impact of the drag force19

modelling because the spray at hand is dense (near the nozzle). An ad-hoc reduction20

of the drag coefficient to a constant value leads to better results. The current study21

calls upon new developments for droplet aerodynamic modelling in dense sprays.22
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Nomenclature25

଴ܣ bucket area (mଶ)26

ௗܥ drag coefficient between the liquid droplets and the gas (-)27

ௗ,଴ܥ single particle drag coefficient (-)28
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݀ spray width near the nozzle (m)29

particle diameter (μm) 30 ܦ

volume-median diameter (μm) 31 0.50,ܸܦ

D(D),ܸܨ Cumulative Volume Fraction (CVF) of water droplets (-)32

ܨ hydrodynamic force of the trailing particle (N)33

଴ܨ hydrodynamic force of the isolated particle (N)34

Ԧ݃ gravitational acceleration (݉ ଶ)35ݏ/

inter-particle spacing (μm) 36 ܮ

݉ ௗ droplet mass (kg)37

ܰ௣ number of computational droplets per second 38(ଵିݏ)

ሶݍ water volume flow rate of the nozzle ݉/ܮ) ݅݊ )39

"ሶݍ local water flow density at a certain point ݉/ܮ) ݅݊ /݉ ଶ)40

ሶ"௠ݍ ௔௫ maximum local water flux density ݉/ܮ) ݅݊ /݉ ଶ)41

ሶ"ഥݍ average water flux density in each bucket ݉/ܮ) ݅݊ /݉ ଶ)42

ܴ݁ particle Reynolds number (-)43

ݐ steady-state time period of the spray (s)44

(௛)ݐ time at which droplets reach the distance ℎ from the nozzle45

(min)46

ሬ⃗ݑ gas phase velocity (m/s)47

ௗሬሬሬሬ⃗ݑ droplet velocity (m/s)48

଴ݒ initial velocity of a droplet (m/s)49

ܸ the collected water volume in the bucket 50(ܮ)

௪ܸ ௔௧௘௥(௛) volume of water up to a distance ℎ from the nozzle 51(ܮ)

Vୱ୮୰ୟ୷ ୬ୣ୴ ୪ୣ୭୮୮ୣ(୦) volume of the spray envelope up to a distance ℎ from the52

nozzle 53(ܮ)

W non-dimensional, non-disturbed wake velocity at the center54

of the trailing particle (-)55

Greek symbols56

α local water volume fraction (-)57
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αഥ average water volume fraction near the nozzle (-)58

ߛ droplet size distribution width parameter (-)59

∆ܲ water pressure at the nozzle (MPa)60

∆x cell size (cm)61

ε deviation between simulation and experimental results (-)62

ߠ (half) spray angle (°)63

ߤ dynamic gas phase viscosity (Pa∙s)64

ߩ water density (݇݃ 65(ܮ/

ҧߩ gas phase density (݇݃ /݉ ଷ)66

1 Introduction67

Water mist systems are widely accepted for fire control and suppression in buildings68

because of their high cooling efficiency and oxygen dilution [1], which have been69

experimentally investigated in, e.g., [2-4]. Numerical modeling serves as another70

effective and less expensive means to explore the performance of water mist in71

different fire scenarios [3-7]. Numerical simulations also serve as a ‘support’ for72

experiments where the flow field (e.g., air entrainment) is difficult to measure. However,73

results from simulations can only be trusted when the modeling is proven accurate74

enough by validation against experiments. Often, such validation work is performed75

directly for the interaction between a water spray and a fire-driven flow. However, it is76

considered crucial to proceed first with the numerical characterization of a single water77

mist nozzle in the absence of any fire-driven flow as in [8-11]. Husted et al. [8]78

compared FDS results in to the experimental data of a hollow cone water mist spray in79

terms of droplet velocity and water concentration. Significant deviations were partially80

attributed to turbulence modelling. The effects of the cell size, the turbulence model,81

the particle injection rate and the spray angular distribution were examined in detail in82

[9, 10, 12, 13]. It was found that all these aspects have an influence on the numerical83

characterization of the spray. However, the number of injected computational droplets84

per second is particularly important in that the default number of 5,000 s-1 had to be85
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increased to a few millions in order to minimize the statistical error. Apart from the86

droplet size and velocity [8-10, 12, 14-16], the water flux density distribution on the87

ground was also used to validate the CFD simulations, showing a good agreement88

with the experiments [11, 17].89

In order to increase the predictive capability of CFD models for spray dynamics,90

there is still a strong need to carry out more validation. In this paper, such an91

assessment is performed based on the overall shape of the spray and the water flux92

density distribution at floor level, as measured in the bucket tests. This numerical work93

has initially been thought to be, to some extent, a ‘formality’ prior to the more complex94

scenarios involving a fire-driven flow. However, it has been observed that the spray95

envelope in the simulation is significantly narrower than in the experiment. This has96

triggered the comprehensive numerical study reported in this paper and which97

addressed the influence of a wide range of numerical (e.g., the gas phase cell size and98

the number of particles per second) and physical parameters and models (e.g.,99

turbulence). Ultimately, the study has led to highlight the importance of the drag force100

model for the case at hand, which can be explained by strong inter-particle101

aerodynamic interactions under ‘dense’ conditions.102

2 Experimental set-up and results103

2.1 Parameters at the injection and spray shape104

The orifice diameter of the water mist nozzle considered herein (see Fig. 1) is 1.8105

mm. In order to measure the water volume flow rate under the operating pressure106

DP =1.0 MPa, a container was used to collect all the water spray induced from the107

nozzle for 3 minutes and the measured total water volume was divided by the time108

period (3 min). The measurement was repeated three times, and the average109

calculated water volume flow rate was 1.0 L/min.110

The initial velocity of a droplet near the nozzle can be estimated from:111

଴ݒ = ටܥ
ଶ଴଴଴D௉

ఘ
(1)112
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where ߩ is the water density. The parameter ܥ is a factor used to account for the113

friction losses in the nozzle. It has not been determined experimentally but, typically,114

the value of C varies between 0.5 and 1, which corresponds to initial velocity values115

between 22 and 45 m/s. A sensitivity analysis on the latter will be performed in order116

to examine the influence of the uncertainty in v଴ on the overall numerical spray117

characterization.118

The water mist nozzle produces a solid cone of fine water droplets with a spray119

half-angle of 42°, as shown in Fig. 2 (a). The spray picture, as shown in Fig. 2 (b), was120

taken by means of a laser sheet and shows the overall shape of the spray from the121

nozzle to the ground. The picture was taken in a 2.2 m-high reduced-scaled tunnel.122

Due to the limited space inside the tunnel, the front view of the laser image is not123

available. However, it can still be clearly observed that the spray exhibits a conical124

shape up to a certain distance from the nozzle before the gravitational force becomes125

dominant over the initial momentum and the spray shape becomes close to cylindrical.126

This is similar to the observations in [8] for a full cone water mist spray using the High127

Speed Camera.128

The maximum diameter of the cone, i.e., the diameter of the cylinder from the129

observation in Fig. 2 (b), is estimated as 1.26 ± 0.18 m (with the height of the cone130

spray part of 0.7 ± 0.1 m).131

132

Fig. 1. The experimental nozzle geometry.133
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134

(a) in sunlight (b) laser sheet visualization135

Fig. 2. Picture (left) and laser sheet visualization (right) of the water mist emerged by the nozzle.136

2.2 Drop size distribution (DSD)137

The drop size distribution (DSD) was measured by the laser particle analyzer,138

capturing all the droplets in the spray zone in the horizontal plane 1 m below the nozzle,139

as prescribed in NFPA 750 [18]. According to the scattering of the light by the droplets,140

the diameters of all the droplets passing through the laser plane at a time point are141

collected and the DSD is calculated. The latter is expressed in terms of Cumulative142

Volume Fraction (CVF), as shown in Fig. 3. The CVF of the droplets agrees well with143

the Rosin-Rammler-lognormal curve [9]:144

(ܦ)௏ǡ஽ܨ =

⎩
⎪
⎨

⎪
⎧ 1

√ʹ ߨ
න

1

ᇱܦߪ
൭െ݌ݔ݁

ൣ݈݊൫ܦᇱ ⁄௏ǡ଴Ǥହ଴ܦ ൯൧
ଶ

ʹ ଶߪ
൱݀ܦᇱ

஽

଴

����൫ܦ ൑ ௏ǡ଴Ǥହ଴൯ܦ

ͳ െ ቈെ݌ݔ݁ ݈݊ (2)ቆ
ܦ

௏ǡ଴Ǥହ଴ܦ
ቇ

ఊ

቉����������������൫ܦ ൐ ௏ǡ଴Ǥହ଴൯ܦ

145

ߪ ൌ
ଶ

√ʹ ݈݊)ߨ ߛ(ʹ�
(2)146

where ǡ�(D)ܸܨ is the CVF, ߛ is the distribution width parameter and ǡͲǤͷͲܸܦ is the147

volume-median diameter, which is about 90 μm for the case at hand. 148
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149

Fig. 3. The measured Cumulative Mass Fraction and curve fitting with a Rosin-Rammler-lognormal150

distribution (Eq. (2)).151

2.3 Water flux density distribution152

In order to obtain the water flux density distribution at floor level, the bucket tests153

were conducted. As shown in Fig. 4, the nozzle was placed inside a hood and there154

are 8 × 8 buckets in total right under it. The vertical distance from the nozzle to the155

ground is same as in Fig. 2 (b), to be 2.2 m. The bucket size is 20 mm × 20 mm, made156

of 3 mm thick PMMA. The average water flux density, ሶ"ഥݍ (in L/min/mଶ), in each157

bucket is calculated as:158

ሶ"ഥݍ =
௏

௧∙஺బ
(3)159

where ܸ (in L) is the collected water volume in the bucket; ଴ܣ (in mଶ) is the160

collected area of the bucket ଴ܣ) = 4.0 × 10ିଶ mଶ); ݐ (in min) is the time period and is161

chosen as 90 min. As the unsteady spray here is only around 3 s after the activation,162

it is negligible during the experiment. The repeatability test was also conducted. Then163

the water flux density distribution results on the ground based on the values of ሶ"ഥݍ in164

each bucket are obtained, see Fig. 4 (d).165
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166

(a) Picture of the experiment (front view) (b) Front view167

168

(c) Top view169

170

(d) Water flux density distribution results171

Fig. 4 Front view (a, b) and top view sketch (c) of the measurements, and measured values of the172

water flux density distribution (d) in the bucket tests.173

It can be observed in Fig. 4 (d) that the total water flux collected in all the buckets174
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are about 5% to 7% less than the water flux of the nozzle (1.0 L/min), as there is some175

water falling on the ground out of the bucket scope. Besides, it should be noted that it176

is difficult to adjust the nozzle to the exact vertical direction (the nozzle orientation was177

adjusted slightly from the first measurement to the second one), therefore the location178

of the maximum ሶ"ഥݍ values do not appear right under the nozzle.179

3 Mathematical models180

The computational fluid dynamics (CFD) package used in this study is the Fire181

Dynamics Simulator, FDS 6.7.5 [19]. Large Eddy Simulation (LES) and the Lagrangian182

approach are adopted to describe respectively turbulence and water droplet transport183

in FDS. The governing equations and solution methods are described in [20]. For clarity,184

only the most relevant mathematical models for the present spray simulation study are185

described here.186

3.1 Lagrangian particle model187

The momentum conservation equation of a single spherical droplet is [20, 21]:188

݉ ௗ
ௗ௨೏ሬሬሬሬሬ⃗

ௗ௧
= ݉ ௗ Ԧ݃−

గ஽మ

଼
−ௗሬሬሬሬ⃗ݑ)ௗܥҧߩ −ௗሬሬሬሬ⃗ݑ|(ሬ⃗ݑ |ሬ⃗ݑ (4)189

where ݉ ௗ, ,ௗሬሬሬሬ⃗ݑ D refer to the droplet mass, velocity and diameter, respectively; Ԧ݃190

is the gravitational acceleration; ҧandߩ ሬ⃗ݑ are the resolved gas phase density and191

velocity in a cell occupied by the droplet; ௗܥ represents the drag coefficient between192

the liquid droplet and the gas, which is given by:193

݀ܥ = ൝
24 ܴ݁⁄ ܴ݁< 1

24 (0.85 + 0.15ܴ݁0.687) ܴ݁⁄ 1 < ܴ݁< 1000

0.44 ܴ݁> 1000

(5)194

where Re is the droplet Reynolds number:195

ܴ݁=
ܦ|ሬ⃗ݑ−ሬ݀ሬሬሬ⃗ݑ|തߩ

ߤ
(6)196

where ߤ is the dynamic gas phase viscosity.197

3.2 Drag reduction198

In dilute sprays only two-way coupling is considered between the gas and the199
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particles. This means that each particle interacts with the carrier fluid individually. The200

momentum lost from a particle is added to the fluid and vice versa. However, if the201

spray is dense enough, the individual particles affect each other through aerodynamic202

interactions [22]. These effects cannot be captured explicitly by the current Eulerian-203

Lagrangian model for two reasons. First, the Lagrangian particles occupy no volume204

in the Eulerian space. Second, the separation lengths would be of sub-grid scale in205

most practical simulations. In a configuration where two particles with the same206

diameter are directly in line, the separation distance, i.e. the ratio of the inter-particle207

spacing to the particle diameter, ܮ ⁄ܦ , is obtained from the local particle volume208

fraction, α [23, 24]:209

ܮ ⁄ܦ = ߨ) ⁄ߙ6 )ଵ ଷ⁄ (7)210

Here, local quantities are averaged over a single computational cell.211

The aerodynamic interactions start to have an effect when the average particle212

spacing is less than 10 diameters [23, 24], i.e. ܮ ⁄ܦ < 10, which corresponds to the213

particle volume fraction α > 5 × 10ିସ according to Eq. (7). In this case, i.e., a dense214

spray, the reduction of the drag force on the second particle is modeled in FDS by [20]:215

ௗܥ = ௗ,଴ܥ
ி

ிబ
(8)216

where ௗ,଴ܥ is the single particle drag coefficient and ܨ ⁄଴ܨ is the hydrodynamic217

force ratio of the trailing particle to an isolated particle:218

ி

ிబ
= ܹ ቂ1 +

ோ௘

ଵ଺

ଵ

(௅ ஽⁄ ିଵ ଶ⁄ )మ
−ቀ݌ݔ݁

ோ௘

ଵ଺

ଵ

(௅ ஽⁄ ିଵ ଶ⁄ )
ቁቃ (9)219

where ܴ݁ is the single particle Reynolds number and W is the non-dimensional,220

non-disturbed wake velocity at the center of the trailing particle:221

ܹ = 1 −
஼೏,బ

ଶ
ቂ1 − −ቀ݌ݔ݁

ோ௘

ଵ଺

ଵ

(௅ ஽⁄ ିଵ ଶ⁄ )
ቁቃ (10)222

In reality, the spray is not monodisperse and the separation distance between the223

interacting particles varies. In the simulation, the drag reduction factor in Eq. (8) is only224

used when the local droplet volume fraction exceeds 10ିହ. The drag reduction model225

is turned on by default.226
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4 Computational setup and the problems to be solved227

The cases were simulated with a rectangular computational area of 2.2 m high, 1.6228

m wide and 1.6 m deep, as shown in Fig. 5 (a). The boundary condition on the sides229

of the domain was set to ‘open’. Two ‘inert’ walls represent the ceiling and the ground.230

The nozzle was placed 60 mm below the ceiling, as in the experimental set-up. In order231

to simulate the bucket test in the experiment (Fig. 4), a quantity called ‘AMPUA’232

(Accumulated Mass Per Unit Area, given in ��Ȁ݉ ଶ) for the particle (water) was233

monitored in the simulations, with the statistics as ‘SURFACE INTEGRAL’. The234

average water flux density, ,ሶ"ഥݍ over each device is calculated as:235

ሶ"ഥݍ = 60 ×
஺ெ ௉௎஺

ఘή௧
(11)236

where ݐ (s) is the steady-state time period in the simulation. The simulation time237

was chosen to be 10 s and only the results in the last 8 s were collected for the data238

analysis, to ensure that the simulation has reached steady state, as confirmed by239

temporal profiles of the water flux density and the gas velocity at several positions in240

the computational domain (not shown here).241

242
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(a) Time-averaged water flux density slice (b) Water flux density distribution on the ground243

244

(c) Water flux density on the ground along the radial direction of the experiment and the base case245

Fig. 5. Comparison between the simulation results of the base case (see in Table 1) and the246

experimental results (indicated by the orange dashed lines).247

The input variables to the model include the water flow rate (1.0 ݉/ܮ ݅݊ ) and the248

droplet size distribution ௏,଴.ହ଴ܦ) = 90 μm, =ߛ 6.4), as introduced in the section 2. The249

minimum diameter, ௠ܦ ௜௡, and the maximum diameter, ௠ܦ ௔௫, were set as 10 μm and250

1000 μm , respectively. As the DSD was measured 1 m below the nozzle in the251

experiment, the droplet diameters were also monitored in the simulation using some252

measurement points, with 40 mm intervals (see dotted line labeled ‘device to measure253

the diameter’ in Fig. 5 (a)). Each ‘numerical’ device consists of a 1 cm-diameter sphere.254

Each droplet crossing the sphere (during a specified sampling period) is recorded and255

a histogram of droplet size distribution is obtained and post-processed in order to256

calculate the volume-median diameter. Fig. 6 shows that at 1 m below the nozzle, the257

value of ௏,଴.ହ଴ܦ increases from around 75 μm to 107 μm in the radial direction,258

which is consistent with the average value of ௏,଴.ହ଴ܦ = 90 μm measured259

experimentally. The volume-median diameter did not vary substantially from the nozzle260

up to 1 m further downstream. Furthermore, the lower ௏,଴.ହ଴ܦ recorded in the261

centerline (as shown in Fig. 6) can be explained by the fact that the smallest droplets262

are entrained in the spray center, as discussed in [12].263
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264

Fig. 6. Simulation results of ௏,଴.ହ଴ܦ at measurement points 1 m below the nozzle. Locations of the265

measurement points are shown in Fig. 5 (a).266

The initial velocity of a droplet has been taken as 20 m/s in the base case. A higher267

value of 42 m/s has also been considered in order to cover the full range of possible268

values between 0.5 and 1 for the friction loss coefficient, C, at the nozzle, which has269

not been characterized experimentally.270

A sensitivity study (see sections 5.1) has been carried out as well on the value of271

ܰ௣ (the number of computational droplets per second) and the cell size, ∆x. In the272

base case, ܰ௣ = 2 × 10ହ ଵିݏ and ∆x = 2 cm , as shown in Table 1. The other273

parameters are given the default values in FDS.274

Table 1 Parameters of the base case275

Parameter Value Description

݌ܰ 2 × 10ହ ݏି ଵ Particles inserted to the simulation per second

∆x 2 cm Cell size

଴ݒ 20 m/s The initial velocity of droplets

ߠ 42° Spray angle

SPS Gaussian (by default) Spray Pattern Shape

TM the modified Deardorff model (by default) Turbulence Model

DRF ON (by default) Drag reduction factor

Fig. 5 (b) gives the water flux density distribution of the base case on the ground276

level based on Eq. (11). In order to compare the distribution results between the277

experiment and the base case much clearer, the water flux density along the radial278

direction is also given in Fig. 5 (c). The values in Fig. 5 (c) are deduced based on Fig.279

5 (b). For example, for the radial distance of 0 m from the nozzle, the value of 4.36280

݉/ܮ ݅݊ /݉ ଶ is the average result of the four buckets (4.21 ݉/ܮ ݅݊ /݉ ଶ, 4.45 ݉/ܮ ݅݊ /݉ ଶ,281
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4.22 ݉/ܮ ݅݊ /݉ ଶ and 4.55 ݉/ܮ ݅݊ /݉ ଶ) around point p1 in Fig. 5 (b). For the radial282

distance of 0.2 m from the nozzle, the value of 2.45 is the average result of points p2 ~283

p5. Similarly, the experiment results in Fig. 5 (c) can be deduced based on the average284

result of the two tests in Fig. 4 (d). It is clear in Fig. 5 (c) there tend to be more water285

amount gather in the field right under the nozzle.286

The iso-contour line, used to define the boundary of the spray, is set to 2% × ሶ"௠ݍ ௔௫287

in this paper, which is 2% × 4.36 ݉/ܮ ݅݊ /݉ ଶ for the base case (see in Fig. 5 (c)). Fig.288

5 (a) shows the time-averaged water flux density slice in the vertical mid-plane during289

the steady period. It can be observed that the spray width, ,݀ is nearly 0.28 m near the290

nozzle. The experimental spray boundary is also indicated, as a dashed orange line,291

in order to make the comparison clearer with the simulation results. The results show292

that the experimental spray width of 1.26 ± 0.18 m (as marked in Fig. 2 (b)) is293

approximately 3.8 times larger than the simulated spray width of 0.28 m. This is a very294

large deviation. In all, the spray shape in the simulation is significantly narrower than295

in the experiments.296

In order to verify that the results are indeed steady, the simulated time duration has297

been increased from 8 s (base case) to 58 s, and there was nearly no deviation in ݀298

(not shown). Hence, this cannot explain the strong deviation as observed in Fig. 5,299

while the required CPU time was nearly 8.1 times longer than for the base case.300

Therefore, the simulation time has been set to 10 s for all cases in the present study,301

as it has been considered sufficient.302

Furthermore, the effect of the wall (at 0.75 m from the nozzle, see Fig. 2 (b)) was303

considered in an additional simulation. The obtained time-averaged water flux density304

at the centerline displayed in Fig. 7 is similar to the results displayed in Fig. 5 (a) for305

the base case without a wall. One can conclude that the effect of the latter on the spray306

shape and the droplet dynamics is marginal. Also, the effect of the hood in Fig. 4 (a)307

can also be neglected.308
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309

Fig. 7 Time-averaged water flux density slice (considering the effect of the wall 0.75 m from the310

nozzle)311

At this point it is concluded that there are substantial differences in the spray shape312

and the water flux distribution on the ground between the simulation with the default313

set-up (base case in Table 2) and the experimental data. In order to better ‘reproduce’314

the experimental spray shape, an extensive sensitivity analysis is carried out in the315

following section.316

5 Results and discussion317

Table 2 presents the list of all the simulations and the corresponding results in terms318

of spray width and water flux distribution at floor level. Deviations of each simulation319

result from the experimental results are also given. They are calculated as ε =320

100% × (experimental value − numerical value)/experimental value . ௤ߝ is based on321

the average value of the deviations in various radial distances from the nozzle. Each322

simulation was run on a single processor. In Cases 1 to 9, the sensitivity study focuses323

on the particle injection rate, the grid size, the initial velocity and the spray angle. In324

Cases 10 and 11, the spray pattern shape and the turbulence model are varied from325

the default set-up, respectively. Finally, the effect of the drag reduction is further326

evaluated in Case 12 (deactivating the drag reduction as described in Eqs. (7-9)) and327

Cases 13 to 28 (replacing Eq. (4) by fixed values of the drag coefficient). The results328

of the total water flux collected in all buckets are also shown.329
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Table 2 Results for the water flux density distribution and spray diameter, as well as330

relative deviations from the experimental values331

Case

No.

Changed parameters

(compared to the base case)

Results and errors

݀

(݉ )

ௗߝ

(%)

"ݍ̇
௠ ௔௫

݉/ܮ) ݅݊ /݉ ଶ)

௤೘ߝ ೌೣ

(%)

௤ߝ

(%)

Total water flux in

all buckets ݉/ܮ) ݅݊ )

Base

case*
/ 0.28 77.8 4.36 -459.0 -146.9 0.96

1 ܰ௣ = 5 × 10ଷ ݏି ଵ 0.33 73.8 3.30 -323.1 -113.0 0.98

2 ݌ܰ = 5 × 104 1−ݏ 0.28 77.8 3.96 -407.7 -133.9 0.97

3 ݌ܰ = 5 × 105 1−ݏ 0.27 78.6 4.59 -488.5 -154.3 0.95

4 ݌ܰ = 8 × 105 1−ݏ 0.28 77.8 4.22 -442.8 -144.5 0.86

5 ∆x = 4 cm 0.31 75.4 4.63 -493.6 -157.5 0.95

6 ∆x = 1 cm 0.28 77.8 4.29 -451.8 -143.7 0.98

7 ଴ݒ = 42 ݉ ݏ/ 0.38 69.8 4.14 -430.8 -137.4 0.95

8 =ߠ 60° 0.36 71.4 4.31 -452.6 -145.8 0.97

9 =ߠ 80° 0.40 68.3 4.49 -475.6 -151.4 0.97

10 SPS = Uniform 0.36 71.4 4.34 -456.4 -146.7 0.97

11
TM = Dynamic

Smagorinsky Model
0.28 77.8 2.84 -264.1 -95.0 0.93

12 DRF = OFF 0.24 81.0 4.39 -462.8 -147.8 0.96

13 Cd = 0.94 0.40 68.3 5.93 -660.3 -195.0 0.97

14 Cd = 3.0 0.12 90.5 5.24 -571.8 -176.8 0.97

15 Cd = 2.0 0.20 84.1 5.64 -623.1 -187.4 0.98

16 Cd = 1.0 0.37 70.6 5.92 -659.0 -194.8 0.97

17 Cd = 0.9 0.40 68.3 5.98 -666.7 -196.3 0.97

18 Cd = 0.8 0.47 62.7 5.94 -661.5 -195.3 0.97

19 Cd = 0.7 0.53 57.9 5.90 -656.4 -194.3 0.97

20 Cd = 0.6 0.60 52.4 5.63 -621.8 -187.3 0.96

21 Cd = 0.5 0.70 44.4 5.13 -557.7 -174.3 0.97

22 Cd = 0.4 0.86 31.7 4.11 -426.9 -146.5 0.97

23 Cd = 0.3 1.12 11.1 2.78 -256.4 -105.3 0.96

24 Cd = 0.2 1.58 -25.4 1.63 -109.0 -53.5 0.94

25 Cd = 0.1 1.70 -32.8 0.90 -16.1 -15.5 0.86

26 Cd = 0.15 1.60 -27.0 1.20 -54.0 -24.3 0.92

27
SPS = Uniform

Cd = 0.3
1.60 -27.0 0.69 10.9 19.0 0.96

28

TM = Dynamic

Smagorinsky Model

Cd = 0.15

1.60 -27.0 1.19 -52.6 -24.7 0.92

* See Table 1.332
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5.1 Effects of particle injection rate, grid size333

Fig. 8 (a) shows the influence of ܰ௣ on the computational time (CPU time), for the334

base case and Cases 1 to 4, in which only the value of ܰ௣ varies. The CPU time first335

shows a slight decrease as ܰ௣ increases from 5 × 10ଷ ଵିݏ to 5 × 10ସ ,ଵିݏ and then336

increases continuously with increasing ܰ௣ , up to 8 × 10ହ ଵିݏ . This is a similar337

observation as in [9], where it has been explained by the fact that more time is required338

to reach numerical convergence when coupling the liquid and gas phases. The339

deviations in spray width near the nozzle (݀), and water flux distribution results on the340

ground ሶ"௠ݍ) ௔௫ and ,("ሶݍ are also shown. The deviations do not change significantly341

when ܰ௣ increases from 2 × 10ହ ଵିݏ to 8 × 10ହିݏଵ . Therefore, ܰ௣ = 2 × 10ହ is342

considered to provide a fairly converged result within a reduced computational time. It343

should be noted that the significant differences between the experimental344

measurements and the simulation results for the base case (section 4), do not345

disappear with higher ܰ௣ . This means that the CFD simulation has reached346

convergence and could be ‘trusted’ when ܰ௣ is increased up to 2 × 10ହ ,ଵିݏ although347

the deviations with the experimental results are effectively smaller in ܰ௣ = 5 × 10ଷ ଵ348ିݏ

and ܰ௣ = 5 × 10ସ ,ଵିݏ as shown in Fig. 8 (a).349

In a similar way, Fig. 8 (b) presents the influence of the cell size, ∆x, on the CPU350

time, deviations of the spray width and the flux distribution simulation results from the351

experiments, comparing the base case to Cases 5 and 6. The CPU time increases352

monotonically from about 1.0 h to 387.4 h as the mesh is refined from 4 cm to 1 cm.353

The deviations in ,݀ ሶ"௠ݍ ௔௫ and "ሶݍ are nearly constant for the cell size of 2 cm and 1354

cm. Considering the CPU time and the ‘accuracy’ of the simulation results, ∆x = 2 cm355

has been chosen as cell size. Strictly speaking, ∆x = 2 cm does not ensure mesh356

convergence, but it is clear that that discretization errors and uncertainties associated357

with the mesh cannot (solely) explain the substantial deviations with the experimental358

data.359
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360
(a) Influence of the particle injection rate, ܰ௣ (b) Influence of the cell size, ∆x361

Fig. 8. Influence of ܰ௣ (left) and mesh cell size ݔ∆ (right) on the computational time, spray width (ௗߝ) and water362

flux distribution results ௤೘ߝ) ೌೣ
and ௤).363ߝ

5.2 The effects of initial velocity, spray angle and spray pattern shape364

Based on the analysis above, the values of ܰ௣ = 2 × 10ହ ଵିݏ and ∆x = 2 cm have365

been used in Cases 7 to 27. As the droplet velocity could only be estimated (from Eq.366

(1)), a higher initial velocity of 42 m/s is considered in Case 7 (which corresponds to 367ܥ

= 0.94 in Eq. (1)) to explore the sensitivity of the results to the initial velocity. As368

expected, a wider spray shape is obtained, but the deviations from the experimental369

results still remain substantial (69.8%, -430.8% and -137.4% for ݀, ሶ"௠ݍ ௔௫ and ሶ",370ݍ

respectively). Varying the input velocity from 20 m/s to 42 m/s (i.e., more than double)371

changes the results for the spray width, ,݀ by only 8.0%. Therefore, the exact value of372

the velocity here does not have a strong effect on the results and is not the focus of373

the present paper.374

Cases 8 and 9 were conducted to quantify the influence of the spray angle. The375

wider spray angles (60° and 80°) increase ݀ by about only 6.4% and 9.5%, still376

yielding significant deviations from the experimental results (71.4% and 68.3%,377

respectively). Hence also the spray angle can be ruled out as essential parameter and378

is not the focus of the present paper.379

The influence of the spray pattern shape, i.e., angular probability distribution, was380

thoroughly discussed in [9]. Similarly, a Uniform distribution is prescribed here (Case381

10), as opposed to the default Gaussian distribution. The value of ݀ increases by only382
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6.4% in comparison to the base case, and the deviations with the experiments remain383

substantial. A combination of a wider angle (e.g. 60° to 80° as in Cases 8 and 9) with384

a Uniform distribution does not significantly improve the results (not shown).385

5.3 The effects of the turbulence model386

FDS version 6.6.0 uses the modified Deardorff model of turbulent viscosity by387

default. However, thus far the simulation results do not agree well with the388

experimental data. In the high pressure water mist nozzle simulations of Sikanen et389

al. [10], it was found that the dynamic Smagorinsky model provided an overall better390

agreement than the modified Deardorff model in terms of droplet velocity and mist391

flux profiles. Beji et al. [9] also compared the simulation results of these two392

turbulence models, and the results using these two models did not show significant393

differences. The assessment of the numerical modeling in [9, 10] was based on394

several measurement points (in terms of water flux and droplet diameter and velocity)395

at a certain distance below the nozzle. In this work, we further explore the influence396

of the dynamic Smagorinsky model on the spray shape and water flux density397

distributions on the floor (Case 11). The water flux density profile shown in Fig. 9 (a)398

is similar to the results with the modified Deardorff model (see Fig. 5 (a)) near the399

nozzle, showing the same ݀ of 0.28 m. Further downstream, the droplets tend to400

travel further away from the vertical centerline of the spray with the DS turbulence401

model. This is believed to be due to the fact that the DS model ‘promotes’ more the402

turbulent dispersion of droplets that the modified Deardorff model, as highlighted and403

discussed in [12].404

As a consequence, the water spray pattern results on the ground in Fig. 9 (b) show405

smaller deviations from experiments in comparison to the modified Deardorff model,406

with the deviation of ሶ"௠ݍ ௔௫ decreasing from -459.0% to -264.1%, and the deviation of407

"ሶݍ decreasing from -146.9% to -95.0%. However, in the experiments the spray shape408

(Fig. 2 (b)) tends to be a cone from the nozzle to a distance of about 0.7 ± 0.1 m below409

the nozzle, with the diameter of nearly 1.26 m, with little widening below this height410
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(i.e., the shape becomes cylindrical). This is significantly different from what is411

observed in Fig. 9 (a), where the spray width is only about 0.28 m at 0.7 m below the412

nozzle and the spray further widens downstream. In other words, it is misleading to413

look only at the values at floor level to assess the results. Moreover, the required CPU414

time is 49.6% longer with the dynamic Smagorinsky model than with the modified415

Deardorff model. Hence, while there is clear impact from the turbulence model, as416

could be expected for the small droplets at hand, there is no strong reason to abandon417

the default modified Deardorff model for the case at hand, as this model leads to the418

correct qualitative shape of the spray. Nevertheless, also in the next section, a brief419

comparison to results with the dynamic Smagorinsky turbulence model will be made.420

421

(a) Time-averaged water flux density slice (b) Flux density distribution on the ground422

Fig. 9. Simulation results using the dynamic Smagorinsky model (Case 11). The orange dashed lines423

denote the experimental results.424

5.4 The discussion on the drag coefficient425

At this stage, despite the extensive sensitivity analysis for the numerical426

characterization of the spray at hand, none of the settings have produced a satisfactory427

agreement with the experimental measurements. Therefore, we focus now on the drag428

coefficient, using fixed values instead of Eq. (5). It is of prime importance to bear in429

mind that our aim is not to tune the prescribed value of Cd in order to obtain a good430

agreement with the experimental data. Our aim is to highlight the fact that there are431
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potentially strong inter-particle aerodynamic interactions causing a drag reduction that432

is not sufficiently well taken into account. Such interactions increase as droplets get433

close to each other. That is why we first discuss how dense the spray is, particularly434

close to the nozzle.435

5.4.1 Calculation of the droplet volume fraction436

As introduced in section 3.2, the drag reduction model in Eq. (8) is activated437

automatically when the local droplet volume fraction exceeds 10ିହ by default in FDS.438

Fig. 10 (a) gives the time-averaged water mass per unit volume (MPUV) slice in the439

vertical mid-plane for the base case, with the range of Ͳ�̱ �ͲǤ͸���Ȁ݉ ଷ, corresponding440

to the droplet volume fraction, α, of 0 ~ 6.0 × 10ିସ. The contour line with the MPUV441

value of 10ିଶ���Ȁ݉ ଷ, i.e., α = 10ିହ, is also shown for clarity by a black line. It is442

observed that the spray part with MPUV higher than 10ିଶ���Ȁ݉ ଷ is nearly identical to443

the spray shapes in Fig. 5 (a). This means that the drag reduction is considered within444

almost the entire spray in the FDS calculation. In Case 12, the drag reduction factor445

(DRF) is turned off during the calculation, and the spray width, ,݀ presents a small446

increase of 0.04 m. The most important observation is that the automatic drag447

reduction function results in only a minor effect for the present spray.448

449

Fig. 10. Time-averaged water mass per unit volume (MPUV) slice in the vertical mid-plane for the450

base case. Black line: indication of the region within which the drag coefficient is automatically451

reduced.452

In addition to the CFD simulation results discussed above, we also perform a453

simplified calculation here to support the hypothesis that the water spray at hand is454
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dense near the nozzle (α > 5.0 × 10ିସ, see section 3.2). This method can also serve455

as a pre-calculation method to know, prior to advanced CFD calculations, if the spray456

is potentially dense and hence, if it requires “extra-care” with respect to drag force457

modelling (three-way coupling).458

The basic idea consists of estimating the average water volume fraction near the459

nozzle:460

=തߙ
௏ೢ ೌ೟೐ೝ(೓)

௏ೞ೛ೝೌ೤ ೐೙ೡ೐೗೚೛೛೐ (೓)
(12)461

where ௪ܸ ௔௧௘௥(௛) is the volume of water up to a distance ℎ from the nozzle.462

Similarly, Vୱ୮୰ୟ୷ ୬ୣ୴ ୪ୣ୭୮୮ୣ(୦) is the volume of the spray envelope up to a distance ℎ463

from the nozzle.464

The volume of water up to a distance ℎ from the nozzle can be expressed as:465

௪ܸ ௔௧௘௥ (௛) = ∙ሶݍ (௛)ݐ (13)466

where ሶisݍ the water volume flow rate and (௛)ݐ is the time at which water droplets467

reach the distance ℎ from the nozzle. Note that there is (almost) no evaporation for468

the case at hand.469

At this stage, neither (௛)ݐ nor Vୱ୮୰ୟ୷ ୬ୣ୴ ୪ୣ୭୮୮ୣ(୦) are known a priori. They are470

calculated in the proposed method by solving Eq. (4) (in conjunction with Eq. (5) for471

the drag) for two droplets of 90 m diameter each and with an initial velocity of 20 m/s.472

Droplet 1 is given an angle of 42 in order to calculate the extent of the outer boundary473

of the spray. Droplet 2 is given an angle of 0 in order to have an iso-contour of474

positions of droplets that were injected at the same time from the nozzle (as in Fig. 11).475

Fig. 11 (a) shows that up to ℎ= 0.15 m (corresponding to z = 2.05 m), the motion476

of Droplet 1 is strongly influenced by its initial momentum and the drag force. Further477

downstream, gravity is dominant and all droplets in the spray fall vertically to the ground.478

The distance of h = 0.15 m is therefore taken as a reference distance for the calculation479

of the αഥ. As shown in Fig. 11 (b), the half cone angle of the ball-cone is 42° and the480

radius, ܴ , equals to ℎ × csc 42° . Therefore, the corresponding spray envelope is481

Vୱ୮୰ୟ୷ ୬ୣ୴ ୪ୣ୭୮୮ୣ(୦) < ௕ܸ௔௟௟ି ௖௢௡௘ = 4.4 × 10ିଷ݉ ଷ and (௛)ݐ = 0.114 ݏ . Based on this482

information, αഥ> 4.3 × 10ିସ (≈ 5 × 10ିସ), which indicates that near the nozzle, the483
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spray could be regarded as a dense spray and the drag reduction effect between484

particles should be considered.485

486
(a) The droplet trajectory (b) The schematic diagram of spray envelope (ℎ)ݐ) = 0.114 487(ݏ

Fig. 11. The droplet trajectory and the corresponding spray envelope using individual droplet488

(injected at z=2.2 m and landing at z=0 m).489

5.4.2 Adjustments of the drag coefficient490

Considering the significant under-prediction of the spray width in the simulations,491

compared to the experiments, it is interesting to investigate the impact of a reduction492

of the drag force on the water droplets. This is done in FDS by setting a constant drag493

value (instead of Eq.(5)) and performing a sensitivity analysis on the latter parameter.494

Based on Eqs. (5) and (5), the value of ௗܥ increases from 0.94 to 18.11 during the495

droplet falling in Fig. 11 (a). Thus, to start, the ௗܥ is assigned the minimum value of496

0.94 in Case 13. Fig. 12 (a) illustrates that the spray in the far-field (away from the497

nozzle) is close to a cylinder with unchanged width, in contrast to the generally498

widening phenomenon in the base case (see Fig. 5 (a)) and Cases 1~12. This results499

in a slightly larger value for ݀ (0.40 m) and a higher value for ሶ"௠ݍ ௔௫ (5.93 ݉/ܮ ݅݊ /݉ ଶ)500

on the ground, see Fig. 12 (b) and Table 2, when compared to the base case results.501

The reason for this is not clear yet, but more importantly, the substantial deviations502

from the experiments remain.503
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504

(a) Time-averaged water flux density slice (b) Flux density distribution on the ground505

Fig. 12. The simulation results for Case 13 (fixed ௗܥ = 0.94). The orange dashed lines denote the506

experimental results.507

Next, Cases 14 to 25 were carried out to explore the effect of ௗܥ in the simulation508

results, with the constant value decreasing from 3.0 to 0.1. As shown in Fig. 13 and509

Table 2, it is clear that the spray becomes wider with smaller ,ௗܥ with the deviation of510

�݀ reducing from 90.5% to -27.0% continuously. In terms of the flux density distribution511

results, when ௗܥ is set to values between 2.0 and 0.6 (Cases 15 to 20), the deviation512

of ሶ"௠ݍ ௔௫ and "ሶݍ remain nearly unchanged around -637.2% and 190.3%, respectively.513

As ௗܥ continues to decrease below 0.6, the deviations of ሶ"௠ݍ ௔௫ and "ሶݍ both get514

smaller. As shown in Fig. 13, the deviations become 0 almost simultaneously around515

ௗܥ = 0.1 ~ 0.2, to be considered as the optimum range for best agreement with the516

experimental results for the case at hand. Case 26 (with ௗܥ = 0.15) has therefore been517

carried out. The same conclusion can be made from Fig. 14, showing the water flux518

density on the ground along the radial direction. The predicted spray shape in Fig. 15519

(a) is very similar to the experimental one in Fig. 2 (b), although the spray width around520

1.6 m is about 27% larger than the experimental result of 1.26 m. As mentioned in Fig.521

2 (b), the spray width in the experiment was measured based on observation, which522

means the judgment of the spray boundary tends to be subjective. Therefore the 27%523

deviation could be accepted here. Fig. 15 (b) gives the flux density distribution result524

on the ground, with only around -54.0% and -24.3% deviation (see in Table 2) in ሶ"௠ݍ ௔௫525
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and ,"ሶݍ respectively, much smaller than the ones in the base case.526

527

Fig. 13. Deviation of the simulation results from experimental results with different fixed values of528

ௗ.529ܥ

530

Fig. 14. Water flux density on the ground along the radial direction with different fixed values of ௗ.531ܥ

(The experimental data is also shown)532



26

533

(a) Time-averaged water flux density slice (b) Flux density distribution on the ground534

Fig. 15. The simulation results for Case 26 (fixed ௗܥ = 0.15). The orange dashed lines denote the535

experimental results.536

Therefore, the adjustment of the drag coefficient is shown to be key to obtain good537

agreement with the experimental data. Cases 27 and 28 have been carried out to538

explore the effect of the spray pattern shape and the turbulence model further, after539

the ‘proper’ adjustment of .ௗܥ In terms of the spray pattern shape, Fig. 16 shows that540

a uniform angular distribution of water near the nozzle (i.e., uniform distribution) in541

combination with a constant Cd = 0.30 yields a water flux distribution on the ground542

that is similar to the combination Gaussian distribution and Cd = 0.15. Both numerical543

results are in good agreement with the experimental data. At this stage, it is difficult to544

be assertive regarding which of the two settings is the closest to reality. For that, more545

detailed measurements characterizing the spray near the nozzle are needed.546
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547

Fig. 16. The simulation result of the flux density distribution on the ground in Case 27 (a Uniform548

distribution, ௗܥ = 0.3).549

The simulation results with the dynamic Smagorinsky model (Case 28) are similar550

to the ones with the (default) modified Deardorff model (Case 26), comparing Fig. 17551

and Fig. 15. The value of ௗܥ = 0.15 is used in these two cases. This means the choice552

of the turbulence model has little effect on the simulation results for the present spray553

fixing the drag coefficient, and more importantly, that the choice in turbulence model is554

by far less influential than the drag force modelling.555

556

(a) Time-averaged water flux density slice (b) Flux density distribution on the ground557

Fig. 17. The simulation results in Case 28 (the DS model, ௗܥ = 0.15) . The orange dashed lines558

denote the experimental results.559

The modification of ௗܥ as was done, knowing the outcome from the experiments,560

should not be solely viewed as a ‘tuning exercise’. Obviously, the value of Cd = 0.15561

should not be regarded as a ‘universal constant’ to be used for all sprays. Yet, the562
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results above emphasize the need for exploring new models to account for the drag563

reduction effect in CFD calculations. Such models can be inspired by the results as564

shown.565

6 Conclusion566

An extensive CFD simulation study has been performed on a water mist spray,567

emerging from a nozzle positioned at 2.2 m above the ground, with a water flow rate568

of 1.0 L/min under the pressure of 1.0 MPa. It is a solid cone spray, with spray half-569

angle around 42° and droplet volume-median diameter about 90 μm.570

A base case was set up to reproduce the experimental spray with the default571

settings in the Fire Dynamics Simulator (FDS). However, substantial deviations to the572

experiments appeared, in terms of the spray width near the nozzle, ,݀ and the peak573

water flux density on the ground, ሶ"௠ݍ ௔௫ , up to around 77.8% and -459.0%,574

respectively. Therefore, a comprehensive set of numerical simulations have been575

elaborated to investigate how to better reproduce the water mist spray at hand.576

First, a detailed sensitivity analysis has been carried out on the numerical settings577

(particle number injection rate and mesh cell size) and the injection settings (the initial578

droplet velocity, the spray angle and the spray pattern shape). Substantial deviations579

from the experimental results remained. While an impact was observed from the choice580

of turbulence model, comparing results with dynamic Smagorinsky to results with the581

default modified Deardorff model, also the turbulence model was illustrated not to be582

the key to significantly improved agreement with the experimental data.583

The main issue for the spray at hand is that it is a ‘dense’ spray (near the nozzle).584

This was argued on the basis of the droplet volume fraction from the CFD results, but585

also through a simplified calculation method, which can in general be done prior to the586

start of the CFD simulations, based on 2 individual droplets. This indicated that the587

drag reduction effect between droplets should be considered in the spray. The built-in588

calculation for the drag reduction effect by default in FDS does not lead to satisfactory589

results for the case at hand. Hence, ௗܥ has been fixed, to a range of values between590
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3.0 and 0.1. The results show that an accurate numerical representation of the spray591

at hand can be achieved when ௗܥ = 0.1~0.2 for the case at hand. The modification of592

ௗܥ as was done, knowing the outcome from the experiments, should not be solely593

viewed as a ‘tuning exercise’. Obviously, the value of Cd = 0.15 should not be regarded594

as a ‘universal constant’ to be used for all sprays. This study emphasizes the need for595

exploring new models for the drag reduction effect in CFD calculations of dense sprays.596

Ideally, the development of such models would be supported by experimental597

measurements of Cd in simplified ‘canonical’ configurations by tracking a limited598

number of droplets.599

The work also lays the groundwork for further simulations on the interaction600

between multiple sprays, as is the case for the water mist system with more than one601

nozzle. These aspects will be explored in follow-up studies.602

Acknowledgements603

This research was funded by National Natural Science Foundation of China (NSFC)604

under Grant No. 51508426 and Grant No. 51576144, and China Scholarship Council605

[grant No. 201606270109]. Martin Thielens is a PhD student who holds a grant for606

fundamental research from the Fund of Scientific Research – Flanders (FWO –607

Vlaanderen). The FWO file number of his mandate is 1182919N.608

References609

[1] Hurley MJ, SFPE Handbook of Fire Protection Engineering, 2016.610

[2] G. Grant JB, D. Drysdale, Fire suppression by water sprays, 2000.611

[3] Jenft A, Collin A, Boulet P, Pianet G, Breton A, Muller A, Experimental and numerical study of612

pool fire suppression using water mist, Fire Safety Journal, 2014;67: 1-12.613

[4] Kim SC, Ryou HS, An experimental and numerical study on fire suppression using a water mist614

in an enclosure, Building and Environment, 2003;38: 1309-16.615

[5] Ferng Y-M, Liu C-H, Numerically investigating fire suppression mechanisms for the water mist616

with various droplet sizes through FDS code, Nuclear Engineering and Design, 2011;241: 3142-48.617

[6] Prasad K, Li C, Kailasanath K, Simulation of water mist suppression of small scale methanol618

liquid pool fires, Fire Safety Journal, 1999;33: 185-212.619

[7] Prasad K, Patnaik G, Kailasanath K, A numerical study of water-mist suppression of large scale620

compartment fires, Fire Safety Journal, 2002;37: 569-89.621

[8] Husted BP. Experimental measurements of water mist systems and implications for modelling in622



30

CFD. Lund University, Sweden, 2007.623

[9] Beji T, Zadeh SE, Maragkos G, Merci B, Influence of the particle injection rate, droplet size624

distribution and volume flux angular distribution on the results and computational time of water spray625

CFD simulations, Fire Safety Journal, 2017;91: 586-95.626

[10] Sikanen T, Vaari J, Hostikka S, Paajanen A, Modeling and Simulation of High Pressure Water627

Mist Systems, Fire Technology, 2014;50: 483-504.628

[11] Mahmud HMI, Moinuddin KAM, Thorpe GR, Experimental and numerical study of high-629

pressure water-mist nozzle sprays, Fire Safety Journal, 2016;81: 109-17.630

[12] Sikanen T. Simulation of transport, evaporation, and combustion of liquids in large-scale fire631

incidents. Department of Civil Engineering, Aalto University, 2017.632

[13] Zapryagaev VI, Kudryavtsev AN, Lokotko AV, Solotchin AV, Hadjadj A. An experimental and633

numerical study of a supersonic-jet shock-wave structure. In. An experimental and numerical study of a634

supersonic-jet shock-wave structure. RUSSIAN ACADEMY OF SCIENCES NOVOSIBIRSK INST OF635

THEORETICAL AND APPLIED …, 2002.636

[14] Bray M, Cockburn A, O'Neill W, The Laser-assisted Cold Spray process and deposit637

characterisation, Surface and Coatings Technology, 2009;203: 2851-57.638

[15] Yin S, Meyer M, Li W, Liao H, Lupoi R, Gas Flow, Particle Acceleration, and Heat Transfer in639

Cold Spray: A review, Journal of Thermal Spray Technology, 2016;25: 874-96.640

[16] Samareh B, Stier O, Lüthen V, Dolatabadi A, Assessment of CFD modeling via flow641

visualization in cold spray process, Journal of Thermal Spray Technology, 2009;18: 934.642

[17] Ko YJ. A Study of the Heat Release Rate of Tunnel Fires and the Interaction between643

Suppression and Longitudinal Air Flows in Tunnels. 2011.644

[18] NFPA. NFPA 750, Standard on Water Mist Fire Suppression Systems. In. NFPA 750, Standard645

on Water Mist Fire Suppression Systems. Quincy, MA, National Fire Protection Association, 1996.646

[19] In. https://github.com/firemodels/fds/releases/tag/FDS6.6.0.647

[20] McGrattan; K, Hostikka; S, McDermott; R, Floyd; J, Weinschenk; C, Overholt; K. Fire648

Dynamics Simulator Technical Reference Guide Volume 1: Mathematical Model. In. Fire Dynamics649

Simulator Technical Reference Guide Volume 1: Mathematical Model. 2013.650

[21] McGrattan; K, Hostikka; S, McDermott; R, Floyd; J, Vanella; M, Weinschenk; C, Overholt; K.651

Fire Dynamics Simulator, User Guide, National Institute of Standards and Technology, NIST Special652

Publication 1019 6th Edition. In. Fire Dynamics Simulator, User Guide, National Institute of Standards653

and Technology, NIST Special Publication 1019 6th Edition. Gaithersburg, MD, 2013.654

[22] Salewski M, Fuchs L, Effects of aerodynamic particle interaction in turbulent non-dilute particle-655

laden flow, Journal of Turbulence, 2008;9: N46.656

[23] Elghobashi S, On predicting particle-laden turbulent flows, Applied Scientific Research,657

1994;52: 309-29.658

[24] Sommerfeld; M, Wachem; Bv, Oliemans; R, Best particle guidelines for Computational Fluid659

Dynamics of dispersed multiphase flows, 2008.660

661


