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� Pure copper complex-shaped heat
sinks manufactured via Laser Powder
Bed Fusion.

� Liquid cooling characterization by
both experimental tests and
numerical analyses.

� The heat sink comprising helical
channels outperformed lattice
structures.

� Rotated lattice structure in respect to
freestream direction enhances heat
transfer.

� A CFD model was validated by means
of cloud-computing.
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a b s t r a c t

One of the technological challenges aimed at improving the cyclotron-based radionuclides’(RNs) supply
for Nuclear Medicine (NM), is the availability of proper heat sink systems able to remove the large
amount of heat deposited during the irradiation stage onto isotope-enriched targets. In this regard, three
different non-standard mockup configurations, made of pure copper by means of the Laser Powder Bed
Fusion (LBPF) technique, have been tested with an in-house developed experimental apparatus. The
experimental characterization has subsequently been compared with numerical results carried out by
means of Computational Fluid Dynamics (CFD) simulations. Our numerical model, based on the Re-
Normalization Group (RNG) k-epsilon formulation, has shown close agreement (within 1.06 % Mean
Absolute Error) with the experimental results, despite the geometrical complexity of the heat sinks pro-
totypes. The combined experimental and numerical approach, together with the flexibility of additive
manufacturing production, was proved to be apt for further development of high-efficiency heat
exchange applications in this field.
� 2022 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

1.1. The LARAMED project

The use of emerging radionuclides’ (RNs) (e.g. 67Cu, 47Sc, 155Tb)
in Nuclear Medicine (NM), with high potential in cancer treatment,
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Fig. 1. A typical configuration of a high-current TS (model by IBA-Subatech) [5].
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is strictly dependent to the availability of efficient methods to get
cost-effective production routes for these emerging radioisotopes
[1,2]. From this point of view, the LARAMED (acronym for LAbora-
tory of RAdionuclides for MEDicine) project, established at the Leg-
naro National Laboratories of the National Institute for Nuclear
Physics (LNL-INFN) in Italy, is setting up a new research facility
dedicated to the development of innovative applications of nuclear
physics to medicine [3]. It will make use of the BEST 70p high-
performance cyclotron, already installed at LNL, for the production
of the RNs with the high efficiency typical of the proton-induced
nuclear reactions. Since the radioisotope yield is directly propor-
tional to the delivered beam current, one of the key technical
aspects of this project is related to the design of a new Target Sys-
tem (TS) able to efficiently drain the full cyclotron beam power
impinging on the target. The cyclotron is capable to deliver a beam
of accelerated protons with a tunable energy in the range 35–
70 MeV and a beam current up to 500 lA [4], resulting in a imping-
ing power up to 35 kW.

1.2. Thermal management of high-current targets

Solid targets usually consist of a layer of an isotopically-
enriched material deposited onto a backing plate, where the beam
is stopped. With high-current irradiations, the target is encapsu-
lated in a TS to be positioned with a grazing angle in respect to
the beam direction, as shown in Fig. 1 [5].

During the bombardment the target itself seals the cooling cir-
cuit, while the coolant (typically water) flows along its backside
[6]. Such a geometrical configuration has the benefit of spreading
the beam power hitting the target surface over a larger spot area,
thus reducing the areal power density. However, because of the
high cost of the target material, its dimensions are typically limited
to few cm. With high-power accelerators, like the BEST 70p, this
implies the need to dissipate power densities larger than 1 kW/
cm2.

A heat sink configuration made of a high thermally conductive
material can be embedded in the backside of the target, to improve
the heat exchange at the wall-fluid interface. From this point of
view, copper is generally the material of choice given its excellent
thermal properties. Furthermore, it has a higher stopping power
with proton beams in comparison to aluminium [7], which allows
for the reduction of the backing plate thickness to decrease the
related thermal resistance. While many manufacturing routes
had been employed to deliver efficient heat sink solutions for tar-
get cooling [8–10], Additive Manufacturing (AM) provides more
freedom in optimizing the geometry in order to get an additional
improvement in heat transfer efficiency. This would be primarily
due to the possibility in overcoming the limitations imposed by
the traditional manufacturing processes when realizing such a
compact-size cooling system. In turn, that would allow for a larger
beam current imparted on the target without modification of tar-
get dimensions, thus improving the radionuclides’ expected yield.

1.3. Additive manufacturing of pure copper

Additive Manufacturing, and more specifically metal AM, has
already largely demonstrated how bringing design freedom and
near-net shape manufacturing with shorter lead times may turn
out to be extremely beneficial to applications involving thermal
management and dissipation. Recent reviews, concentrating on
products with functional fluid channels [11], heat sinks for applica-
tions in electronics cooling [12], or general heat exchanger designs
[13], all support the AM positive claims. However, the AM route is
not exempted from drawbacks: different metal AM technologies
present vastly different process speeds, availability of materials,
achievable dimensional accuracy and overall part quality. The
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ISO/ASTM 52,900 classifies the single-step metal AM processes in
powder bed fusion, direct energy deposition and sheet lamination pro-
cessing principles [14] Among these three main processes, powder
bed systems based upon laser melting are identified as the metal
AM process resulting with the highest accuracy, materials avail-
ability, and in general the larger amount of both academic and
industrial research [15–17].

Selective Laser Melting (SLM) or Laser Powder Bed Fusion
(LPBF), initially developed in 1995 at the Fraunhofer Institute for
Laser Technology (ILT) in Aachen, Germany, has been vastly uti-
lized for heat transfer devices fabrication [18]. However, one major
limitation of the technology, in regards to components for heat
applications, was the absence of LPBF setups with the capability
of processing high copper content alloys. This is due to the inherent
high thermal conductivity of the copper material, which hence
rapidly conducts heat away from the melt area during LPBF pro-
cessing, as well as the high reflectivity of copper towards the
near-infrared radiation of commonly utilized continuous wave
(cw) fiber lasers [19]. The combination of such effects led to sub-
optimal LPBF fabrication, with obtained parts presenting lack of
fusion defects and, ergo, high porosity contents and weak mechan-
ical properties. The well-known copper dilemma has been recently
summarized in different review works [20–23], with also a specific
outlook on thermal applications [24]. The important take away of
the available literature is that, while the processing of copper
alloys is now widely commercially available, only a few industrial
realities have successfully marketed LPBF machines ready for the
production of nearly-pure or pure copper with low porosity con-
tent (�5 %). This has been reached by either the employment
of � 400 W power cw fiber laser sources [25,26] or by shorter
wavelength (green/blue) lasers [27]. An apt material science
approach, where the initial copper powder raw material is pur-
posely modified instead of the LPBF setup, is nowadays also finding
its own route towards the additive industry thanks to novel
methodologies proposed by e.g. Jadhav et al. [28,29] and Lindström
et al. [30] regarding optically absorptive metal-coated copper pow-
ders. Finally, Sinico et al. starting from 2017 [31,32] demonstrated
how pure copper components with material bulk densities up to
98.1 % are possible to be produced at relative low laser power
(�175 W), by a proper selection of the particle size distribution
(PSD) of the raw powder material. A properly engineered PSD
skewed towards finer particles was favourable both for an
enhanced melting and to unlock the possibility of using small layer
thicknesses, down to 20 mm, for LPBF fabrication. While the results
were promising and in line with previous researches on different
materials [33,34], it was not possible to attain a full density pure
copper part and some lack of fusion defects were still detected.
However, the proposed method carries the main advantage of
being easily scalable to different LPBF systems [35], without any
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further machine modifications or chemical treatments of the initial
powder. Moreover, the PSD can be easily fine-tuned, either at the
source in collaboration with the powder manufacturer, or after-
wards by appropriate sieving. At the time of publication of this
manuscript, Qu et al. [36] have further corroborated the approach
of Sinico et al., achieving 99.6 % dense high-precision LPBF (hp-
LPBF) pure copper specimens with a 200 W laser. Their extended
design of experiment, performed with a layer thickness down to
10 mm and fine powder, is a confirmation of the feasibility of pure
Cu production even with low-end LPBF equipment. Therefore, tak-
ing into account the existing LPBF machine constraints for this
study, the approach of Sinico et al. was selected as being the most
appropriate to successfully produce first mockup prototypes for
the work hereby presented.
1.4. Heat sink performance assessment

In order to determine the aptness of this manufacturing process
to produce high-efficiency heat sinks for new TS configurations, in
this work three compact-size heat exchanging mockups configura-
tions have been tested and compared at the laboratory-scale. For
their production a hybrid procedure combining AM and conven-
tional machining has been adopted in order to obtain a robust pure
copper metallic structure. Starting from the manufactured sam-
ples, a characterization study has been carried out with a test rig
specially designed for the purpose. After that, a specific Computa-
tional Fluid Dynamics (CFD) simulation model was validated
against the experimental results. Such a procedure is quite com-
mon when benchmarking the heat transfer efficiency of either heat
exchangers [37–40] or heat sinks [41,42] prototypes, for the
absence of analytical formulations for newly proposed AM
geometries.
2. Materials and methods

2.1. Design of the heat exchanging mockups

Three different mockup prototypes were designed, built and
tested, in order to perform an assessment study about their ther-
mal capabilities. The first two were conceived as a metallic lattice
structure (referred also as grid), based upon the rhombic dodeca-
hedron thin shape (abbreviated as dode-thin) [43], while the third
one as a solid helix channel geometry. The bounding box size of the
samples was devised to fit the Heat Sink Prototypes Tester (HSPT)
apparatus, which requires every geometry to be integrated with (or
built on top of) a special heat sink support plate (Fig. 2), as
described in Section 2.3.

Concerning the two lattice samples, the possible applications of
LPBF to build lattice, foam-like, structures has been previously
explored in literature for both thermal [18,44,45] or mechanical
[46–48] purposes; however only scarce research is currently avail-
able in LPBF-fabricated pure copper metallic struts [36,49,50].
These structures, if integrated in conformal cooling channels or
ducts, can increase the local mixing of the cooling fluid as well as
the specific heat-exchange surface, thus markedly improving the
heat transfer efficiency [51,52]. In this frame of reference, the
advantage of making such structures by means of AM techniques
is the capability of manufacturing complex-shaped lattices struc-
tures under complete geometrical control. The goal is to further
adjust the coolant turbulence level as well as the heat-exchange
area in respect to traditionally manufactured copper metal foams.

To that end, the first twomockups were designed having similar
geometries, based upon a dode-thin (dodecagonal) 2x2x3 mm cell
structure, as shown in Fig. 3. The only difference between the two
3

samples lies in the cell orientation, i.e. the alignment of the cell
with the inlet flow: for lattice type A, the grid is aligned towards
it (channelling configuration), while for lattice type B, the grid cells
are tilted at an angle of 22.5� with respect to the flow direction
(non-channelling configuration). The second geometrical configura-
tion should guarantee a higher degree of liquid mixing in respect to
the former one, since the flow is forced to deviate from its free-
stream direction. In any case, the cell structure of the lattice is
slightly elongated in the Z direction (height equal to 3 mm) in
respect to their width (2 mm), in order to reduce the overhang
angle and thus minimizing the amount of dross formation during
LPBF manufacturing. Dross and sag [53,54] are indeed common
process-related defects, which strongly depend on the AM over-
hang angle, i.e. the angle between the LPBF build plane and the
down facing surfaces of the built geometry, and these defects can
be commonly avoided or limited for angles � 45�. If dross forma-
tion is not controlled, it would result in large dimensional devia-
tions and high surface roughness, which is normally undesirable
and can progressively decrease the performance of LPBF compo-
nents [55]. The designed lattice cell presents down facing surfaces
with an overhang angle � 47�.

Alongside these, the third investigated mockup configuration
was designed with the purpose of exploring the influence of geom-
etry on constrained fluid flow inside circular channels. The proto-
type takes inspiration from the twisted tape inserts used in
industrial applications, like e.g. heat exchangers, air conditioners,
chemical reactors and refrigeration systems [56–58]. These curl
flow devices, which are used to generate swirl or secondary flows,
are common methods used to achieve an improvement in the heat
exchange coefficient, though (as in the metallic foam case) with the
drawback of a pressure drop increase. The typical twisted tape
inserts are usually made of a different material than the device
main body and are inserted (without a welded contact) in the con-
ventionally manufactured tubes or pipes after their fabrication. The
sample representing this design, named helix mockup, aims at
demonstrating how LPBF technique is able to manufacture inte-
grated swirl flow generation structures inside channels in a single
production step and as a single-body. The advantages of taking
inspiration from a common solution, like the twisted tape, but
exploited in such a new AM perspective [59,60] are different: (i)
the twisted tape can be applied in the design stage also to complex
conformal cooling paths, (ii) the twisting parameters can be varied
along the channel length, depending upon the specific performance
needs of the cooling system, (iii) the twisting tape is seamlessly
connected to the channel walls providing extra conduction
towards the bulk material and (iv) both channel walls and twisting
tape surfaces may be locally structured [49] to further enhance and
control the heat transfer and secondary fluid flow conditions.

The helix mockup has been designed as a set of 11 channels
arranged on two rows, spaced 3.1 mm centre-to-centre and with
a diameter of 2.8 mm. Inside each channel, a twisted cross-
shaped flow divider is devised to unfold with the parameters sum-
marized in Fig. 4.

In order to get the experimental characterization as easy as pos-
sible, each of the three mockups investigated was attached to a
disk heat sink support (Fig. 5), from which the heat flux is deliv-
ered. These supports have been manufactured with traditional pro-
cesses, while the test mockups were grown on top of the support
surface with the LPBF additive technique, resulting in an integral
part. Therefore, the final test geometries, whose CAD models are
shown in Fig. 2, are an integration of a machined Oxygen-Free High
thermal Conductivity (OFHC) copper part (in orange) and a addi-
tively manufactured pure copper part (in blue), fabricated through
a dedicated LPBF platform designed for alignment and fastening of
the support in the LPBF build chamber.



Fig. 2. Trimetric view of the three studied heat exchanging mockups geometries (blue), on top of the supporting heat sink (orange). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 3. Top view of the lattice mockups; A type: channelling and B type: non-channelling, with the dode-thin 2x2x3 mm basic cell unit pictured at the centre.

Fig. 4. Trimetric view of the helix mockup, with shown internal twisted cross parameters.
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2.2. Heat sinks LPBF fabrication procedure

The designed test mockups were fabricated with gas atomized
99.8 wt% Cu 10–35 mm powder batch (LPW Technology Ltd) using
production parameters (i.e. laser power, laser scanning speed,
hatch spacing, scanning strategy and layer thickness) selected after
the LPBF optimization described in Section A. The parameters are
reported in Table 1. The utilized LPBF system was a SISMA MySin-
t100 PM, working with inert Nitrogen atmosphere.

The process parameter window was chosen taking into consid-
eration a balance between volumetric material fabrication rate and
expected copper part density. The combinations listed in Table 1
yield material fabrication rates of 0.30 mm3/s (helix) and
0.36 mm3/s (lattices) with an expected copper part relative density
as high as � 97 % for both types of samples. In addition, both the
scanning strategy [61] and the general processing parameters were
modulated, depending upon the geometry. For the lattice mockups,
4

the hatch spacing was reduced and the beam compensation offset
[62,63] disabled to allow more than one laser scan track inside the
infill region of the dode-thin strut section, as shown in Fig. 6. To
balance out and keep the volumetric energy density at an optimum
level, the laser scanning speed was increased from 375 mm/s to
600 mm/s. This allows both a higher material fabrication rate,
and possibly the avoidance of heat accumulation phenomena for
thin structures [53,64]. On the other hand, the helix mockup was
fabricated with a standard parameter combination and scanning
pattern, being the geometry not composed of critically thin
sections.

Finally, as previously stated in Section 2.1, an ad-hoc LPBF build
platform was developed, to be able to grow the mockups directly
onto the heat sink conventionally-manufactured backing. This is
due to the fact that the sample needs to comply with tight toler-
ances to be assembled in the experimental HSPT apparatus. More-
over, the heat sink design comprises thin sections, down to 1 mm



Fig. 5. Technical drawing of the heat sink support. The holes allow for the insertion of thermocouples at different axis depths.

Table 1
LPBF process parameters for the manufacturing of the samples.

Test prototypes Helix Lattices

Laser power 175 W 175 W
Laser scanning speed 375 mm/s 600 mm/s
Hatch spacing 40 mm 30 mm
Scanning strategy Island scanning, 4x4 mm 45� rotate scanning
Contour style Single scan, external BC* Single scan, no BC*
Layer thickness 20 mm 20 mm
Volumetric energy density � 583 J/mm3 � 486 J/mm3

* BC: beam compensation.

Fig. 6. Example of LPBF laser scanning strat
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thickness, which have to assure water tightness in operation. The
current density reached by pure copper parts produced by LPBF
could hinder a perfect sealing for very thin sections, and thus
was deemed not suitable for the production of the supporting heat
sink. A hybrid fabrication route was used instead, with a build plat-
form designed to host precisely machined (on a parallel lathe) heat
sinks, as shown in Fig. 7, right. The build platform and the heat sink
backing were conventionally fabricated with the same copper
grade, C10100 OFHC. A square region in the centre of the heat sink,
Fig. 7 (red area), was sandblasted prior to LPBF processing to
reduce as much as possible the risk of back reflection of the incom-
egy for the lattice dode-thin structures.



Fig. 7. The SISMA MySint100 PM build chamber before production start; the heat sink, platform and sandblasted area are highlighted. The assembly between the heat sink
and the platform is depicted in section on the right-hand side.
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ing laser and to enhance the hot bonding quality between the heat
sink and the LPBF grown heat exchanging geometries [65].

Total LPBF processing time for the lattice mockups
was � 55 min each; total LPBF processing time for the helix
mockup was � 118 min.
2.3. The heat sink prototypes Tester (HSPT)

The test apparatus was conceived at the INFN-LNL with the pur-
pose to test different heat sinks prototypes produced by metal AM,
as described in [66]. A cutaway section of the HSPT setup is shown
in Fig. 8, left, with a heat sink mockup mounted inside. A picture of
the actual experimental apparatus is also added on Fig. 8, right.

The test section consists of two pipes welded to a steel clamp,
which hosts the heat sink body. During the experiments, the heat
sink sample dissipates the thermal power applied by an IR Lamp
(Inflidge, model HSH-4) only with the chilled water through forced
convection. This is due to the PTFE insulation visible in Fig. 8,
which also serves as reference for centring the heat sink with the
heating source, and the expanded polyurethane sheath covering
the circuit’s pipes.

The lamp mimics the thermal flux through the actual target’s
heat sink head during beam irradiation, and its light is focused
on the heat sink top surface through an air-cooled parabolic-
shaped aluminium collimator, with an internal mirror-like electro-
plated surface. The water temperature in the loop is regulated with
an accuracy of ± 0.1 �C by a Labtech chiller (model H150), which
can provide a maximum flow rate of 5 l/min. However, only 1 l/
min was dedicated to the experiments, being the rest necessary
to cool down the IR lamp. Two PT100 thermo-resistance sensors
(RTD) measure the inlet Tw,in and outlet Tw,out fluid temperatures
immediately before and after the test section. The target tempera-
ture is instead measured by two K-type thermocouples (first class)
inserted into the holes represented in Fig. 5: one, named T1, in the
hole closer to the irradiated surface, while the other one, named T2,
being next to the heat sink printed geometry. Both holes have a
depth equal to the radius of the top cylinder, in order to have the
thermocouples measuring the temperatures along the sample ver-
tical axis. Regarding the evaluation of the hydraulic conditions in
the circuit, the differential pressure among inlet and outlet pipes,
as well as the pressure relative to the atmospheric one at the inlet,
are measured by two Honeywell pressure transducers, respectively
the 24PCFFA6D and the 24PCFFM6G models. The first gauge reads
the pressure losses along the length comprehensive of the RTDs,
while the second one acquires the upstream pressure before all
the sensors. Finally, an ultrasonic flowmeter (Burkert Type, model
8081) is placed after the outlet side of the differential pressure sen-
sor to measure the volumetric flow rate level in the loop.
6

In all tests carried out, the environmental temperature has
always been monitored through a thermocouple positioned nearby
the system, while the collimator temperature was checked through
another thermocouple in contact with its bottom part. All sensors
are connected to an Agilent Data Acquisition Unit (model
34970SDA), controlled by an in-house developed LabVIEW applica-
tion set up to plot in real-time and store the recorded parameters
for off-line analyses.

2.4. Measuring procedure and uncertainty analysis

To test the sensitivity response of the heat sink samples to the
provided thermal input, the heating power was applied following a
step-increase procedure varying the IR lamp power supply voltage
at each step. The last step was constrained by the maximum tem-
perature allowed for the parabolic collimator, which was limited to
200 �C (i.e. about 1/3 of the material melting point) to prevent its
thermal damage. At each step all sensors measurements were
recorded when the steady-state condition was considered fully
achieved, i.e. when thermocouples measurement fluctuations
dropped within a range of ± 0.05 �C for at least 5 min. In order to
assure repeatability of results under different environmental con-
ditions, a series of tests were performed for each sample. Data
analysis was performed after three completed tests were recorded
for each specimen.

With such an experimental equipment, a Gaussian light spot
profile is thus shone on the top surface of the sample and the heat
load diffuse through the sample’s volume by thermal conduction;
finally, it is removed by the coolant flowing through the heat sink
body. Based upon the first principle of thermodynamics, these con-
siderations allow to assume that under steady-state operating con-
ditions the measured dissipated power has to be equal to the heat
power entering in the heat sink sample, which hence can be given
by Eq. ð1Þ [67]:
_Q ¼ _mcpw Tw;out � Tw;in

� � ð1Þ

Where _m is the mass flow rate and cpw the specific heat of the cool-
ant at constant pressure.

Thermal sensors were calibrated in terms of offset against the
chilled water temperature, while it was previously assessed that
their trend linearly follows the water temperature variations.
However, since in Eq. ð1Þ only the temperatures difference appears
in the determination of the derived quantity (i.e. the transmitted
thermal power), each data point was insensitive to any possible
offset error of the absolute temperatures measured by the RTDs.
Thus, only the statistical dispersion of measured values was con-
sidered as error source, evaluated as ± 0.01 �C. Regarding the ther-
mocouples, an accuracy within ± 0.1 �C has been considered, by



Table 2
List of the calculated uncertainties.

Parameter Uncertainty

T1 and T2 ± 0.1 �C
Tw,in and Tw,out ± 0.01 �C
_m ± 0.06 l/min
prel and pdiff ± 0.05 bar

Fig. 8. Left, cross sectional view of the CAD assembly of the HSPT setup; right, a picture of the realized experimental apparatus.
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taking as reference the water temperature measured by the chiller.
Instead, the uncertainty of pressure and flow rate gauges was
assigned from the manufacturers’ declared accuracy. Assuming
measurement errors were only due to casual effects, the effective
value of each parameter was defined as the mean of 50 measure-
ments recorded in sequence during steady-state conditions. Out-
lier data were discarded from the mean following the
Chauvenet’s criterion1 [68]. The final assigned uncertainties are
hence grouped in Table 2.

These uncertainties were then used to quantify the error prop-

agation to the transmitted thermal power _Q with the Kline McClin-
tock formula 2ð Þ, which in case of unrelated measurements defines

the uncertainty of the derived quantity (i.e. _Q) as [69]:

i ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

k¼1
hk

2ik
2

r
ð2Þ

with N the number of parameters, appearing in Eq. (1), involved for
the determination of the derived quantity, ik the uncertainty of the
k-th parameter, and hk the related sensitivity coefficient, given by

the first partial derivative of _Q with respect to the k-th parameter.
The uncertainty thus determined was found to be less than 1 % of
the measured value for the various performed experiments.
2.5. Numerical model

In order to obtain detailed flow and temperature maps, steady-
state numerical simulations were performed employing the
ANSYS� Fluent (v.20) tool. For this purpose, the geometrical mod-
els of the mockups presented in Fig. 2 were adapted to be apt for
the simulations. In particular, the two lattices samples were sim-
1 This method excludes the measurements which deviation from the average had a
probability to be obtained less than 1/2n, with n the number of recorded values
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plified and shaped following the cubic isoreticular model for open
cell metal foams [70], by using a cell dimension of Lc = 1.35 mm
and pin diameter of 0.25 mm, in order to match the number of
pin rows of the manufactured specimens. In the case of the lattice
type Bmockup, the cubic cells were additionally tilted to reproduce
as much as possible the original pins’ orientation. These adapta-
tions were done to limit the mesh refinement needed to capture
the geometrical details of the actual samples, in order to reduce
the needs of computational resources. On the other hand, it was
chosen to not model the grid as a porous domain to better account
for the effect of the individual lattice structures [71,72], which can
be relevant when taking into account different cells orientation
with respect to the fluid flow. An example of drawn model is
reported in Fig. 9, left.

Given the dual thermal and fluid mechanics nature of the prob-
lem, the mass, momentum as well as energy conservation laws
were considered in the calculations. Turbulence was also modelled,
given that the Reynolds number is over the transition value in
some regions of the fluid domain. For this purpose, the Re-
Normalization Group (RNG) variation [73] of standard k-e was
employed, since it offers a better prediction of the streamlines’ cur-
vature and convective heat transfer with low Reynolds numbers
[74]. The model was used in conjunction with the scalable wall
functions, in order to avoid the need to adjust the thickness of
the first layers of elements at the wall boundaries. Details about
the adopted physical model are reported in Section B.2.



Fig. 9. Left, example of the reconstructed fluid domain inside of the heat sink body (helix sample); right, picture highlighting the regions where the boundary conditions were
applied for the ANSYS Fluent calculations.

Table 3
List of the measured quantities used as input data in the ANSYS simulations.

Quantity Value

_m [l/min] 1.00 ± 0.06
Tw,in [�C] 14.00 ± 0.01
prel [bar] 1.05 ± 0.05
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The sample material was set to copper OFHC, that is oxygen-
free copper having a high thermal conductivity (i.e. 400 W�m�1-
�K�1). The fluid was instead water, modelled as an incompressible
Newtonian fluid. All material properties were kept fixed at their
standard ambient values, since temperature and pressure varia-
tions in the experiments were negligible. The adopted boundary
conditions were as follows:

� Inlet region: the mass flow rate (normal to boundary) _m along
with the inlet water temperature Tw,in, were set equal to the
measured values reported in Table 3;

� Outlet region: the outflow option, i.e. no condition is applied in
terms of pressure or temperature field;

� Power input region: in order to apply the Gaussian heating
source provided by the IR lamp, a User Defined Function
(UDF) was written to define the input power density as a func-
tion of the radial distance r from the central axis:
_q rð Þ ¼ _Q
2pr2 exp � r2

2r2

� �
ð3Þ

Where the standard deviation r was determined by establish-
ing that, in correspondence to the spot radius, the power density
is equal to the 25 % of its peak value. This parameter was in turn
esteemed from the value reported in the technical specification
of Inflidge lamp. Fig. 9, right, shows the corresponding regions of
the applied boundary conditions.

The remaining wall boundaries were considered adiabatic. Fur-
thermore, a uniform roughness of 40 lm was assigned to all the
sample walls in contact with the liquid. This value, as suggested
in [75], was chosen as double of the average of the various walls
arithmetic mean roughness Ra,i, assuming the highest value of Ra

reported in [31] as representative of this average.
Domains were discretized through an unstructured mesh com-

posed of first order elements (see Section B.1). All the computa-
tions were then performed with the double precision option
activated. A pressure-based solver with the coupled algorithm
was adopted to improve the numerical stability, while spatial dis-
cretization was performed with the second-order upwind scheme
to obtain better accuracy. Convergence was reached in less than
300 iterations, fixing for all the computed quantities the maximum
residual tolerance to 10-3 except for energy, which residual had to
be less than 10-6 to achieve convergence. Mesh independence was
8

instead evaluated by determining the Grid Convergence Index
(GCI) with Eq. 4ð Þ, which expresses the result variation between
different mesh refinements levels [76]:
GCI ¼ f � e
r
p
3 � 1

ð4Þ

Here e denotes the relative error between the results obtained from
two different grid spacings (i.e. the mesh size). The parameter r is
here the ratio between the fine and coarse mesh sizes, while p being
the order of the adopted spatial discretization scheme, and f a safety
factor. In this formula p is divided by the number of meaningful
dimensions which, in this case, are all the spatial dimensions.

By the fact that additive manufacturing unlocks an almost com-
plete design freedom, the computational effort required to simu-
late the underlying physics may become a limitation. From this
point of view, the numerical characterization can be attained by
the use of High Performance Computing (HPC) [77]. Given the
complexity of the geometries, in particular, the two lattice ones,
part of the numerical analyses had to be performed on a platform
based on distributed computing. In this study, CloudVeneto [78]
was employed as a powerful grid-calculation resource to accu-
rately describe the conjugate heat transfer process. The platform
makes available to the user up to 1600 virtual cores of CPUs (Cen-
tral Processing Units) and 1.6 TB of RAM (Random Access Memory),
linked with 1 Gbps network connection. Nevertheless, even resort-
ing to this significant enhancement in resources, the computa-
tional power had eventually imposed a restriction in the
achievable level of refinement; therefore, a value of 5% for the
GCI was chosen as the threshold for mesh convergence. Indeed,
the GCI parameter could be used to determine the level of uncer-
tainty in CFD simulations, considering negligible the contribution
of either the round-off or the iterative errors [79]. For such a pur-
pose, this value was considered acceptable.



Fig. 10. Pictures of the produced specimens: lattice type A (left, top view), lattice type B (centre, top view), helix (right, side view).
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3. Results and discussion

3.1. Produced LPBF heat exchanging mockups

The obtained LPBF manufactured specimens, shown in Fig. 10,
accurately reproduced the CAD geometries described in Fig. 2.
The dimensional accuracies, evaluated through an internal SISMA�
benchmark design [32], were respected with a tolerance of ± 40 mm
on XY directions (platform plane) and ± 20 mm on Z, the LPBF build-
ing direction. Thus, a precise fitting with the experimental appara-
tus was achieved.

Common and non-critical LPBF geometrical deviations could be
noticed after a visual inspection. Since the dimension of the lattices
details are nearly in the order of magnitude of the XY tolerance, a
slight thickening of the pins which compose these geometries was
obtained, due to the partial sintering of small powder particles to
their surface. Moreover, minor dross and sag protrusions are pre-
sent in the helix mockup (Fig. 10, right), on the down-facing sur-
faces of the swirling channels. Both described effects were
expected and common for the LPBF AM process [53–55].

The hybrid production method developed for the manufactur-
ing of these specimens enables the reuse of the modified LPBF plat-
form for present and future research on LPBF heat exchanging
mockups for the HSPT test rig. This approach comes as a plain
Fig. 11. Plots illustrating the comparison between interpolation of experimenta
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example of the current direction of AM, where the additive para-
digm is becoming more deeply integrated with the conventional
subtractive manufacturing, trying to exploit the advantages of both
worlds in the production value chain of complex parts [80–82].
3.2. Experimental measurements and data analysis

A list of the fixed quantities in the experimental tests, used
lately as input parameters for the numerical analyses, is reported
in Table 3.

The comparison of the three heat sinks prototypes was made at
equal entering heat power, in order to find out the best heat sink
geometry in terms of heat dissipation performances. The main
parameters which can be directly compared in this study are the
temperatures T1 and T2, in the head position of the heat sink mock-
ups. Hence, the sample which temperatures would be lower at the
same heating power level, will be identified as the most perfor-
mant in terms of heat dissipation capabilities. From the performed
tests, which results are summarized in Fig. 11, it was noticed that
the heat sink prototype with the helix ducts is able to keep its tem-
perature lower than the other prototypes in the investigated con-
ditions. Moreover, the lattice type B specimen outperformed
lattice type A, as it was envisaged from the considerations written
in Section 2.1.
l values (Exp) and numerical results (Num) of the temperatures T1 and T2.
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Regarding pressure drop measurements, a direct comparison of
the three samples performances was not possible, since the sen-
sors’ accuracy proved to be too low: indeed, the measured value
of pdiff was always 0.12 ± 0.05 [bar] in either cases, implying that
none of the three geometries would cause critical pressure losses
(higher than 10 kPa) at the employed flow rate. Furthermore, no
influence from the variations of the environmental temperature
was noticed in the various tests performed. This in turn means that
the measured temperatures of interest were found to be uncorre-
lated to the environmental one. As a result, the sample tempera-
tures recorded in the tested conditions show direct
proportionality to the transferred heating powers, following the
predicted response function to the thermal input. Measurements
may thus be interpolated with the linear regression fit described
by Eq. 5ð Þ to extrapolate the sample temperature expected for a
given heat power magnitude, which may be used for later compar-
ison with numerical simulations (see Section 3.3).

Ti ¼ ai _Q þ bi ð5Þ
In the above equation, the subscript i can be 1 or 2, in reference to
the temperatures T1 and T2 of the sample. The coefficients a and b of
the fit, listed in Table 4, are calculated through the York regression
method [83], which accounts for the error on both coordinates. Here
b represents the offset of the interpolation line related to the inlet
water temperature. Indeed, this quantity fixes the intersection of
the fit with the temperature axis, where the heating power _Q is
equal to zero, and hence the sample temperature must be equal
to the water one. The resulting interpolation lines for all the tested
mockups are drawn in the plots shown in Fig. 11.

From the obtained measurements, an equivalent (or effective)
Heat Transfer Coefficient (HTC) parameter can be estimated by
considering a fluid–solid heat exchange surface S equal to the joint
area between the heat sink geometry and its support (which corre-
sponds to the sandblasted area in Fig. 7, left). In fact, the standard
definition of HTC is:

HTC ¼
_Q

S Twall � Tfluidð Þ ð6Þ

where Twall is the temperature of the solid surface in contact with
the fluid, and Tfluid the fluid bulk temperature [67]. Approximating
Tfluid with Tw,in, and hence with b2 appearing in Eq. 5ð Þ, and then
Twall with T2, the equivalent HTC can be determined by the follow-
ing relation:

HTCeq ¼
_Q

S T2 � b2ð Þ ð7Þ
Table 4
Calculated linear regression coefficients with corresponding standard error estimates, and

Specimen a1 ± ea1 [�C W�1] b1 ± eb1 [�C]

lattice A 0.149 ± 0.001 13.936 ± 0.032
lattice B 0.142 ± 0.001 13.823 ± 0.051
helix 0.130 ± 0.001 13.878 ± 0.071

Table 5
Mesh parameters and determined Grid Convergence Indexes with _Q ¼ 60 W.

Specimen Mesh size [106 nodes]

Coarse Fine
lattice type A 28.3 48.1
lattice type B 19.0 27.1
helix 2.7 4.6
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Now, given Eq. 5ð Þ with i = 2:

T2 � b2 ¼ a2 _Q ð8Þ
and substituting it in 7ð Þ, it yields:

HTCeq ¼
_Q

Sða2 _QÞ ¼
2:86 � 103

a2
ð9Þ

The HTCs of the various samples thus determined with Eq. 9ð Þ
are listed in Table 4. They correspond to the heat transfer rate
which the coolant must realize to obtain the same fluid–solid tem-
perature gap in absence of the heat sink body. Its accuracy interval
is determined with Eq. 2ð Þ from the standard error of coefficient a2,
resulted from the fit done with the York regression method.

Given the relatively low flow rate used during the experimental
campaign, the values reported witness the high performance of the
manufactured heat sinks.

3.3. Model validation

The calculated GCI parameter for each of the three samples at
the power input value of 60 W are shown in Table 5. In the same
table are listed the characteristics of the meshes used to calculate
the GCI with Eq. 4ð Þ. The computed value of T1 for the different
mesh sizes was taken to determine the relative error e with
Eq. 10ð Þ:

e ¼ T1;coarse � T1;fine

T1;fine
ð10Þ

where the subscripts coarse and fine are referred to the corre-
spondent mesh refinement level. Moreover, a safety factor f = 3
was adopted, as advised when considering only two mesh sizes
[84].

As it can be noticed from Table 5, the required number of nodes
to achieve convergence for the lattices was one order of magnitude
higher than the one needed for the helix sample. This is expected
and directly related to the presence of many geometrical details
in the structure of the two grids.

Since the evaluation of heat transfer efficiency is of primary
interest for the application of this study, the validation of the pro-
posed numerical model was done taking the temperature values as
reference. Table 6 reports the relative errors er between the inter-
polated experimental values Texp and the numerical results Tsim for
different entering power magnitudes, determined as follows:

er ¼ 100 � Tsim � Texp

Texp
ð11Þ
estimated equivalent HTCs with their accuracy interval.

a2 ± ea2 [�C W�1] b2 ± eb2 [�C] HTCeq [W m�2 K�1]

0.144 ± 0.001 13.909 ± 0.030 (1.98 ± 0.01) �104
0.129 ± 0.001 13.834 ± 0.045 (2.21 ± 0.02) �104
0.109 ± 0.001 13.904 ± 0.058 (2.62 ± 0.02) �104

Minimum orthogonal quality GCI [%]

Coarse Fine
0.18 0.17 4.87
0.12 0.13 2.23
0.28 0.23 1.62



Table 6
Numerical and experimental results comparison, with related uncertainties.

Sample _Q [W] T1 [�C] T2 [�C] er [%]

Num Exp Num Exp T1 T2

lattice type A 30 18.72 ± 0.91 18.37 ± 0.03 18.11 ± 0.88 18.17 ± 0.03 1.03 �1.10
60 23.44 ± 1.13 22.74 ± 0.06 22.22 ± 1.07 22.34 ± 0.05 0.87 �2.66
90 28.16 ± 1.37 27.11 ± 0.09 26.33 ± 1.27 26.51 ± 0.08 1.60 �2.83

lattice type B 30 18.31 ± 0.41 18.01 ± 0.05 17.74 ± 0.40 17.66 ± 0.04 1.61 0.23
60 22.69 ± 0.51 22.02 ± 0.09 21.49 ± 0.48 21.32 ± 0.08 2.12 �0.37
90 27.04 ± 0.60 26.03 ± 0.14 25.24 ± 0.56 24.99 ± 0.12 1.10 �2.00

helix 30 17.83 ± 0.29 17.78 ± 0.04 17.25 ± 0.28 17.18 ± 0.03 0.22 0.41
60 21.68 ± 0.35 21.56 ± 0.08 20.53 ± 0.33 20.37 ± 0.07 �0.05 0.39
90 25.48 ± 0.41 25.33 ± 0.12 23.75 ± 0.39 23.55 ± 0.10 �0.43 0.13

Fig. 12. Colour maps of temperatures distribution (cutaway views along beam
pipes axis) for the grid lattice type A (a), tilted grid lattice type B (b) and helix (c)
samples, for _Q = 60 W. Water enters from the left hand side.

G. Sciacca, M. Sinico, G. Cogo et al. Materials & Design 214 (2022) 110415
In Eq.ð11Þ the values Texp were determined with Eq. 5ð Þ using
the coefficients listed in Table 4, while Tsim are the computed
numerical values T1,fine and T2,fine with the refined meshes.

An accuracy interval is then assigned to both the numerical and
experimental values reported in Table 6. For the former the
uncertainty is given by the GCI of Table 5, as previously stated in
Section 2.5. Instead, the latter corresponds to the interval covered
by the confidence band after the York regression of the experimen-
tal data (see Section 3.2), for the heating power magnitude to
which er is referred. Furthermore, the Mean Absolute Error (MAE)
can be then determined from the average of the absolute values
of reported er. This yields a MAE of 1.00 % for T1 and of 1.12 %
for T2, and a global MAE of 1.06 %. The latter is simply given by
the average of the two MAEs, and is a commonly used estimator
for the accuracy of the numerical model. The residual deviance
between experimental and numerical results could be ascribed
either to the uncertainties introduced in the experimental proce-
dure and in the computational model, which are both accounted
by the respective error band. Hence, this has been considered suf-
ficient to validate our numerical simulations in the investigated
conditions, also considering the model simplification introduced
to simulate the two lattices and the assumption of a uniform
roughness over the heat sinks’ walls. Fig. 11 gives a graphical rep-
resentation of the comparison between measurement interpola-
tions and numerically calculated values, from which is possible
to notice the superposition of their error bands.

This supports the use of such CFD tools, in particular the Fluent
package, in the development of new concepts of heat sinks, leaving
the possibility to perform an optimization with the exploitation of
HPC resources like the one used in this work. In this way, it will be
possible to explore the influence of geometrical parameters not
investigable in other ways, like the pins’ orientation of the lattices’
structure in respect to flow direction. After the determination of an
optimal configuration, a prototype could be manufactured to be
tested with the presented HSPT rig, leading to a further reduction
of the required experimental proofs. Once validated, such a mod-
ern approach of heat sink design based on cloud computing could
be a promising procedure to successfully obtain a deep under-
standing of the geometry influence in the heat transfer process.
That would provide new ways towards further optimization of
heat exchanger geometries like the ones here considered, in order
to find out the best configuration for the TS before the upscaling
process at full cyclotron beam power.

The validation of the numerical results also confirms the relia-
bility of the manufacturing process, given the approximation of
considering the whole sample made of copper OFHC with isotropic
thermal conductivity, besides neglecting a possible thermal con-
duction resistance between support and heat sink. In future, fur-
ther studies will be carried out to extend the validation to
different flow regimes characterised by higher Reynolds numbers.
11
3.4. Numerical results

The map distribution of the most important parameters, i.e.
temperature and velocity fields, along with the computed HTC,
are plotted in Figs. 12–15. These results are obtained with the fine
mesh sizes (reported in Table 5) for the case of an applied heating
power of 60 W. The nodal HTC values were assigned by Fluent for
each fluid cell’s face in contact with the solid domain following Eq.

6ð Þ: in this case S refers to the area of the face, _Q to the heat flux
passing through it, and Twall and Tfluid to the temperatures of the
respective solid and fluid cells connected through that face [74].
Fig. 12c shows the points where the values of T1 and T2 are picked
up to be compared with the experimental results. Along with these
temperatures, the water temperature Tw,out was checked to assess
that the thermal balance between applied and dissipated power
was always fulfilled throughout all performed computations. The
same figure also underlines a clear asymmetry of the temperature
distribution inside the heat sinks head. This is in agreement with
what is expected by the applied boundary conditions, since water
is heated while flowing through the heat sink up to a temperature
quantifiable with Eq.ð1Þ, while the local HTC, extrapolable from the
plot in Fig. 13, is lower at the outlet. The combination of these two
factors cause that the tested geometries acquire an increase in



Fig. 13. Colour maps of wall HTC for the grid lattice type A (a), tilted grid lattice type
B (b) and the helix (c) samples, for a hitting power level _Q = 60 W.

Fig. 14. Transversal cutaway views of velocity field at the mid plane for the lattice
type A (a), lattice type B (b) and helix (c) samples. All the legend ranges are referred
to local values (i.e. on the plotted plane).
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temperature in the part near the outlet arm, thus generating an
asymmetry in the radial temperature gradient. For example, con-

sidering lattice type A and _Q = 60 W, the average wall temperature
would be 	 22.2 �C at the inlet side, and 	 22.9 �C at the outlet.

Fig. 14 offers a direct comparison of the flow behaviour for the
analysed specimens. While in Fig. 14a the flow velocity is higher in
the centre of the grid gaps, this is not the case for lattice type B
(Fig. 14b), where water is forced to follow a wavy pattern to cross
the pins. As a result, in this situation the stream is concentrated in
the zones where the path between inlet and outlet of the heat sink
is shorter. Similarly, from Fig. 14c it may be noticed that the points
of higher water speed are deviated from the channel core thanks to
the swirl flow induced by the helical curvature. In the same figure
it is also possible to see that the helix sample is characterized by a
spread in flow velocity distribution across the various ducts. In fact,
the fluid speed ranges from 0.3 m s�1 up to 0.6 m s�1 along this
section. This effect can be also related to the low flow rate involved
in the study, and it is expected to be mitigated at larger Reynolds
numbers.
12
Table 7 summarizes the numerical results obtained for the three
heat sink geometries. The value of the pressure drop Dp was deter-
mined from the values of pin and pout collected at the points illus-
trated in Fig. 12c. As it can be noticed, the computed value of Dp
were lower than the pressure sensors’ accuracy. This is coherent
with the experimental results, where no appreciable variation in
its measurement was found among the tested prototypes. The
average Reynolds numbers Re were instead determined with the
known Eq. 12ð Þ [85]:

Re ¼ qvD
l

ð12Þ

Where:

� q is the coolant density (approximated to 1000 kg m�3);
� D is the characteristic length;
� v is the mean bulk flow speed inside the heat sink;
� l is the dynamic viscosity of the fluid (approximated to 10-3 Pa
s).

For the helix prototype, D is equal to the channel hydraulic
diameter (	 0.9 mm). Meanwhile, in the case of lattice mockups,



Fig. 15. Longitudinal cross-section of velocity-field maps at a distance of 2 mm from the base of the heat sink support, for the lattice type A (a), lattice type B (b) and helix (c)
samples. All the legend ranges are referred to local values (i.e. on the plotted plane).

Table 7
Computed numerical values for _Q = 60 W.

Lattice type A Lattice type B Helix

T1 [�C] 23.44 22.69 21.68
T2 [�C] 22.22 21.49 20.53
Dp [Pa] 470 576 234
v [m s�1] 0. 28 0.29 0.50
Re 590 611 397
As [mm2] 3755 3766 2880
HTC [W K�1 m�2] 6831 7322 4701
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D may be obtained from the porosity e (	 0.87) of the samples and
the cell dimensions by Eq. 13ð Þ presented in [70]:

D ¼ Lc
2effiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3p 1� eð Þp ð13Þ

In Table 7, HTC denotes the average value determined from the
numerical nodal ones along the heat sinks’ surfaces. It’s worth
noticing that, even if the two lattices have a wider heat exchange
area As and achieve a higher average HTC (as visible in Fig. 13),
the copper temperatures resulted to be higher. This can be related
to the limitation in the heat transferred to the heat sink body for
the restriction induced by the pin cross-section, as it can be noticed
also from the higher thermal gradient along the grids’ struts in the
plots of Fig. 12.

Indeed, effective thermal conductivity of a porous domain is
related to its lattice structure [44], and higher porosities cause a
smaller cross-section available for the heat passage. Consequently,
it is possible to state that the increase in heat exchange area
offered by the grid geometry, in respect to the helix sample, does
13
not mean a corresponding improvement in the heat dissipation.
On the contrary, this could adversely affect the heat sink perfor-
mance by restraining the heat transfer through the heat sink body,
if the grid is not properly designed. This, despite the increased heat
exchange between the coolant and the heat sink body due also to
liquid mixing inside the grids’ channels. Moreover, a pressure drop
increase may be obtained even if the fluid velocity is lower, since
the liquid flow is constantly perturbed by the continuous cross-
section variation generated by the grid structures. Finally, one
can observe that lattice type B achieved a higher HTC in respect
to lattice type A, which accounts for the better performance of
the former, confirming the predictions. This is due to the higher
flow path perturbations induced by the lattice’s pins to the free-
stream flow direction (non-channelling), as illustrated in Fig. 15b.
Hence, a tilt of the grid in respect to the fluid flow has confirmed
to be advantageous for the heat transfer efficiency, at the expense
of the impedance, leading to a slight increase in pressure drop.

These findings will thus be the reference for future investiga-
tions on the identification of the best design choice, both regarding
the geometry and the parameters that defines it. This includes, for
example, the performance dependence to the pins’ diameter and
orientation in the case of the grid geometry, or the twisting ratio
and channels number for the helical ducts. From this point of view,
given the positive validation reported in Section 3.3, the results of
this work open the possibility for the development of an advanced
optimization procedure for complex-shaped and high-performing
heat sinks for target cooling solutions. Indeed, a first selection of
suitable shapes can be initially screened via simulation runs on
high performance computing platforms by just exploring the influ-
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ence of the various involved geometrical parameters; promising
designs identified in this way can be subsequently fabricated and
tested, first, in laboratory test-benches, like the hereby described
HSPT apparatus and, subsequently, upscaled to full power valida-
tion. The short lead-time and geometrical freedom are necessary
qualities for the fabrication steps of both future heat sink mockups
and upscaled target cooling solutions. Therefore, it can be
envisioned that AM processes, and in particular the LPBF tech-
nique, could possibly play a major role in the upcoming years to
achieve the goal of a compact and high performing TS, for the final
mission of advancing nuclear medicine and cancer treatments with
a high throughput of novel RNs.
4. Conclusions

The lack of novel radionuclides readily available is refraining
the development of new and more efficient radiolabelled mole-
cules for the diagnosis and treatment of cancer. One of the major
impediments in their spreading resides in the problem of thermal
management for solid Target Systems (TS). With this work, the
LARAMED project aims to fill this gap, by exploiting the potential
of metal AM technology in overcoming the technical constraints
of traditional manufacturing in complex heat exchanger produc-
tion. Considering the published developments for AM copper fabri-
cation, three prototypes of heat sinks made in pure copper were
manufactured with the LPBF technique. The proposed production
approach takes advantage of an engineered distribution of copper
powder, combined with a suitable selection of LPBF parameters
and a hybrid production process, resulting in integrated,
complex-shaped heat sink solutions.

One helix type heat sink mockup, characterized by helical twist-
ing channels, and two lattice ones, consisting of a rhombic dodec-
ahedron thin structure, were manufactured. In particular, the two
grid configurations differ from each other for the cells alignment
with respect to the freestream fluid direction. The mockups have
been modelled and characterized in detail by means of numerical
simulations and experimentally evaluated with an in-house built
test rig devised for the purpose. All samples resulted to be perfor-
mant heat sinks, achieving an effective HTC, i.e. the inverse of the
heat sink thermal resistance with the coolant, higher than
19 kW�m�2�K�1 (up to 26.2 kW�m�2�K�1 for the helix sample). An
additional goal of the assessment was a direct comparison of the
prototypes’ thermal performances. For the considered fluid
dynamic regime, the helix mockup exhibited the highest heat dis-
sipation capability, providing the overall lower sample tempera-
ture distributions at equal heating power and coolant flow rate.
This was related to the higher heat transfer efficiency of its geom-
etry in comparison to the two grids (HTCeq = 19.8 kW�m�2�K�1 for
lattice type A vs. HTCeq = 22.1 kW�m�2�K�1 for type B). As expected,
the non-channelling configuration of the grid (i.e. with lattice axis
tilted with respect to the flow direction) exhibited an improved
heat transfer efficiency, due to the more intense perturbations
induced to the flow path, promoting fluid mixing.

Finally, a CFD model based on the k-e RNG formulation was val-
idated, with the use of cloud computing, to bring an accurate char-
acterization of the flow regime and heat transfer process. In the
proven conditions, it has shown to provide high-fidelity results
for complex geometries as the ones here studied, even in combina-
tion with the cubic isoreticular model for lattices definition. Indeed,
thanks to its ability in forecasting the heat transfer rate with vary-
ing Reynolds numbers in rapidly-strained flows, our CFDmodel has
yielded numerical results having less than 3 % of relative deviation
with the experimental results, with a Mean Average Error of 1.06 %.

Overall, this study has demonstrated the suitability of the LPBF
technique to manufacture complex-shaped pure copper geome-
14
tries for liquid cooling of TS, and the possibility of predicting their
performance with detailed CFD analyses. Considering this last
point, in this study numerical simulations have proven to be an
essential instrument in the identification of the root causes for dis-
similar performances in distinct heat sinks geometries, like the
ones investigated. Therefore, this production-validation chain
could be applied to the future development of an efficient TS for
the LARAMED project, opening the opportunity to further optimize
the production yield of the radioisotopes.
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Appendix 1. Optimization of LPBF pure copper fabrication

The fabrication of pure copper was investigated on a SISMA
MySint100 PM LPBF machine. The selected system includes a
200 W fibre laser with a spot size on the focal plane of 30 mm. Inert
atmosphere during processing was Nitrogen with a maximum O2

content less than 100 ppm. Gas atomized 99.8 wt% copper powder
(with 0.07 wt% residual O2) was purchased from LPW Technology
Ltd, with a distribution range of around 10–35 mm. The powder size
distribution had been engineered to overcome the difficulties
encountered in the AM laser production of pure copper [31]. The
performance of the powder, in regards to LPBF fabrication, was
compared to a standard 15–45 mm particle size distribution. Laser
diffraction and scanning electron microscopy (SEM) analyses were
initially performed on the powder batches, to confirm their distri-
bution range and qualitatively show their high sphericity (Fig. 16).

The powder optical reflectance was also assessed, through a
Jasco V-570 spectrophotometer with integrating sphere ISN-470,
and amounts to a reflectance of � 70 % towards the 1070 nm radi-
ation, which is the near-infrared wavelength of the fibre laser



Fig. 16. Particle size distribution (PSD) of the selected pure copper powders, from laser diffraction analyses (provided by LPW Technology Ltd); corresponding SEM image
below each PSD (500x magnification); from [31].
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installed in the SISMA LPBF machine. The well-known low absorp-
tivity of the laser input energy is directly connected to the difficul-
ties in the LPBF processing of copper, and, as reported in [86,87],
the total reflectance becomes even higher when the material goes
from a powder state to a liquid melt, reaching coefficients as high
as 97 % and staying at an average value of 90.1 % (since this prop-
erty is function of the irradiated surface temperature).

The performance of the two copper powders was evaluated
with the LPBF production of cubic specimens 10x10x10 mm, with
both standard Cu 15–45 mm and Cu 10–35 mm powders, at a fixed
laser power of 175 W. In order to avoid the formation of lack of
fusion defects, layer thickness was also kept fixed at the minimum
setting available on the SISMA machine, i.e. 20 mm. Hatch spacing
and scanning strategy were varied during first internal assess-
ments performed at the company SISMA SpA, with tested hatch
distances of 30, 40 and 50 mm. For the following presented results,
hatch spacing was selected as a fixed 40 mm distance, and scanning
strategy was zigzag (bi-directional) within each layer, with a 90�
scan rotation angle between the successive layers. An initial
assessment of the stability of the melt pools at a scan speed of
500 mm/s can be appreciated on the following SEM image of the
top surface of a 10x10x10 mm sample fabricated with the 10–
35 mm powder batch, Fig. 17. The hatch spacing was set at
110 mm to appreciate the single scan tracks.

Considering a desired overlap of 30 % between adjacent tracks
and the measured scan track width (�60.5 mm), the selected hatch
spacing matches the sought outcome. However, while stable fusion
is reached with continuous tracks, it is already perceivable how
some balling, recesses and weld instability remain.

LPBF feasibility was therefore investigated at different laser vol-
umetric energy density conditions (Ev = P⁄(v 
 h 
 t), with P laser
power, v laser scan speed, h hatch spacing and t layer thickness).
Considering the fixed parameters described above, only laser scan
speed was tuned in this design of experiment (DoE). The perfor-
mance of the optimized Cu 10–35 mm powder batch was compared
to a smaller DoE performed with the Cu 15–45 mm powder batch.
10x10x10 mm cubic samples were produced with the different
15
parameter sets. Relative density measurements were performed,
after careful cutting and polishing of the cubes [88], with optical
microscopy. The studied optimization is summarized in the follow-
ing graph, Fig. 18, where the obtained relative density is plotted
against the employed laser energy density Ev.

A maximum of 88.4 % relative density is attained with the Cu
15–45 mm powder, a result consistent with the previous published
literature on LPBF of pure copper at low laser power [89,90]. Dis-
similarly, the selected Cu 10–35 mm powder presents an improve-
ment in densification, with a maximum value of 98.1 % at Ev of
1750 J/mm3. While, as visible in Fig. 17, the melt pool behaviour
retains some weld instability plus few lack of fusion defects are
still expected, the finer distribution had demonstrated to be crucial
to ease the laser melting process leading to relatively high density
pure copper parts [31,34]. Appropriate LPBF production parame-
ters must be considered, i.e. at lower energy densities than
1750 J/mm3, if a reasonable volumetric material fabrication rate
must be achieved. Production parameters were selected -in accor-
dance with the LPBF machine manufacturer- at a scanning speed of
375 mm/s, with an expected copper part relative density as high
as � 97 %. More information regarding mechanical/surface proper-
ties of the Cu 10–35 mm fabricated parts, and a first upscaling test
for the LPBF production of massive pure copper components, are
available in [31] being out of scope for the purpose of this present
work.

2. CFD simulation of conjugate heat transfer with the ANSYS
package

2.1. Meshing operations

The mesh generation exploited in this paper was based on the
so-called tetrahedrons patch independent algorithm, a method which
is particularly well suited for complex CAD geometries. This
method creates a meshed volume incorporating the geometry to
be discretized, and then adjust the various elements to match
the mesh with the boundaries of the given geometry [91]. Such



Fig. 17. left) Top surface SEM image of exemplifying sample fabricated with the Cu 10–35 mm powder and with intentionally increased hatch spacing of 110 mm, to appreciate
the single scan tracks; right) zoomed-in section.

Fig. 18. LPBF performance comparison of the two Cu powders, relative densities are plotted as a function of Ev; exemplifying polished cross sections of selected specimens are
included.
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an approach gives the possibility to refine the mesh only in the
critical zones, like in the proximity of the contact regions between
fluid and solid. Regarding mesh quality, the most relevant indicator
was found to be its minimum orthogonal quality: it was indeed
observed that if this value is less than 0.1 the solution can be
adversely affected from the point of view of convergence and cor-
rectness of results.
2.2. Turbulence and conjugate heat transfer modelling

When modelling turbulence, the equations of mass, momentum
and energy conservation are solved following the Reynolds-
Averaged Navier-Stokes (RANS) approach [92]. This involves the
numerical resolution of the following equations:
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In the above equations the following parameters appear:

� the fluid density q;
� the temperature T;
� the specific heat cp;
� the Cartesian coordinates xi, xj, xk;
� the Kronecker delta dij;

� the time-averaged (u
�
i;u

�
j;u

�
kÞ and fluctuating (u0

i;u
0
j) velocity

components;

� the time-averaged pressure p
�
;

� the effective thermal conductivity keff, which value depends on
the adopted turbulence model;

� the effective dynamic viscosity leff = l + lT, with l and lT the
molecular and turbulent dynamic viscosity respectively.

In particular, a k-e turbulence model [93] can be chosen to cal-

culate the Reynolds stresses �qu0
iu

0
j

�
, which offers a good balance
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between accuracy and requirements in terms of computational
costs in respect to other turbulence models. In its standard formu-
lation, the transport equations for the turbulent kinetic energy k
17ð Þ and energy dissipation rate e 18ð Þ are used to compute the
Reynolds stresses through the Boussinesq expression 19ð Þ [94]:
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where C1e, C2e, rk and re are empirical constants.
In the Re-Normalization Group (RNG) variation [73] of standard

k-e, the quantity Re is added to the right-hand side of Eq. 18ð Þ:
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where g = Sk/e, with S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
the modulus of the mean

strain rate tensor [95], while Cl = 0.0845, as derived from the
RNG theory, and g0 = 4.38 and b = 0.012 as set in Fluent. This
parameter allows for a correction in relation to the strain rate, thus
considering the effects of rapidly changing flows. Moreover, the
effective viscosity l + lT in both the k and e transport equations
is multiplied with the inverse turbulent Prandtl number a, deter-
mined by:

a� 1:3929
a0 � 1:3929
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where here a0 refers to the inverse molecular Prandtl number.
In addition to this, in this model keff = acpleff, whereas, in the stan-
dard and Realizable [96] k-e formulations, keff = k + atcplT, being k
the molecular thermal conductivity and at a constant inverse tur-
bulent Prandtl number. By accounting for the influence of turbu-
lence to the Prandtl number, the RNG formulation offers a more
accurate prediction of the heat transfer with low Reynolds
numbers.

Withal, regarding the modelling of the fluid behaviour at the
wall-fluid boundary layer, the scalable wall functions avoid the need
to adjust the thickness of the first layers of elements at the fluid
boundaries. Indeed, this option introduces a low limit of 11.225
in the dimensionless distance from the wall y*, which value contin-
ues to be determined with the standard wall function approach
proposed in [93].
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