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https://www.youtube.com/watch?v=g3j9muCo4o0


From dinosaurs to AI…

AI is powerful
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https://theconversation.com/ai-can-now-read-emotions-should-it-128988
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http://gendershades.org/
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https://thenextweb.com/news/opinion-the-stanford-gaydar-ai-is-hogwash
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https://standards.ieee.org/content/dam/ieee-standards/standards/web/documents/other/ead1e-overview.pdf
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https://www.nature.com/articles/s42256-019-0088-2

https://www.nature.com/articles/s42256-019-0088-2
https://www.nature.com/articles/s42256-019-0088-2


In a move of genius, the corporations 

interested have started to finance multiple 

initiatives to work on ethics of AI, thus, while 

pretending best intentions, effectively delaying 

the debate and work on law for AI.

(Paul Nemitz, 2018)
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The law will stifle innovation and make life of start-ups 

very difficult!
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The law is not able to develop as fast as technology and 

business models!

The law is not precise enough to regulate complex 

technology!



Experience with 
internet regulation

• Californian ideology: ‘better ask 
forgiveness than permission’ attitude 
(‘Google Books’: conflict with copyright 
laws and ‘Uber’: with labour law and 
regulation of public transport).

• Disruptive innovation

• Common denominator: evade 
responsibility

• Google took away a ‘lesson’, namely 
to consider ‘lobbyists and lawyers’ 
earlier to be able to play the 
‘sometimes’ necessary game of 
politics. 
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The law will stifle innovation and make life of start-ups 

very difficult!
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The law is not able to develop as fast as technology and 

business models!

The law is not precise enough to regulate complex 

technology!

Law and innovation are not opposites…

Disproved by the continued application of good, 

technology neutral law (both in Europe and the US…)

Law ≠ computer code; = result of democratic compromise; 

precisely its openness and contestability allows it to adapt 

to new circumstances…



It is time to move on to the crucial question in 
democracy, namely which of the challenges of 
AI can be safely and with good conscience left 
to ethics, and which challenges of AI need to 
be addressed by rules which are enforceable 
and based on democratic process, thus 
laws… 
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“principle of essentiality”

Who is liable?

Who is speaking: man or machine? 

How to carry out ex ante impact assessment; ex 

post monitoring? 
How to remain in control?

https://algorithmwatch.org/en/project/ai-ethics-guidelines-global-inventory/


EU 
proposal AI 

Act 
(21.4.21)
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Towards a European Convention on AI…?
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Thank you for your attention!
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