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A B S T R A C T   

We develop natural language processing techniques to identify the creation and impact of new technologies in 
the population of U.S. patents. We validate the new techniques and their improvement over traditional metrics 
based on patent classification and citations in two case-control studies. First, we collect patents linked to awards 
such as the Nobel prize and the National Inventor Hall of Fame. These patents likely cover radically new 
technologies with a major impact on technological progress and patenting. Second, we identify patents granted 
by the United States Patent and Trademark Office but simultaneously rejected by both the European and Jap-
anese patent office. Such patents arguably lack novelty or cover small incremental advances over prior art and 
should have little impact on technological progress. We provide open access to code, data, and new measures for 
all utility patents granted by the USPTO up to May 2018 (see https://zenodo.org/record/3515985, DOI: 
10.5281/zenodo.3515985).   

1. Introduction 

The creation of new technologies is vital for firm productivity and 
economic growth (Romer, 1990). New technologies build on old 
knowledge and technologies and serve themselves as prior art for future 
generations (Weitzman, 1998). Despite the importance of technological 
progress, scholars face difficulties to identify and measure the initial 
creation of new technologies and the subsequent diffusion and impact of 
these new technologies. Prior work predominantly relies on patent sta-
tistics, which are broadly available across countries, industries, and time 
(Griliches, 1990; Hall et al., 2001; Nagaoka et al., 2010). Yet, there is a 
huge heterogeneity in the technical novelty and impact of patents. The 
large majority of patents arguably cover small incremental advances 
over old technologies and have little impact on technical progress 
(Griliches, 1990; Lemley and Shapiro, 2005). Only a small minority of 
patents introduce radically new technologies and extensively serve as 
prior art for future generations (Trajtenberg, 1990; Scherer and Harhoff, 
2000). To measure the technical novelty and impact of patents, prior 
and current work has traditionally relied on patent classification and 
citations1. But, this approach has important limitations. Patent citations 

capture prior art but do not reflect the technical content of the patent 
itself. Thus, patent citations arguably cannot accurately measure the 
novelty of the technical content. Moreover, citations are sometimes an 
incomplete and biased representation of prior art (Alcacer and Gittel-
man, 2006; Lampe, 2012; Lei and Wright, 2017; Kuhn et al., 2020). In 
contrast to citations, patent classification does reflect the subject matter 
of the patent, but patent (sub)classes are usually too broad to capture the 
detailed technical content of the invention and measure technical nov-
elty (Thompson and Fox-Kean, 2005; Arts et al., 2018; Righi and Simcoe, 
2019). Therefore, patent classification and citations presumably cannot 
accurately identify the creation of new technologies – such as poly-
merase chain reaction, radio-frequency identification, or lithium-ion 
batteries – and the impact of these new technologies. 

In this paper, we develop natural language processing (NLP) tech-
niques to harness the technical content of patent documents. Inventors 
have to fully disclose their invention in exchange for legal protection. 
According to U.S. law, a patent must “contain a written description of 
the invention … in such full, clear, concise, and exact terms as to enable 
any person skilled in the art … to make and use the same, and shall set 
forth the best mode contemplated by the inventor or joint inventor of 
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carrying out the invention.”2 Prior work started to explore the use of 
NLP to detect novelty in text documents3, and to identify new technol-
ogies and trace the diffusion and impact of new technologies in patent 
text4. But, this stream of research currently has a number of shortcom-
ings which limit the adoption of text-based metrics by the broader 
community. First, prior work provides no large scale validation of the 
proposed text-based measures. Second, it remains to be tested whether 
text-based metrics provide an improvement over the traditional metrics 
based on patent classification and citations. Third, prior work does not 
compare the performance of different text-based metrics so scholars do 
not know which measures to adopt. Fourth, prior work does not provide 
open access to the code, data, and new measures making replication and 
follow-on research difficult. The current paper contributes to this stream 
of research by addressing these shortcomings in turn. 

To identify new technologies and measure patent novelty at the time 
of filing, we detect unigrams (keywords), bigrams (two consecutive 
words), trigrams (three consecutive words), and keyword combinations 
appearing for the first time in the title, abstract, or claims of a patent, 
and calculate the cosine similarity between the technical content of a 
focal patent and all prior patents. To measure the diffusion and impact of 
new technologies, we count the number of patents reusing the new 
keywords, bigrams, trigrams, or keyword combinations and calculate 
the cosine similarity between the content of a focal patent and all suc-
ceeding patents. To validate these alternative text-based metrics and 
their improvement over traditional measures based on patent classifi-
cation and citations, we employ two case-control study designs. First, we 
manually collect patents linked to prestigious awards such as the Nobel 
Prize and the National Inventor Hall of Fame. These patents arguably 
cover radically new technologies with a major impact on subsequent 
technical progress and patenting. Second, we exploit the heterogeneity 
in the examination process at different patent offices, and the notion that 
the United States Patent and Trademark Office (USPTO) is perhaps 
granting too many weak or invalid patents (Jaffe and Lerner, 2004). 
Patent applications granted by the USPTO but simultaneously rejected 
by both the European (EPO) and Japanese (JPO) patent office presum-
ably lack novelty or cover only small incremental advancement over 
prior art and should have little impact on technological progress. 

Both case-control studies support the use of NLP to measure the 
technical novelty and impact of patents, and illustrate the improvement 
over traditional approaches based on patent classification and citations. 
Interestingly, the new text-based measures only weakly correlate with 
the traditional measures. We find that new keyword combinations and 
their reuse by later patents show the strongest discriminatory power to 
classify both patents linked to prestigious awards and rejected patents. 
This new measure outperforms the other text-based metrics as well as 
the traditional measures based on patent classification and citations. We 
provide open access to data and new measures via https://zenodo.org/r 
ecord/3515985 (DOI: 10.5281/zenodo.3515985). Python code is 
available from https://github.com/sam-arts/respol_patents_code. 

2. Identifying the creation and impact of new technologies 

2.1. Data collection 

We collect patent titles, abstracts and claims for all granted U.S. 

utility patents from the USPTO, the patent claims research dataset 
(Marco et al., 2016), and PATSTAT. We include all patents granted be-
tween March 1969 and May 2018 (n=6,252,916). We only have partial 
coverage of patents granted before 1976 (approximately 45%), and only 
information on their titles and abstracts, but not their claims. They are 
nonetheless included in order to establish a baseline dictionary. 

For each patent, we concatenate title, abstract, and claims. Next, we 
lowercase the text and tokenize it to words using the following regular 
expression: [a-z0-9][a-z0-9-]*[a-z0-9]+|[a-z0-9]. We consider a word 
as a sequence of letters and numbers that could be separated by hyphens 
(“-“). Next, we remove words composed only by numbers, one-character 
words, stop words from the Natural Language Toolkit (NLTK) in the 
Python library5, and words appearing in only one patent. In addition to 
natural stop words, we remove a manually compiled list of 32,255 very 
common keywords. First, we compile a list with the most frequently 
occurring keywords in patents. Next, we identify and exclude those 
keywords that are unrelated to the technical content of patents, but keep 
the frequently occurring technical keywords (e.g. internet, bluetooth, 
dna, rfid, glyphosate). The excluded keywords include both very com-
mon non-technical keywords (e.g. invention, discovery, claim, disclose, 
describe, include, patent) and very common mistakenly combined words 
which result from the tokenization process (e.g. comprisinga, 
combinefirst). 

Next, we apply stemming to each word using the SnowBall method 
from the NLTK library. What remains is a collection of unique stemmed 
keywords which represent the technical content of the patent. The entire 
cleaned vocabulary contains 1,362,971 unique keywords and the 
average and median number of unique keywords per patent granted 
since 1976 is 61 and 56 respectively (stdev=29). As explained in Ap-
pendix A, we will provide open access to the list of cleaned and stemmed 
keywords for each U.S. patent granted up to May 2018. This dataset is an 
improvement over a prior open access dataset because it includes patent 
claims (and not just titles and abstracts), applies stemming to reduce 
words to their root, removes frequently occurring non-technical terms, 
and includes more recent patents (Arts et al., 2018). 

2.2. Text-based measures 

To measure technical novelty and impact, we develop different 
alternative measures based on the keywords extracted from the title, 
abstract, and claims of a patent. The analysis is restricted to patents filed 
between 1980 and February 2018 (n=5,645,845), but patents filed 
before 1980 are included to compile a baseline dictionary. 

First, we calculate new_word as the number of unique keywords 
(unigrams) of a patent that appear for the first time in the U.S. patent 
database based on filing date. Thus, we identify the first patent using 
stemmed keywords such as “cryoablat” (US5147355), “stereo-
lithographi” (US4575330), “finfet” (US6413802), and “crispr-ca” 
(US9951341). We also calculate new_word_reuse as the number of new 
keywords introduced by the focal patent weighted by the number of 
subsequent patents which reuse these particular keywords, which 
arguably reflects the impact of the new technology on technical prog-
ress. For instance, 644 patents reuse the keyword “stereolithographi” 

2 See 35 U.S. Code § 112, available from https://www.law.cornell.edu/usc 
ode/text/35/112  

3 See for example: Allan et al., 2003; Li and Croft, 2008.  
4 See for instance: Reitzig, 2004; Hasan, 2009; Gerken and Moehrle, 2012; 

Kaplan and Vakili, 2015; Nanda et al., 2015; Packalen and Bhattacharya, 2015; 
Bergeaud et al., 2017; Kelly et al., 2018; Krieger et al., 2018; Balsmeier et al., 
2018; Ashtor, 2019; Watzinger and Schnitzer, 2019; Younge and Kuhn, 2019; 
Arts and Veugelers, 2020; Teodoridis et al., 2020; Motohashi and Zhu, 2020; 
Hain et al., 2020; de Rassenfosse et al., 2020; deGrazia et al., 2020. 

5 Examples of stop words from the NLTK library include: the, am, been, does, 
for, has. 
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and 3,238 patents reuse the keyword “finfet”.6 For patent p, 
new word reusep =

∑n
i=1(1+ui) with n equal to the number of new 

keywords introduced by patent p and ui equal to the number of future 
patents which reuse the new keyword i. Hence, new_word measures the 
novelty of the patent at the time of filing and new_word_reuse measures 
impact, i.e. how the technical novelty introduced by the focal patent 
influences later patents. Overall, 1,039,112 new keywords are intro-
duced since 1980, which are on average reused by eight patents 
(median=2, stdev=278). 10% of all patents introduce at least one new 
keyword. The average number of new keywords per patent is 0.18 
(median=0, stdev=1.63). The average patent has 61 unique keywords 
so the average and median share of new keywords per patent are 0.3% 
and 0% respectively. 

Second, we calculate new_bigram as the number of unique bigrams 
(two consecutive words) of a patent that appear for the first time in the 
U.S. patent database. For example, we identify the first patent using 
bigrams such as “wireless network” (US4789983), “flash memori” 
(US5053990), “web browser” (US5701451), or “sim card” 
(US5353328). In line with new keywords, we also calculate new_-
bigram_reuse as the number of new bigrams introduced by the focal 
patent weighted by the number of subsequent patents which reuse these 
particular bigrams, which arguably reflects the impact of the new 
technology on technical progress. For instance, 18,977 patents reuse 
bigram “flash memori” and 10,391 patents reuse bigram “web browser”. 
Overall, 7,128,180 new bigrams are introduced since 1980, which are 
on average reused by six patents (median=2, stdev=82). 43% of all 
patents introduce at least one new bigram. The average number of new 
bigrams per patent is 1.26 (median=0, stdev=4.69). 

Third, we calculate new_trigram as the number of unique trigrams 
(three consecutive words) of a patent that appear for the first time in the 
U.S. patent database. Thus, we identify the first patent using trigrams 
such as “graphic user interfac” (US4868785), “local area network” 
(US4366565), or “nucleic acid sequenc” (US4469863). We also calculate 
new_trigram_reuse as the number of new trigrams introduced by the focal 
patent weighted by the number of subsequent patents which reuse these 
particular trigrams. For instance, 27,660 patents reuse trigram “graphic 
user interfac” and 17,107 patents reuse trigram “nucleic acid sequenc”. 

11,119,812 new trigrams are introduced since 1980, which are on 
average reused by three patents (median=1, stdev=45). 54% of all 
patents introduce at least one new trigram. The average number of new 
trigrams per patent is 1.97 (median=1, stdev=6.08). 

Fourth, we compute new_word_comb as the number of unique pair-
wise keyword combinations of a patent that appear for the first time. To 
do so, we calculate all possible pairs between any of the keywords of a 
patent. In contrast to bigrams and trigrams, it does not matter where the 
keywords appear in the patent, nor the order in which they appear. 
Patents introducing a new keyword are a subset of patents with new 
keyword pairs because new keywords by definition result in new com-
binations. For example, we identify the first patent using keyword 
combinations such as “vascular stent” (US4580568), “inkjet printhead” 
(US4677447), or “carbon nanotub” (US5346683). Similarly, we calcu-
late new_word_comb_reuse as the number of new keyword combinations 
weighted by the number of later patents which reuse these particular 
keyword combinations, which presumably reflects the diffusion and 
impact of the new technology. For instance, 2,062 patents reuse 
“vascular stent” and 4,164 patents reuse “inkjet printhead”.7 Thus, 
new_word_comb measures patent novelty at the time of filing and new_-
word_comb_reuse measures impact, i.e. how the technical novelty intro-
duced by the focal patent influences later patents. Overall, 
approximately 670 million new keyword combinations are introduced 
since 1980, which are on average reused by two later patents 
(median=0, stdev=44). 80% of the patents introduce at least one new 
keyword pair. The average and median number of new keyword pairs 
per patent is respectively 119 and 16 (stdev=6,705). The high mean and 
standard deviation are driven by very long patents. Some patent docu-
ments cover more than 100 pages, thousands of unique stemmed key-
words, and millions of pairwise keyword combinations. Notice that the 
average patent has 61 unique keywords and 1,830 unique keyword 
pairs, so that the average and median share of new keyword pairs per 
patent are 6.5% and 0.9% respectively. 

Finally, we calculate backward_cosine as the average cosine similarity 
between a focal patent and all patents filed in the five years before the 
focal patent.8 To do so, each patent is represented as a vector of 
1,362,971 dimensions where each dimension corresponds to one 

Table 1 
Sample award patents.  

Award Period #awards #patents #patents filed since 1980 

Nobel Prize 1975-2018 305 80 59 
Lasker Award 1975-2018 221 58 42 
A.M. Turing Award 1975-2017 58 17 14 
National Inventor Hall of Fame 1990-2018 130 112 60 
National Medal of Technology and Innovation 1985-2014 226 76 42 
Benjamin Franklin Medal 1998-2018 149 41 33 
Bower Award 1990-2018 28 9 9   

1,117 393 259 

Notes: In case the same patent is linked to multiple awards, it is only included once and assigned to one award in the following order: Nobel Prize, Lasker Award, A.M. 
Turing Award, National Inventor Hall of Fame, National Medal of Technology and Innovation, Benjamin Franklin Medal, Bower Award. The analysis is restricted to 
patents filed since 1980 to have a sufficiently large baseline dictionary based on all patents filed before 1980. 

6 As a robustness check, we find that patents reusing a new keyword are 
indeed more likely to cite as prior art the patent which pioneered the particular 
keyword. We randomly sample 10,000 new keywords and identify 75,449 
patents reusing these keywords. These reusing patents are approximately 4.5 
times more likely (4.1% versus 0.9%) to cite the patent which introduced the 
keyword for the first time compared to a matched control group of similar 
patents not reusing the keyword. Each reusing patent is matched to one control 
patent based on technical content and approximate filing date. We calculate the 
similarity between a reusing patent and all other patents filed in the same year 
based on the overlap in unique stemmed keywords, and select the patent with 
the highest Jaccard index but not reusing the particular keyword as control 
(Arts et al., 2018). 

7 As a robustness check, we find that patents reusing a new keyword com-
bination are indeed more likely to cite the patent which pioneered the partic-
ular keyword combination as prior art. We randomly sample 10,000 new 
keyword combinations which were reused by at least one future patent and 
identify 53,515 patents reusing these keyword combinations. These reusing 
patents are approximately 6.6 times more likely (9.2% versus 1.4%) to cite the 
patent which introduced the keyword combination for the first time compared 
to a matched control group of patents not reusing the particular keyword 
combination. Each reusing patent is matched to one control patent based on 
technical content and approximate filing date (Arts et al., 2018).  

8 We also calculated cosine similarity measures without using a moving time 
window of five years, but this gave extremely small values with very little 
variation across patents. 
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keyword from the entire vocabulary and its value captures the frequency 
of this keyword in the particular patent document. In contrast to new_-
word, new_bigram, new_trigram, and new_word_comb which isolate n- 
grams or keyword pairs, cosine similarity relies on the entire combina-
tion of keywords of a patent and also takes into account the frequency of 
a keyword in a patent.9 To calculate a measure of technical novelty, we 
calculate 1-backward_cosine. More novel patents are arguably more dis-
similar in content compared to prior patents. Next, we calculate for-
ward_cosine as the average cosine similarity between the focal patent and 
all patents filed in the five years after the focal patent. To generate an 
impact measure, i.e. measuring how the new technology influences 
subsequent technical progress, we calculate forward/backward_cosine by 
dividing forward_cosine by backward_cosine. Thus, patents with the 
highest forward/backward_cosine are dissimilar to prior patents and 
similar to later patents. Patents which score among the highest (top 1%) 
on forward/backward_cosine include Amazon’s one-click-buying patent 
(US5960411) and Google’s patent for delivering, targeting, and 
measuring advertising over networks (US5948061). Because the 
average cosine similarity measures are very small, we standardize the 
measures for ease of interpretation. 

2.3. Traditional measures 

Prior and current research traditionally relies on patent classification 
and citation information to measure the technical novelty and impact of 
a patent. We calculate the most commonly used measures and compare 
their performance to our new text-based measures. 

New_subclass_comb is the number of subclass pairs of a patent that 
appear for the first time in the U.S. patent database based on filing date 
(Fleming et al., 2007; Jung and Jeongsik, 2016; Verhoeven et al., 2016; 
Arts and Fleming, 2018). New_subclass_comb_reuse is the number of new 
subclass pairs of a patent weighted by the number of later patents which 
reuse the particular subclass combinations (Fleming et al., 2007). 
Similarly, new_cit_comb is the number of cited patent pairs which appear 
for the first time in the patent database, and new_cit_comb_reuse is 
calculated as the number of new cited patent pairs weighted by the 
number of future patents citing the same two patents (Uzzi et al., 2013; 
Arts and Fleming, 2018). Originality is calculated as one minus a Her-
findahl index based on the share of cited patents from each primary 
patent class (Trajtenberg et al., 1997; Hsu and Lim, 2013; Kaplan and 
Vakili, 2015). Patents citing prior art from diverse fields are arguably 
more original or novel (Hirshleifer et al., 2017). New_tech_origins counts 
the number of new combinations between any of the patent classes of 
the focal patent and any of the classes linked to patents cited by the focal 
patent (Verhoeven et al., 2016)10. It reflects the extent to which a patent 
sources knowledge from technology fields that were previously never 
used. Forward_cit counts the number of patent citations received within 
ten years, which reflects the impact of the patent independent from its 
degree of novelty (Trajtenberg, 1990; Harhoff et al., 1999). Finally, 
generality is calculated as one minus a Herfindahl index based on the 
share of citing patents from each primary patent class (Jaffe et al., 1998; 
Henderson et al., 1998). Patents cited by patents from different classes 
arguably have a general purpose and broad impact across different 
fields. 

Table 2 
Examples of awarded inventions.  

Invention Award Award 
year 

Awardee Patent New words New word 
combinations 

New bigrams New trigams 

Discovery of HIV Nobel Prize 2008 Luc 
Montagnier 

US4839288 hiv-2 (584) virus hiv-2 (403)   

Chimeric 
antibodies 

Nobel Prize 2018 Gregory P. 
Winter 

US5565332  antigen-bind cdr3 
(618) 

scfv fragment 
(278)  

BRCA1 gene 
locus 

Lasker Award 2014 Mary-Claire 
King 

US5622829 brca1 (210) cancer brca1 (153) brca1 mutat 
(16)  

HIF-1 factor Lasker Award 2016 Gregg L. 
Semenza 

US5882914 hif-1 (150) acid hif-1 (88) hypoxia induc 
(185) 

hypoxia induc 
factor-1 (18) 

Local area 
network 

A.M. Turing Award 2009 Charles P. 
Thacker 

US5088091 host-to-host (28) configur downlink 
(2557) 

uplink port 
(130) 

discard data 
packet (78) 

Public-key 
encryption 

A.M. Turing Award 2015 Martin 
Hellman 

US4633036  authent public-key 
(284)   

Polymerase 
chain reaction 

National Inventor Hall 
of Fame 

1998 Kary B. Mullis US4683202 helicas (533) amplif primer (5249) primer extens 
(1017)  

3D printing National Inventor Hall 
of Fame 

2014 Charles Hull US4575330 stereolithographi 
(644) 

surfac 
stereolithographi 
(407)   

Metallocene 
catalysis 

National Medal of 
Technology and 
Innovation 

2001 John A. Ewen US4530914 zirconocen (156) polyolefin 
metallocen (1103) 

multimod 
molecular 
(115) 

multimod 
molecular weight 
(111) 

FinFET National Medal of 
Technology and 
Innovation 

2014 Chenming Hu US6413802 finfet (3238) gate finfet (2632) finfet transistor 
(205)  

Erbuim-doped 
fiber 

Benjamin Franklin 
Medal 

1998 Emmanuel 
Desurvire 

US4963832  amplifi erbium-dop 
(678) 

erbium-dop 
fiber (514) 

erbium-dop fiber 
amplifi (330) 

Lithium-ion 
battery 

Benjamin Franklin 
Medal 

2018 John 
Goodenough 

US5910382 lifepo4 (260) batteri lifepo4 (210)   

Transgenic 
animals 

Bower Award 1997 Ralph L. 
Brinster 

US4870009 transgen (18054) cell transgen (15357) transgen anim 
(1426) 

promot dna 
sequenc (56) 

DNA sequencing Bower Award 2011 George Church US4942124  multiplex dna (625) strand molecul 
(59) 

singl strand 
molecul (23) 

Notes: The table includes for each award two examples of awarded inventions. For each awarded invention, the table displays the year of the award, the name of the 
awardee, the corresponding patent, one new word, new word combination, new bigram, and/or new trigram of the patent. The numbers between brackets show the 
total number of later patents which reuse these new words, new word combinations, new bigrams, and new trigrams. 

9 We find similar results if we also account for keyword frequency in the 
entire patent database by using tf–idf weights (term frequency–inverse docu-
ment frequency). 

10 In line with Verhoeven et al. (2016), we treat all patents introducing a new 
combination in the same filing year as novel. 
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While new_subclass_comb, new_cit_comb, originality, and new_-
tech_origins reflect the novelty of a patent at the time of filing, new_s-
ubclass_comb_reuse and new_cit_comb_reuse measure the extent to which 
the technical novelty introduced by the focal patent influences technical 
progress. Finally, forward_cit and generality measure the diffusion and 
impact of a patent independent from its novelty. Because of the skew-
ness of count variables, we use their logarithmic transformation after 
adding one for variables with zero values. 

3. Validation award patents 

To validate the text-based measures, we manually collect patents 
linked to prestigious awards (Carpenter et al., 1981). These patents 
arguably cover radically new technologies with a major impact on tech-
nical progress. Next, we use a case-control study design, matching each 
award patent to a control patent based on technical content and filing 
date. Finally, we test the ability of the different metrics to correctly classify 
award and control patents. Our assumption is that award patents are more 
likely to cover fundamentally new technologies with a significant impact 
on technical progress and patenting compared to control patents. Prior 
work indeed points out that the large majority of U.S. patents cover small 

incremental advances over old technologies and have a rather small – if 
any – impact on later patents (e.g. Griliches, 1990; Trajtenberg, 1990; 
Scherer and Harhoff, 2000; Lemley and Shapiro, 2005). 

3.1. Data 

Award patents. We collect information on the following awards: 
Nobel Prize (in physics, chemistry, and medicine), Lasker Award (often 
referred to as America’s Nobel Prize), A.M. Turing Award (recognized as 
the Nobel Prize of Computing), National Inventor Hall of Fame, National 
Medal of Technology and Innovation, Benjamin Franklin Medal, and the 
Bower Award1112. We manually match awards to patents except for the 
National Inventor Hall of Fame which directly provides the corre-
sponding patent numbers. The websites of the award granting organi-
zations and other websites such as Wikipedia provide detailed 
information to help with the matching. For each granted award, we 
identify whether it concerns a technological invention, and subse-
quently collect the names of the individual(s) receiving the award, their 
affiliation(s) at the time of discovery, information on the timing of the 
discovery, and the technical description of the awarded invention. We 
combine all this information to search for corresponding patents using 
Google patent search queries. 

Our main goal is to select a representative sample of patents covering 
radically new technologies with a high impact on technical progress and 
patenting, and to avoid false positives rather than false negatives. Thus, 
we disregard awards and corresponding patents in case of doubt. We 
encountered a few difficulties. A person might receive an award for a 
collection of work or as a lifetime achievement rather than for a single 
invention. In this case, the award is not taken into account. We also 
exclude awards for which the description is too vague or missing key 
information to find corresponding patents. In a limited number of cases, 
the laureates have a large number of patents that closely relate to the 
description and timing of the awarded discovery. In case we find more 
than five corresponding patents, we exclude the award. For 65% of the 
awards linked to patents, we find one corresponding patent. For the 
remaining 35% of the awards, we find multiple but less than five cor-
responding patents which match on all criteria including the technical 
description and timing of discovery. In such cases, we select the patent 
with the earliest filing date. Nevertheless, all findings are robust for the 
subset of awards for which exactly one corresponding patent is found 
(65% of the sample)13. Finally, in case a single patent corresponds to 
multiple awards, we only include the patent once. For example, Kary 
Mullis won both the Nobel Prize in Chemistry and the National Inventor 
Hall of Fame for inventing polymerase chain reaction (PCR), a technique 
to multiply DNA segments. Table 1 provides an overview of the sample 
selection. 

Table 2 provides examples of awarded inventions and corresponding 
patents. We briefly discuss a number of examples here. Luc Montagnier 
won the Nobel Prize in Physiology or Medicine in 2008 for the discovery 
of the human immunodeficiency virus (HIV) which causes AIDS. The 
corresponding patent (US4839288: “Retrovirus capable of causing AIDS, 
antigens obtained from this retrovirus and corresponding antibodies and 
their application for diagnostic purposes”) was the first patent using the 
keyword “hiv-2” and keyword combination “virus hiv-2”, reused by 
respectively 584 and 403 patents. HIV-2 is one of the two major types of 
the virus. The overall technical content of the patent is also very dis-
similar from prior art. The patent is in the 100th percentile of all patents 
filed in the same year in terms of 1-backward_cosine, i.e. one minus the 

Table 3 
Descriptive statistics award versus control patents.   

Award 
patents 

Text-matched 
control patents 

T test  

Average Average Cohen’s 
d 

t Pr(T 
< t) 

New_word 0.470 0.280 -0.339 -3.854 0.000  
(0.596) (0.525)    

New_word_reuse 1.482 0.641 -0.511 -5.811 0.000  
(1.980) (1.228)    

New_bigram 1.613 1.126 -0.543 -6.183 0.000  
(0.886) (0.908)    

New_bigram_reuse 3.504 2.459 -0.549 -6.252 0.000  
(1.894) (1.909)    

New_trigram 1.641 1.309 -0.379 -4.309 0.000  
(0.888) (0.869)    

New_trigram_reuse 3.086 2.530 -0.336 -3.819 0.000  
(1.649) (1.667)    

New_word_comb 4.837 3.932 -0.534 -6.072 0.000  
(1.461) (1.905)    

New_word_comb_reuse 7.001 5.505 -0.672 -7.644 0.000  
(1.956) (2.469)    

1-Backward_cosine 0.113 -0.113 -0.227 -2.587 0.005  
(0.934) (1.052)    

Forward/ 
backward_cosine 

0.018 -0.018 -0.035 -0.401 0.344  

(0.978) (1.023)    
New_subclass_comb 1.140 0.782 -0.308 -3.502 0.000  

(1.231) (1.095)    
New_subclass_comb_reuse 2.084 1.304 -0.389 -4.429 0.000  

(2.177) (1.812)    
New_cit_comb 2.173 1.927 -0.130 -1.485 0.069  

(1.965) (1.807)    
New_cit_comb_reuse 2.928 2.426 -0.206 -2.345 0.010  

(2.614) (2.247)    
Originality 0.363 0.311 -0.172 -1.962 0.025  

(0.308) (0.290)    
New_tech_origins 0.039 0.034 -0.026 -0.295 0.384  

(0.211) (0.202)    
Forward_cit 3.046 2.208 -0.639 -7.270 0.000  

(1.374) (1.244)    
Generality 0.645 0.535 -0.442 -5.028 0.000  

(0.232) (0.266)    

Notes: Only patents filed since 1980 are included (n=518 patents; 259 award 
patent, 259 text-matched control patents). All variables except 1-back-
ward_cosine, forward/backward_cosine, originality, and generality are log trans-
formed after adding 1. Text-matched control patents are matched on stemmed 
keywords in the titles, abstracts and claims as well as on approximate filing date. 
Standard deviation between brackets. Cohen’s d is the mean difference between 
award and control patents divided by the pooled standard deviation. 

11 Results are robust if we exclude any of the seven awards from the analysis. 
Including binary indicators for type and year of award in the regressions does 
not change our findings.  
12 The online appendix provides a more detailed description of the awards.  
13 Findings also remain robust if we include the first two patents for the subset 

of awards linked to multiple corresponding patents. 
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average cosine similarity with all patents filed in the previous 5 years. It 
is also in the 97th percentile in terms of forward/backward_cosine, i.e. the 
average similarity with all patents filed in the following five years 
divided by the average similarity with all patents filed in the previous 
five years. 

The 2014 Lasker award was granted to Mary-Claire King for her 
discovery of the BRCA1 gene locus that causes hereditary breast cancer. 
The corresponding patent (US5622829: “Genetic markers for breast, 
ovarian, and prostatic cancer”) was the first to use keyword “brca1” and 
keyword combination “cancer brca1”, reused by respectively 210 and 
153 patents. The patent is also in the 99th percentile of all patents in 
terms of 1-backward_cosine and in the 93th percentile of forward/ 
backward_cosine. 

Chenming Hu received the National Medal of Technology and 
Innovation in 2014 for inventing the FinFET transistor, which radically 
advanced semiconductor technology by taking up less surface than 
conventional two-dimensional transistors so that more transistors fit on 
a chip. The corresponding patent (US6413802: “Finfet transistor struc-
tures having a double gate channel extending vertically from a substrate 
and methods of manufacture”) was the first patent with keyword “fin-
fet”, bigram “finfet transistor”, and keyword combination “gate finfet”, 
reused by respectively 3,238; 205; and 2,632 patents. But, the patent is 
only in the 29th percentile of 1-backward_cosine and in the 80th percentile 
of forward/backward_cosine. 

As a final example, the 2018 Benjamin Franklin Medal was awarded 
to John Goodenough for his invention of the rechargeable lithium-ion 

battery, which revolutionized portable electric power. The corre-
sponding patent (US5910382: “Cathode materials for secondary 
(rechargeable) lithium batteries”) was the first patent using keyword 
“lifepo4” (lithium iron phosphate) and keyword combination “batteri 
lifepo4”, reused by respectively 260 and 210 patents. The patent is in the 
94th percentile of 1-backward_cosine, but only in the 43th percentile of 
forward/backward_cosine. 

Control patents. Each award patent is matched to one control patent 
based on technical content and approximate filing date14. Most prior 
work relied on primary patent class and filing year to sample control 
patents (e.g. Jaffe et al., 1993). However, class-matched patents are 
often unrelated in content and therefore do not provide a good control 
group (Thompson and Fox-Kean, 2005; Arts et al., 2018).15 To select 
control patents, we calculate the similarity between an award patent and 
all other patents filed in the same year based on the overlap in unique 
stemmed keywords, and select the patent with the highest Jaccard index 
as control. In case multiple patents have an identical Jaccard index, we 

Table 4 
Likelihood of award patent.   

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

New_word 0.800***             
(0.258)            

New_word_reuse  0.469***             
(0.082)           

New_bigram   1.007***             
(0.179)          

New_bigram_reuse    0.507***             
(0.088)         

New_trigram     0.518***             
(0.161)        

New_trigram_reuse      0.254***             
(0.081)       

New_word_comb       0.700***             
(0.136)      

New_word_comb_reuse        0.738***             
(0.128)     

1-Backward_cosine         0.661***             
(0.174)    

Forward/backward_cosine          0.030             
(0.154)   

New_subclass_comb           0.572***             
(0.156)  

New_subclass_comb_reuse            0.386***             
(0.087) 

New_cit_comb                          

New_cit_comb_reuse                          

Originality                          

New_tech_origins                          

Forward_cit                          

Generality                          

ll -283.3 -270.4 -272 -269.2 -284.2 -284.7 -268.6 -252 -282.5 -289.7 -282.5 -277.8 
Pseudo r2 0.09 0.13 0.12 0.13 0.08 0.08 0.13 0.19 0.09 0.07 0.09 0.11 
Precision (%) 66 69 66 67 63 63 65 74 64 62 64 66 
Recall (%) 64 65 68 68 61 61 73 76 65 61 64 64 
AUC 0.70 0.73 0.73 0.73 0.68 0.69 0.74 0.79 0.68 0.66 0.70 0.71 
Marginal effect (%) 10 17 20 21 10 9 24 32 14 1 15 17 

14 By construction, control patents do not belong to the same patent family as 
an award patent. We rely on the patent family identifiers from PATSTAT, which 
groups patents sharing the same priority filing.  
15 Using 297 expert ratings, Arts et al. (2018) show that primary-class 

matched patents received an average similarity rating of 1.89 (median=2) on 
a scale from 1 to 7 while text-matched patents received an average similarity 
rating of 3.99 (median=4). 
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select the patent with the closest filing date. The average Jaccard index 
between award and control patents is 0.22, which corresponds to two 
average patents of 61 unique keywords that have 22 keywords in 
common. 

3.2. Results 

Table 3 shows descriptive statistics for the award and control pat-
ents. Both the text-based and the traditional measures can distinguish 
award patents from control patents (i.e. t-test significant at 1%), except 
for forward/backward_cosine (t=-0.401; p=0.344), new_cit_comb (t=- 
1.485; p=0.069), originality (t=-1.962; p=0.025), and new_tech_origins 
(t=-0.295; p=0.384). All text-based novelty measures (new_word, new_-
bigram, new_trigram, and new_word_comb), measuring technical novelty at 
the time of filing, outperform the traditional novelty measures based on 
patent classification and citations (i.e. new_subclass_comb, new_cit_comb, 
originality, and new_tech_origins) in terms of both t-statistic and Cohen’s 
d (i.e. mean difference between award and control patents divided by 
the pooled standard deviation). An exception is 1-backward_cosine. 
New_bigram and new_word_comb perform best among all measures for 

novelty at the time of filing. Looking at all measures together, including 
the impact measures such as forward_cit and generality, we find that 
new_word_comb_reuse performs best in identifying new technologies with 
a major impact on later patents. Table A.2 in the online Appendix dis-
plays a correlation matrix. Interestingly, the new text-based measures 
are only weakly correlated with the traditional measures, and many of 
the pairwise correlations are even not significant. 

Table 4 displays logit regressions with a binary indicator for award 
patent as outcome. We introduce each measure one by one in columns 1- 
18, and in columns 19-24 we jointly include all text-based novelty 
metrics, all traditional novelty metrics, all text-based and traditional 
novelty metrics combined, all text-based impact metrics, all traditional 
impact metrics, and finally all text-based and traditional impact metrics 
combined. In all regressions, we control for the number of unique 
stemmed keywords in the title, abstract and claims of a patent, the 
number of backward_citations to prior patents, the number of patent 
classes, and the number of patent subclasses.16 We further include binary 

(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)       

-0.146  -0.074          
(0.304)  (0.312)             

0.204**  0.255**          
(0.098)  (0.119)       

0.591**  0.589**          
(0.241)  (0.241)             

0.195  0.171          
(0.119)  (0.126)       

-0.048  -0.084          
(0.212)  (0.216)             

-0.136  -0.202          
(0.113)  (0.124)       

0.500***  0.433**          
(0.173)  (0.168)             

0.568***  0.489***          
(0.158)  (0.159)       

0.326*  0.431**          
(0.188)  (0.193)             

-0.085  -0.125          
(0.177)  (0.174)        

0.534*** 0.531***           
(0.160) (0.180)              

0.361*** 0.322***           
(0.097) (0.112) 

0.342**       0.276* 0.199    
(0.143)       (0.147) (0.170)     

0.392***         0.291** 0.241*  
(0.114)         (0.119) (0.138)   

1.353**     1.262** 1.368**      
(0.537)     (0.547) (0.558)       

0.091    0.037 -0.238       
(0.589)    (0.636) (0.569)        

0.670***      0.421*** 0.322**     
(0.118)      (0.133) (0.142)      

2.931***     1.790*** 2.090***      
(0.599)     (0.684) (0.698) 

-286.8 -282.9 -286.6 -289.7 -267.9 -274.6 -262.8 -277.9 -253.4 -247.8 -252.8 -224.6 
0.08 0.09 0.08 0.07 0.14 0.12 0.15 0.10 0.18 0.20 0.19 0.28 
65 64 62 62 68 65 66 67 70 73 72 77 
65 63 62 61 67 70 71 66 73 76 74 79 
0.68 0.69 0.67 0.66 0.74 0.72 0.75 0.71 0.77 0.79 0.78 0.83 
15 21 9 0 19 16       

Notes: Logit regression, robust standard errors between brackets. Only patents filed since 1980 are included (n=518 patents; 259 award patents, 259 text-matched 
control patents). All variables except 1-backward_cosine, forward/backward_cosine, originality, and generality are log transformed after adding 1. Control patents are 
one-to-one matched to award patents based on stemmed keywords in the titles, abstracts and claims, and approximate filing date. Control variables include number of 
words, backward_citations, classes, subclasses, and primary_class, and filing_year fixed effects. ll is log likelihood, precision represents the fraction of predicted award 
patents that are correctly classified, recall is the fraction of real award patents that are correctly classified, AUC is the area under the ROC-curve, marginal effect 
displays the average marginal effect (in %) of the particular measure increasing with one standard deviation. 

16 Findings are robust to the exclusion of these control variables. 
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indicators for primary patent_class and filing_year to capture differences 
across fields and time. To assess the ability of the measures to correctly 
classify award patents, we calculate precision, recall, and area under the 
ROC-curve (AUC). Precision is the fraction of predicted award patents 
that are correctly classified. Recall is the fraction of real award patents 
that are correctly identified. AUC is a measure between 0.5 (no pre-
dictive power) and 1 (perfect classification). The average marginal effect 
of each measure is calculated as the increase in the likelihood of being an 
award patent associated with a one standard deviation increase of the 
particular measure. 

The text-based novelty measures new_word, new_bigram and new_-
word_comb, measuring novelty at the time of filing, generally outperform 
the traditional novelty measures based on patent classification and ci-
tations (i.e. new_subclass_comb, new_cit_comb, originality, and new_-
tech_origins). The text-based novelty measures 1-backward_cosine and 
new_trigram performs slightly worse compared to new_word, new_bigram 
and new_word_comb. New_word_comb has the strongest discriminatory 
power of all novelty measures, and particularly outperforms on recall. A 
one standard deviation increase in new_word_comb increases the likeli-
hood of being an award patent with 24%. Exclusively relying on infor-
mation available at the time of filing, it correctly identifies 73% of the 
award patents compared to at most 65% for the traditional novelty 
measures based on patent classification and backward citations. Thus, 
new_word_comb is able to identify a significant number of highly novel 

and impactful technologies at the time of filing which cannot be iden-
tified with the traditional measures. To give one example, Thomas Steitz 
received the Nobel Prize in Chemistry in 2009 for using x-ray crystal-
lography to map the structure of ribosomes, which paved the way for 
more effective antibiotics. The corresponding patent (US6638908: 
“Crystals of the large ribosomal subunit”) introduced many new word 
combinations such as “x-ray ribosome-bind”, but cannot be identified 
with the traditional novelty measures because it has no new combina-
tions of subclasses or prior art citations, and has a very low score for 
originality and new_tech_origins. 

As expected, the impact metrics (measuring the impact of new 
technologies on technical progress and patenting) generally outperform 
the novelty metrics (measuring novelty at the time of filing). The latter 
finding is not a surprise given that award patents likely cover techno-
logical breakthroughs with a major impact on technological progress. 
Comparing all measures together, we find that new_word_comb_reuse has 
the strongest ability to correctly classify award patents. It has the highest 
precision (74%), recall (76%), and AUC (0.79) of all measures, including 
the traditional impact measures forward_cit and generality. Forward_cit 
performs best among the traditional measures based on patent classifi-
cation and citations with a precision of 68%, a recall of 67%, and an AUC 
of 0.74. As such, new_word_comb_reuse has a 6% higher precision and a 

Table 5 
Descriptive statistics granted versus rejected patents.   

Granted by EPO and JPO Rejected by EPO and JPO T test  

Average Average Cohen’s d t Pr(T < t) 

New_word 0.167 0.099 -0.184 -110.000 0.000  
(0.426) (0.301)    

New_word_reuse 0.356 0.221 -0.168 -95.733 0.000  
(0.900) (0.694)    

New_bigram 0.677 0.504 -0.241 -140.000 0.000  
(0.783) (0.652)    

New_bigram_reuse 1.299 1.011 -0.208 -120.000 0.000  
(1.460) (1.309)    

New_trigram 0.880 0.747 -0.163 -92.782 0.000  
(0.864) (0.769)    

New_trigram_reuse 1.522 1.332 -0.138 -78.780 0.000  
(1.423) (1.331)    

New_word_comb 3.314 2.825 -0.243 -140.000 0.000  
(2.054) (1.974)    

New_word_comb_reuse 4.135 3.559 -0.241 -140.000 0.000  
(2.411) (2.359)    

1-Backward_cosine 0.140 -0.140 -0.282 -160.000 0.000  
(0.959) (1.020)    

Forward/backward_cosine -0.003 0.003 0.006 3.375 1.000  
(0.976) (1.024)    

New_subclass_comb 0.728 0.725 -0.003 -1.559 0.060  
(1.038) (1.023)    

New_subclass_comb_reuse 1.012 0.986 -0.019 -10.798 0.000  
(1.417) (1.370)    

New_cit_comb 2.449 2.464 0.008 4.615 1.000  
(1.896) (1.876)    

New_cit_comb_reuse 2.971 2.828 -0.063 -36.031 0.000  
(2.347) (2.173)    

Originality 0.384 0.373 -0.038 -21.405 0.000  
(0.293) (0.293)    

New_tech_origins 0.008 0.006 -0.019 -10.639 0.000  
(0.089) (0.077)    

Forward_cit 1.859 1.617 -0.199 -110.000 0.000  
(1.249) (1.178)    

Generality 0.334 0.311 -0.077 -43.665 0.000  
(0.305) (0.305)    

Notes: The sample includes all granted U.S. patents filed between 1980 and 2010 which are also filed at the EPO and the JPO. The sample is further restricted to U.S. 
patents which are also granted by both EPO and JPO (labelled granted), and U.S. patents which are rejected by both EPO and JPO (labelled rejected). Granted patents are 
one-to-one matched to rejected patents based on filing years at USPTO, EPO, and JPO, and based on stemmed keywords in the titles, abstracts and claims of the patent 
(n=1,302,956 patents; 651,478 granted patents, 651,478 text-matched rejected patents All variables except 1-backward_cosine, forward/backward_cosine, originality, and 
generality are log transformed after adding 1. Standard deviation between brackets. Cohen’s d is the mean difference between granted and rejected patents divided by 
the pooled standard deviation. 
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9% higher recall in absolute terms compared to forward_cit17. Increasing 
new_word_comb_reuse with one standard deviation increases the likeli-
hood of being an award patent with 32% while increasing forward_cit 
with one standard deviation increases the likelihood of being an award 
patent with 19%. 

New_word_comb_reuse particularly outperforms in terms of recall, 
again illustrating that highly novel technologies with a major impact are 
sometimes missed by the traditional measures, including forward cita-
tions. To give another example, Peter Agre developed a technique to 
isolate, clone, and express a protein (aquaporin) which forms pores in 
the membrane of biological cells to facilitate the transportation of water. 
Agre’s invention laid the foundation for the development of new drugs 
targeting a broad range of diseases, and rendered him the Nobel Prize in 
Chemistry in 2003. The corresponding patent (US5858702: “Isolation, 
cloning and expression of transmembrane water channel Aquaporin 5 
(AQP5)”) was the first to introduce amongst others keyword “aqua-
porin” (reused by 93 patents), and keyword combinations “express 
aquaporin” (reused by 46 patents) and “clone aquaporin” (reused by 13 
patents). The patent cannot be identified with the traditional measures 
and for instance only received a handful of citations from later patents 
within twenty years. Notice that while new_word_comb_reuse has the 
highest recall of all measures, a significant share of award patents has 
relatively few reused new words or new word combinations, and as such 
cannot be identified with the new text-based measures either. 

New_word_comb_reuse not only outperforms in terms of recall but also 
in terms of precision. Nevertheless, a significant share of the predicted 
award patents are in fact control patents, illustrating the measure is far 
from perfect. But, remember that our case-control design only relies on 
the assumption that the majority of patents cover small incremental 
advances over old technologies and have a small impact on technical 
progress. Some of the control patents might nonetheless also cover new 
technologies with a major impact, but simply did not receive one of the 
awards we study. For example, one control patent (US4648031: 
“Method and apparatus for restarting a computing system”, assigned to 
IBM) covers a method for restarting a computer after system failure, 
introduced many new word combinations and new bigrams reused by 
thousands of later patents. 

4. Validation rejected patents 

As a second validation, we collect granted U.S. patents which argu-
ably lack novelty – or only cover small incremental advances over prior 
art – and have little impact on technical progress and patenting. To be 
granted, a patent application has to demonstrate novelty, i.e. cover a 
new technical advance over all existing prior art. Yet, prior work sug-
gests that the USPTO is perhaps granting too many weak or invalid 
patents that fail to meet the novelty requirement compared to the Eu-
ropean (EPO) and Japanese (JPO) patent offices which follow the same 
patentability requirements but have a more careful and time-consuming 
examination process (Jaffe and Lerner, 2004; Lemley and Shapiro, 2005; 
Frakes and Wasserman, 2017). European and Japanese examiners 
devote approximately twice as much time to review a single patent 
application and reject a much larger share of all applications (Picard and 
Potterie, 2013; Lemley and Sampat, 2010). The time spend on patent 
examination is shown to correlate with the quality of the review (King, 
2003). To exploit this heterogeneity in the examination process at 
different patent offices, we use the OECD Triadic Patent Family database 
to collect all patent applications that simultaneously sought protection 
at the USPTO, the EPO, and the JPO (OECD, 2019). Our main assump-
tion is that patent applications granted by the USPTO but rejected by 
both the EPO and the JPO (labelled rejected) are more likely to lack 
novelty – or cover small incremental advances over prior art – and have 

less impact on subsequent technical progress, compared to patent ap-
plications granted by all three patent offices (labelled granted). 

4.1. Data 

Our sample only includes granted U.S. patents and not European or 
Japanese patent documents. But, we restrict the sample to granted U.S. 
patents that also sought protection at both the EPO and the JPO in order 
to exploit the heterogeneity in the examination process. Each granted 
patent (i.e. also granted by EPO and JPO) is matched to one rejected 
patent (i.e. rejected by EPO and JPO) based on technical content and 
filing years at USPTO, EPO, and JPO. Among all rejected patents which 
jointly match on filing years at the three patent offices, we select the 
patent with the highest Jaccard index based on the overlap in unique 
stemmed keywords. We restrict the analysis to patents filed between 
1980 and 2010 to have a sufficiently large baseline dictionary and to 
have at least eight years of observation after filing. Notice that some of 
the patent filings which we label as rejected might actually be with-
drawn by the applicants themselves and therefore not rejected as such 
by the examiners. Nevertheless, an applicant or attorney presumably 
withdraws a patent application in case they suspect it will be rejected. 
Further restricting the sample to patents filed up to 2000, to have at least 
18 years of observation after filing, does not change our results. The final 
sample includes 1,302,956 U.S. patents, of which 651,478 granted pat-
ents and 651,478 text-matched rejected patents. The average Jaccard 
index between the granted and matched rejected patents is 0.14. For 
each patent, we calculate all text-based and traditional patent metrics as 
well as control variables. 

4.2. Results 

Overall, the results for granted versus rejected patents are in line with 
our previous findings for the prestigious awards. They support the use of 
NLP to identify the creation and impact of new technologies, and illus-
trate the improvement over traditional metrics based on patent classi-
fication and citations. Descriptive statistics are shown in Table 5 and 
logit regressions with a binary indicator for granted patent as outcome in 
Table 6. Table A.3 in the online Appendix displays the correlation ma-
trix. Again, the correlations between the new text-based measures and 
the traditional measures based on patent citations and classification are 
low. 

Both text-based and traditional measures can distinguish granted 
patents from rejected patents. All text-based novelty metrics, measuring 
novelty at the time of filing, again outperform the traditional novelty 
metrics based on patent classification and citations in terms of both t- 
statistic and Cohen’s d (Table 5), and in terms of precision, recall, and 
AUC (Table 6). In line with the first validation exercise, new_word_comb 
has most discriminatory power to distinguish granted patents from 
rejected patents among all metrics for novelty at the time of filing. 
Increasing new_word_comb with one standard deviation increases the 
likelihood of being granted with 11% while increasing new_s-
ubclass_comb (i.e. the best performing traditional novelty measure) with 
one standard deviation increases the likelihood of being granted with 
0.4%. Looking at all measures together, including the impact measures 
such as forward_cit and generality, we find that new_word_comb_reuse 
again performs best in terms of precision, recall, and AUC. 

Not surprisingly, the overall predictive power of the measures to 
correctly classify granted and rejected patents is much lower compared to 
our first validation exercise based on a smaller sample of manually 
collected patents linked to awards that are likely to cover radically new 
technologies with a major impact on technical progress. In contrast to 
prestigious awards, the decision to grant a patent is predominantly 
based on the technical content and novelty of the patent and not on the 
(expected) importance or impact of the invention. Therefore, the impact 
measures do not significantly improve the prediction of which patent 
gets granted by the three patent offices. Moreover, patent applicants and 

17 Figure A.1 in online Appendix shows the ROC curves of new_word_comb_ 
reuse and forward_cit, the two measures with the highest AUC 
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attorneys are aware of the heterogeneity in the examination toughness 
at different patent offices, and presumably only file patents at the EPO 
and JPO above a certain threshold of technical novelty. Therefore, 
patents which jointly seek protection at the three offices are presumably 
more novel compared to patents exclusively filed in the U.S.. Given that 
we only sample patents jointly filed at the three offices makes it arguably 
more difficult to distinguish between granted and rejected patents, and 
lowers the predictive power of the different metrics. 

Nevertheless, and despite the limited predictive power, rejected 
patents score significantly lower on almost all measures for novelty and 
impact. This finding supports prior work suggesting that compared to 
the EPO and JPO, the USPTO might be more likely to grant patents 
which lack novelty or cover small advances over prior art, and which 
have little impact on subsequent technical progress (Jaffe and Lerner, 
2004). The social costs from the market power conferred by these pat-
ents might perhaps not be offset by the welfare gains from their 
disclosure and effect on increasing cumulative innovation (Lemley and 
Shapiro, 2005). Future work could more carefully study this research 
question with a better dataset and a stronger identification strategy. 

5. Discussion and conclusion 

New technology is a key determinant of firm productivity, economic 
growth, and welfare. To identify new technologies and measure tech-
nological progress, prior work has traditionally relied on patent 

statistics. A major drawback is that most patents cover small incremental 
advances over old technologies with little value while only a small mi-
nority of patents introduce radically new technologies with a major 
impact on technological progress and growth. To measure patent nov-
elty and impact, prior work traditionally relied on patent classification 
and citations. But, citations capture prior art and not the technical 
content of the patent, and patent classification is typically too broad. 
Therefore, patent classification and citations arguably cannot accurately 
identify new technologies and the impact of these new technologies. 

In this paper, we developed natural language processing techniques 
to harness the rich content of patent documents, identify new technol-
ogies and their impact on subsequent technological progress and pat-
enting. We validated alternative text-based measures and their 
improvement over traditional metrics based on patent classification and 
citations by using patents linked to famous awards and patent rejections. 
Both validation studies support the use of text mining techniques to 
identify new technologies and measure patent novelty at the time of 
filing, and to measure the impact of these new technologies on subse-
quent innovation. They also illustrate the improvement over traditional 
measures based on patent classification and citations. In line with the 
classic view of invention as a cumulative and combinatorial search 
process, we find that new combinations of keywords appearing in the 
technical description of the patent has the strongest discriminatory 
power to identify new technologies and measure novelty at the time of 
filing. Moreover, weighting the new keyword combinations by the 

Table 6 
Likelihood of grant by EPO and JPO.   

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

New_word 0.650***             
(0.006)            

New_word_reuse  0.263***             
(0.003)           

New_bigram   0.481***             
(0.003)          

New_bigram_reuse    0.219***             
(0.002)         

New_trigram     0.283***             
(0.003)        

New_trigram_reuse      0.148***             
(0.002)       

New_word_comb       0.232***             
(0.001)      

New_word_comb_reuse        0.199***             
(0.001)     

1-Backward_cosine         0.418***             
(0.002)    

Forward/backward_cosine          0.047***             
(0.003)   

New subclass comb           0.017***             
(0.003)  

New_subclass_comb_reuse            0.041***             
(0.002) 

New_cit_comb                          

New_cit_comb_reuse                          

Originality                          

New_tech_origins                          

Forward_cit                          

Generality                          

ll -880974 -882349 -875304 -878307 -882068 -883436 -871304 -871033 -872456 -887863 -888012 -887776 
Pseudo r2 0.025 0.023 0.031 0.028 0.023 0.022 0.035 0.036 0.034 0.017 0.017 0.017 
Precision (%) 58 58 59 58 57 57 59 59 59 56 56 56 
Recall (%) 54 54 56 56 55 56 60 61 59 53 53 54 
AUC 0.602 0.601 0.616 0.610 0.600 0.597 0.625 0.626 0.622 0.585 0.585 0.586 
Marginal effect (%) 6 5 8 7 6 5 11 11 10 1 0 1 
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number of later patents which reuse the same combinations provides an 
impact measure which outperforms all other measures, including the 
traditional impact measures based on forward citations. 

Despite the benefits, the use of text also has several important limi-
tations. Patents are written by inventors and attorneys in a way to in-
crease the apparent novelty and chance of grant, and to maximize the 
scope of claims. Although inventors are required to disclose their in-
vention in full, clear, concise, and exact terms, they might strategically 
use unclear writing and invent new jargon, which might bias the text- 
based measures. 

Moreover, although stemming accounts for different spellings of the 
same word, it does not correct all spelling errors and does not account 
for synonyms (different words have the same meaning) and homonyms 
(same word has different meanings). Furthermore, a new technology 
might get a certain label after the pioneering patent is filed, or the patent 
might describe the technical content without using this label. In such 
cases, we might not identify the first patent introducing the technology. 
For example, Bluetooth – the short-range radio technology standard – 

got its name during a meeting of the three market leaders Intel, Ericsson, 
and Nokia in 1996. The first patent (US6590928: “Frequency hopping 
piconets in an uncoordinated wireless multi-user system”), invented by 
Jaap Haartsen who was inducted in the National Inventor Hall of Fame 
in 2015, does not mention the keyword Bluetooth. Nevertheless, because 
a patent contains on average not one but 61 unique stemmed keywords, 
the new technology and the corresponding patent might still be identi-
fied. The first Bluetooth patent for instance introduced amongst others 
the following new stemmed keyword combinations: “communic pico-
net” (reused by 375 patents) and “radio piconet” (reused by 109 pat-
ents). A piconet is an ad hoc network that connects wireless devices 
using Bluetooth technology. 

To overcome the potential bias introduced by spelling errors, syno-
nyms, homonyms, and the use of certain labels, one might consider the 
use of lemmatization, topic modelling, or word vectors (e.g. word2vec or 
Glove). The first patent(s) related to a topic or a word vector could be 
considered as introducing a new technology. But, to create topics or 
word vectors, it is necessary to train a model typically over all available 

(13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24)       

0.193***  0.186***          
(0.006)  (0.006)             

0.103***  0.103***          
(0.003)  (0.003)       

0.187***  0.190***          
(0.004)  (0.004)             

0.096***  0.087***          
(0.002)  (0.002)       

0.090***  0.100***          
(0.003)  (0.003)             

0.049***  0.032***          
(0.002)  (0.002)       

0.149***  0.153***          
(0.001)  (0.001)             

0.154***  0.153***          
(0.001)  (0.001)       

0.322***  0.319***          
(0.003)  (0.003)             

-0.029***  -0.055***          
(0.003)  (0.003)        

0.025*** 0.007**           
(0.003) (0.003)              

0.029*** 0.006***           
(0.002) (0.002) 

-0.070***       -0.072*** -0.096***    
(0.002)       (0.002) (0.002)     

0.019***         0.005*** -0.020***  
(0.001)         (0.001) (0.001)   

0.045***     0.066*** 0.051***      
(0.008)     (0.008) (0.008)       

0.140***    0.142*** 0.108***       
(0.022)    (0.022) (0.023)        

0.238***      0.265*** 0.233***     
(0.002)      (0.002) (0.002)      

0.370***     -0.212*** -0.217***      
(0.007)     (0.009) (0.009) 

-886971 -887907 -876312 -888013 -879109 -886676 -856752 -875159 -843801 -867057 -878664 -860632 
0.018 0.017 0.017 0.017 0.027 0.018 0.051 0.018 0.053 0.040 0.027 0.047 
57 56 56 56 58 57 61 57 61 60 58 61 
54 53 54 53 56 54 60 54 60 59 56 59 
0.588 0.585 0.585 0.585 0.608 0.590 0.650 0.589 0.653 0.633 0.609 0.644 
-3 1 0 0 7 3       

Notes: Logit regression, robust standard errors between brackets. The sample includes all granted U.S. patents filed between 1980 and 2010 which are also filed at the 
EPO and the JPO. The sample is further restricted to U.S. patents which are also granted by both EPO and JPO (labelled granted), and U.S. patents which are rejected by 
both EPO and JPO (labelled rejected). Granted patents are one-to-one matched to rejected patents based on filing years at USPTO, EPO, and JPO, and based on stemmed 
keywords in the titles, abstracts and claims of the patent (n=1,302,956 patents; 651,478 granted patents, 651,478 text-matched rejected patents). All variables except 1- 
backward_cosine, forward/backward_cosine, originality, and generality are log transformed after adding 1. Control variables include number of words, backward_citations, 
classes, subclasses, and primary_class, USPTO filing_year, EPO filing_year, and JPO filing_year fixed effects. ll is log likelihood, precision represents the fraction of predicted 
granted patents that are correctly classified, recall is the fraction of real granted patents that are correctly classified, AUC is the area under the ROC-curve, marginal 
effect displays the average marginal effect (in %) of the particular measure increasing with one standard deviation. 
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patents to learn relationships among words. We are reluctant to use 
dictionaries, topic modelling or word vectors because using information 
from later patents to assess novelty at the time of filing might cause 
spurious correlation between novelty and impact. To assess the novelty 
of a patent, one arguably should exclusively rely on information avail-
able at that point in time. Stemming is a more independent process that 
does not rely on learning word meaning from large contexts and has the 
advantage of being much faster to apply. Moreover, n-grams can also be 
interpreted as short topics, because they capture words within a limited 
and size-fixed context without exploring further word relations. A key 
benefit of the new measures proposed in this paper is that they can 
disentangle the two stages of inventive success, i.e. the creation of new 
ideas versus the eventual impact or diffusion of these ideas. This opens 
up opportunities to separately study the emergence of new technologies 
and the diffusion and exploitation of those technologies. What drives the 
creation of new technologies and which factors determine the exploi-
tation and diffusion of new ideas? 

The metrics based on cosine similarity have two additional limita-
tions. First, they only provide a number between zero and one and do 
not identify the keywords related to new technology itself. Second, 
forward_cosine does not necessarily relate to the impact of the technical 
novelty introduced by the focal patent. Patents with a low novelty might 
have a high forward cosine because they are in a dense area with many 
similar patents. 

Besides limitations related to the use of patent text, another restric-
tion is that we only included granted U.S. patents and not patents 
granted by different patent offices nor scientific prior art. A certain 
discovery might first be disclosed in a scientific publication or in a non- 
U.S. patent, and only later (or never) appear in a U.S. patent document. 

Finally, our text-based measures reflect the technical novelty and 
impact of a patent, and not its economic value in monetary terms. Other 
studies developed and validated indicators for the economic value of 
patents (Harhoff et al., 1999; Hall et al., 2005; Kogan et al., 2017; Moser 
et al., 2018). 

We provide open access to code, data, and new measures for all U.S. 
utility patents granted up to May 2018 (see https://zenodo.org/recor 
d/3515985, DOI: 10.5281/zenodo.3515985). First, we provide for 
each patent a list of processed and cleaned keywords extracted from the 
title, abstract, and claims. This data can be used to measure and map the 
similarity between patents, inventors, firms, or geographical regions in 
technology space (e.g. Arts et al., 2018). The data can also be used to 
trace follow-on invention and diffusion of certain technologies or pat-
ents (e.g. de Rassenfosse et al., 2020), to measure knowledge spillovers 
from R&D (e.g. Myers and Lanahan, 2020), or spillovers between science 
and technology (e.g. Iaria et al., 2018). One fruitful opportunity is to 
match the dataset with other text documents such as scientific publi-
cations (e.g. Iaria et al., 2018), funding opportunity announcements (e. 
g. Myers and Lanahan, 2020), specifications of technical standards 
(Brachtendorf et al., 2020), or product descriptions (e.g. Argente et al., 
2020). 

Next, we disclose separate files for all new keywords, bigrams, tri-
grams, and new word combinations, together with the number of the 
patent introducing them for the first time (based on filing date), and the 
total number of patents using these new keywords, bigrams, trigrams, 
and new word combinations. 

Finally, we calculate and disclose for every patent all the text-based 
measures discussed in the paper. Appendix A describes the different 
open access data files in greater detail. We hope our code, data, and new 
measures open up opportunities for future research. 
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