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Abstract

Multiparty Computation (MPC) is a cryptographic primitive that allows a set
of mutually distrusting parties to compute a function over their private inputs,
without revealing to each other or to outside observers these inputs. In fact,
MPC allows one or more of the protocol participants to obtain the output of
the function to be computed, while learning no more information about other
participants’ inputs, beyond what can be infered from the protocol’s output.
Due to its rich functionality, allowing the computation of virtually any function
on private data, MPC is a largely researched cryptographic primitive.

The study of MPC dates back to the 80’s, when Yao introduced the well-
known Millionaires’ Problem, and proposed a solution for the problem. Yao’s
millionaires’ problem is to determine who is richer out of two parties, in a manner
that leaks no information about the amount of assets of one party to the other.
Despite the numerous theoretical and practical research results in the field of
MPC, the area is still actively researched as the goal is to design solutions that
are efficient for practical use, while satisfying strong provable security guarantees,
and have a rich functionality at the same time. MPC research today aims at
combating the inherent tradeoffs among efficiency, security, and expressiveness
of the computable functions, and combine the best of all three worlds either for
a specific cryptographic primitive, or for a particular application scenario.

In this thesis, we aim at improving as many of the three aforementioned
aspects as possible to construct both application-scenario-tailored solutions,
and improved MPC building blocks.

Firstly, we demonstrate that large-scale secure computation is practical, by
designing a solution for privacy-preserving Genome-Wide Association Studies. In
this setting, we compare the performance and security of two secure computation
methods: MPC, and Homomorphic Encryption (HE), and confirm that MPC
both outperforms HE, and can provide security in a more stringent security
model.
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Secondly, we design a private image classification protocol, which outperforms
the state-of-the-art in this sub-area at the time of publication. We show how
to leverage knowledge from complementary research fields, in this case from
the machine learning community, to boost the efficiency of our secure designs,
while also increasing the classification accuracy compared to previous secure
solutions.

Thirdly, we construct a protocol to securely generate RSA moduli. Our protocol
is more communication-efficient than the state-of-the-art, and it is comprised
by building-blocks (i.e., other sub-protocols), which we designed, that are of
independent interest.

In addition, we show how to garble multiparty arithmetic circuits with full-
threshold active security, and improve on the communication efficiency of a
specific garbled gate, namely a selector gate.

Finally, we devise a generic secure comparison protocol, outperforming the
state-of-the-art, while having the potential of offering higher security guarantees,
should the underlying implementation platform allow that. Secure comparisons
are a fundamental MPC building block that is both necessary for the realization
of larger tasks (e.g., online auctions), and challenging in terms of efficiency.



Beknopte samenvatting

Een beveiligde berekening met meerdere partijen (Engels: Multiparty
computation of MPC) is een cryptografisch primitief dat toelaat om een functie
te berekenen op private data van meerdere elkaar wantrouwende partijen zonder
deze invoerdata beschikbaar te maken voor andere partijen. Meer specifiek
maakt MPC het mogelijk dat een of meerdere van de partijen betrokken in
de berekening de uitkomst van de beveiligde berekening in handen krijgen,
zonder ook maar enige informatie te krijgen over de invoerdata van andere
partijen buiten wat afgeleid kan worden uit het resultaat en zijn eigen invoerdata.
Omwille van de talrijke mogelijkheden die MPC biedt, aangezien het vrijwel
toelaat om elke mogelijke berekening op een gegevens-beschermende manier uit
te voeren, is het een populair research topic.

MPC gerelateerd onderzoek startte in de jaren ’80, toen Yao het inmiddels
bekende Miljonairs Probleem bedacht en bovendien een oplossing voor dit
probleem aanbood. In het Miljonairs Probleem van Yao moet bepaald worden
welke van twee partijen rijker is, zonder dat de partijen iets te weten komen
over de omvang van de bezittingen en rijkdommen van de ander. Ondanks de
enorme hoeveelheid theoretische en praktische onderzoeksresultaten, is MPC
nog steeds een actief onderzoeksveld met als doel het ontwikkelen van efficiénte
oplossingen met sterke veiligheidsgaranties en brede functionaliteiten. Huidig
onderzoek in MPC zoekt naar de balans tussen efficiéntie, veiligheid en de juiste
vormgeving van de berekeningen om de beste oplossing te creéren voor een
specifieke primitieve functie of bepaald toepassingsscenario.

Dit proefschrift is gericht op het verbeteren van de drie genoemde aspecten om
zo toepassingsspecifieke oplossingen te ontwikkelen en primitieven voor MPC te
perfectioneren.

In een eerste werk tonen we aan de hand van een genoom-brede associatie
analyse aan dat het praktisch haalbaar is om beveiligde berekeningen op grote
schaal uit te voeren. In dit toepassingsscenario vergelijken we de prestaties en
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beveiliging van twee methoden voor het uitvoeren van beveiligde berekeningen
vergeleken: MPC en Homomorfe Encryptie (HE). Dit toont aan dat MPC HE
overtreft zowel op vlak van efficiéntie als op vlak van de veiligheidsgaranties.

Vervolgens hebben we een protocol ontwikkeld om op een privacy-beschermende
manier afbeeldingen te categoriseren, waarbij ons design op moment van
publicatie sneller was dan de State of the Art. We combineren de kennis
uit een ander vakgebied, in dit geval machine learning, om de efficiéntie van
onze privacy-beschermende oplossing te verbeteren. Onze oplossing verbetert
bovendien de nauwkeurigheid van de classificatie ten opzichte van eerdere
privacy-beschermende oplossingen.

Ook hebben we een protocol gemaakt waarmee we op een veilige manier RSA
moduli kunnen genereren. Ons protocol biedt efficiéntere communicatie dan de
State of the Art en bestaat uit, door ons ontworpen, bouwstenen (subprotocollen)
die ook zelfstandig bruikbaar zijn.

Daarnaast tonen we hoe we arithmetische circuits met meerdere partijen kunnen
obfusceren in de context van actieve beveiliging waarbij alle partijen op één na
kwaadaardig zijn. We verbeteren de efficiéntie van de communicatie van een
specifieke geobfusceerde logische poort, namelijk de multiplexer.

Tot slot hebben we een universeel vergelijkingsprotocol ontwikkeld dat sneller
is dan de State of the Art en, wanneer de onderliggende implementatie dat
toestaat, ook veiliger is. Privacy-beschermende vergelijkingen zijn fundamenteel
voor het realiseren van grotere taken (bijvoorbeeld online veilingen) maar het
efficiént realiseren van deze vergelijkingen is een uitdaging in MPC.
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Chapter 1

Introduction

We live in the era of information, and it is becoming more and more common,
not only for businesses, but also for leisure activities, healthcare, and daily
personal activities to be information-driven, or at least information-based. The
interconnected person of today’s developed world cannot work, perform day-to-
day operations, or even imagine their lifestyle without the use of information
and information technology. All this information, which was initially stored
and processed locally under the user’s supervision, is now being processed by
distributed systems, and online applications. The advent of Cloud Computing,
the trend of Big Data, as well as the Internet of Things, which aims at the
integration of the physical world with the computer-based systems, necessitate
the information collection and processing to occur globally.

When appropriately processed (e.g., by using data mining techniques), all these
massive amounts of data can be of great benefit to society. Machine learning,
and other applications of artificial intelligence, offer excellent opportunities.
Concrete application scenarios include ambient intelligence settings, such as
smart homes and smart cities, where data collection can improve efficiency
and accuracy of the present infrastructure, resulting in both economic and
environmental benefits [28]. Advances in the field of medicine, such as predicting
epidemics, or devising new drugs, can be attributed to Big Data [72]. The
emerging home (self-)healthcare applications that appear to be the “care of the
future”, given our ageing population, and the predicted shortage of medical
doctors, present themselves as further interesting scenarios, where Big Data
is indispensable [74]. Furthermore, supporting the efforts of public emergency
services with real-time geolocation information can enable rapid, effective, and
efficient rescue operations [69]. The emergence of all sorts of autonomous
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systems, including autonomous driving applications, can fundamentally change
the way transportation is being implemented nowadays, and it is facilitated
by the collection of detailed sensor and map data [20]. In addition, current
everyday activities involve the dissemination of information amongst others for
leisure activities, shopping, professional and social networking that take place
online. Due to the vast amount of data that is required so as to facilitate these
online applications, users are often prompted to share personal information, in
order to receive more personalized recommendations for products, and targeted
advertisements [62].

Despite the profound benefits that information dissemination bares in the context
of the aforementioned applications, it comes at the cost of privacy, which is a
fundamental human right. The end users of online applications, such as the
ones facilitating the previously mentioned scenarios, run the risk of having their
privacy compromised, while disseminating their personal information. People
are still unaware of the implications of privacy breaches, often using the cliché
“I do not care about privacy, because I have nothing to hide”. Clearly, this
demonstrates that many users do not understand what privacy is about, and how
related breaches can be used against them. Privacy breaches can be accidental,
intentional, or simply the result of user’s negligence. Privacy breaches go beyond
the discovery of user’s personal preferences, or the discovery of user’s passwords
for particular websites. When users claim having nothing to hide, they have
not considered scenarios, where their sensitive health information gets released,
resulting in them being unemployable (due to health conditions that became
public); or resulting in an insurance company not accepting them as clients, or
increasing the insurance fees.

When users regularly release their location data, to facilitate ambient intelligence
applications, such as autonomous HVAC (Heating, Ventilation, and Air-
Conditioning) systems, or as part of their daily exercises and participation
in a social sport network, they essentially release patterns of their behavior
that can be used against them. It has been shown that combination of spatial
and temporal information shared by the users of online social sports networks
can facilitate physical crime [93]. Predicting where a user lives, when they
go out to exercise, and for how long, allows criminals to plan and execute
burglaries, or to otherwise offend the users. Although it seems to be the most
innocent of the applications collecting personal information, in terms of privacy
violations, a user’s shopping behavior can reveal significant information about
themselves. Companies can analyze buying behavior, and even predict certain
personal circumstances in one’s life before the persons in question themselves.
By predicting these circumstances accurately and timely, companies can deploy
very effective marketing strategies; but all this at the cost of privacy. For
example, a teenager in the U.S.A. was predicted by the Target store to be
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pregnant, before she knew it herself [41]. This demonstrates how high the
impact of collection of personal information can be.

Even when users trust the respective service provider with their personal
information, data breaches cannot be excluded. Suppose that we trust the
emergency services of the city where we live, to collect and process our location
information throughout the day, so as to assist in the progress of potential rescue
operations. We trust that the emergency services will treat our information
as confidential, while in transit, but a hacking attempt can compromise the
confidentiality of our data, and eventually our privacy, at the processing site
of the emergency services itself. Thus, trust in the service provider cannot
guarantee privacy preservation. These are not fictional scenarios, but rather an
everyday phenomenon. Prevalent examples of data breaches and information
leaks include one of the recent LinkedIn breach cases, revealing information
about 117 million accounts [19], the Ashley Madison breach, exposing married
people’s extramarital affairs [58], and the Cambridge Analytica Scandal in
2018 [97].

Based on the previous discussion, the following question is raised: “How to allow
the collection and purposeful processing of private data, without compromising
individual privacy?”. To address this research question, several approaches
have been examined; one of them is data anonymization. Data anonymization
techniques have been shown to be easily circumvented, if the data allows other
kinds of correlations [94]. More recent results by Narayanan and Shmatikov [80],
remove the “a priori knowledge” requirement, rendering de-anonymization
even more easily deployable. Another approach is differential privacy [40,
43]. Unlike anonymization approaches, differential privacy is robust against
adversaries aiming at recovering personally identifiable information, even when
these possess auxiliary information [42], and it offers provable privacy guarantees.
However, differential privacy applies primarily to statistical databases, and the
noise introduced to preserve privacy directly affects the accuracy of the query
responses.

In cases where the data processing necessary for an application goes beyond a
statistical database, or in cases where the accuracy of the private computations
is important, the aforementioned techniques are insufficient. This thesis focuses
on cryptographic techniques for secure computation, which are deployable not
only when individual privacy —in terms of personally identifiable information—
is concerned, but also when the confidentiality of the underlying data involved
in the computation needs to be protected. Example applications in this setting
include e-voting [31], online auctions [11], the more recent, also commercialized,
applications on cryptographic key management [95, 89], and the renowned
millionaires’ problem [98], Yao’s seminal work that initiated the study of secure
computation. Yao’s millionaires’ problem reads as follows: “Two millionaires
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wish to know who is richer; however, they do not want to find out inadvertently
any additional information about each other’s wealth. How can they carry out
such a conversation?” [98]. Generalizing the abovementioned problem, we come
to the overarching research question that we aim to address in this thesis: “How
can n mutually distrusting parties compute a predetermined function f(-) over
their private inputs z1, ..., z,, in such a way that at the end of the computation
each party learns the output of the computation f(z1,...,z,) and nothing
more.” Specifically, we devise protocols to tackle this research challenge, while
being efficient, and provably secure.

1.1 Motivation for this work

Theoretically, an affirmative answer on whether we can achieve secure
computation has been already given in the 80’s, together with constructions
on how to realize it [98, 99, 5, 87, 86]. Since then, a lot of research has
been done in the field, but the proposed solutions are commonly subjected
to some kind of compromise. Some approaches, although provably secure,
offer only limited functionality (e.g., they only support secure addition on the
private inputs), which in certain application scenarios is insufficient to realize
the desired processing. Other solutions involve the execution of interactive
protocols among several parties, who potentially contribute their private inputs,
and require these parties to be available online, in a synchronous manner, and
be actively involved themselves to complete the computations. In addition,
there are solutions that may offer the necessary functionality to complete the
tasks at hand, but they are so inefficient that they cannot be deployed on
real-life applications. The efficiency requirement itself is further divided into
computational, communication, and memory efficiency, as well as throughput
of certain operations, especially when computations can be parallelized. Lack
of efficiency can render secure computation protocols inapplicable in practice,
as their costs —be it computational, communication, or memory costs— can
become impractical to be handled by current computing systems. Lastly, secure
computation solutions are proven secure in different security models, under
different security assumptions, where generally the weaker the security offered
by a secure computation protocol, the more efficient, or functional the solution
is. All in all, there are tradeoffs attributed to each secure computation approach
that can be appropriately adjusted to serve specific application scenarios.

The three main subfields of cryptography that aim at providing solutions to
the problem of secure computation are homomorphic encryption (HE), Secure
Multiparty Computation (MPC) based on Secret Sharing, and MPC based
on Garbled Circuits (GC). We elaborate on all three mentioned subfields in
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Chapter 2, but this thesis focuses on Secure Multiparty Computation, both
based on Secret Sharing, and based on Garbled Circuits. Concretely, we deploy
and devise general n-party MPC protocols (while there are also two-party
protocols, enjoying special properties) that are secure in the most stringent
security model, the active security model and the dishonest majority setting.
In this endeavor, there are two approaches one may take: (1) consider a specific
application scenario, and tailor the secure computation solution perfectly to
the scenario, so as to achieve the best tradeoff in the particular setting; (2)
improve a particular secure computation primitive that is of general nature,
and applies to many different application scenarios. In this thesis, we have
taken both approaches, with the common underlying goal of providing solutions
that are practical in terms of efficiency, competing favorably with the previous
state-of-the-art.

1.2 Summary of Contributions

Taking the first approach on the deployment of secure computation, tailoring
the protocols to a particular application scenario, this thesis makes the following
contributions:

We show on a specific use-case, namely Genome-Wide Association
Studies (GWAS), that large-scale secure computation is practical.
We study the GWAS problem in depth, and discover privacy-challenges that
fall beyond the goals of secure computation. Secure computation protects the
private inputs of the protocol, and allows the protocol participants and outside
observers to learn nothing more than the output of the protocol, and whatever
can be inferred from that. In the GWAS application, even what can be inferred
from the output of a secure y2-statistic computation can reveal information
about individual research subjects [59]. To tackle this, we tailor our solution, so
as to not reveal the actual y2-statistic value, but rather a flag on whether the
value is below or above a predetermined threshold, which indicates statistical
significance. We compare the efficiency and security of two secure computation
methods, HE and MPC, on a real-life application with appropriate sample
sizes, for a research task that scales to millions of individuals contributing
to the samples. We propose a masking technique, which allows to perform
more efficiently the required secret comparison that stems from the privacy
requirement to not reveal the y2-statistic. The deployment of this comparison
strategy improves the efficiency of the HE-based solution.

We devise an efficient private image classification system, called
EPIC, based on Support Vector Machine (SVM) learning, and secure
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against active adversaries. Outsourcing an image classification task raises
privacy concerns, both from the image provider’s perspective, who wishes to
keep their images confidential, and from the classification algorithm provider’s
perspective, who wishes to protect the intellectual property of their classifier.
EPIC addresses the privacy concerns of both of these parties, and allows for
complete outsourcing of the image classification task to a third independent
party. Although conceptually simple, based on SVM learning, EPIC is the first
actively secure solution for image classification, it does not leak any information
about the private images, nor the classifier, and yet it is faster and more accurate
than its predecessors, which employ more complex machine learning techniques.
We show how to increase the accuracy of a privacy-preserving approach without
necessarily involving computations that are inefficient to perform in a secure
manner, by deploying data-independent feature extraction methods that can
be performed prior to the privacy-preserving computations without affecting
privacy. Our implementation and experiments on realistic datasets demonstrate
that our approach is practical, both in terms of accuracy, and in terms of
efficiency.

We design a MPC protocol that securely generates an RSA modulus.
Generating an RSA modulus securely is a challenging task that finds several
applications nowadays. We design a generic protocol for the task, supporting
any underlying MPC technology, as long as it is based on linear secret sharing.
Our protocol is based on a distributed sieving technique, and leverages the
Chinese Remainder Theorem (CRT) for the representation of the shares to
increase efficiency. In our effort to design a novel protocol, which is efficient, we
design a sub-protocol that converts an additive sharing over a ring to an additive
sharing over the integers. This sub-protocol can be of independent interest.
We also performed a cost analysis of our approach, and compared it with the
state-of-the-art in this area [24]. Our protocol improves the communication
cost of the previously proposed solution. Particularly, in the case of malicious
security, candidate primes of 2048 bits, and 2 parties, we show a communication
cost improved by 37 times.

Looking at general purpose, rather than application-specific secure computation
primitives to be improved, this thesis makes the following contributions:

We show how to garble arithmetic circuits with full-threshold active
security in the general multiparty setting. Firstly, we extend the work
of Ben-Efraim [7] from the semi-honest security setting, to support malicious
security against up to n — 1 (out of the total n) corrupted parties. Like Ben-
Efraim’s protocol, we show how to allow interfacing between Boolean and
arithmetic circuit gates. Lastly, we provide a new construction for a particular
garbled gate, namely a selector gate (i.e., a gate that given two arithmetic
inputs and one binary input, outputs one of the two arithmetic values, based
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on the value of the binary input). The newly proposed selector gate reduces
the communication cost to almost half of the cost of its predecessor.

We devise an efficient comparison protocol for secure multiparty
computation. Our comparison protocol is based on the commutative nature of
addition over rings and fields, and it is information theoretically secure when the
underlying MPC protocol operates over Zyx. Unlike prior work, our comparison
protocol does not require the computation to take place in a statistically larger
dataspace to ensure security. The consequence of that is that we can perform
both the comparison operation, as well as all adjacent computations on smaller
datatypes, because we do not need a larger space to accommodate for the
statistical security parameter. Our design results in a straightforward protocol,
which we implemented in MP-SPDZ [63, 36]. We experimentally show that in
most adversarial settings our protocol efficiency compares favorably with the
previously fastest comparison protocol [45].

1.3 Organization

In the first part of this thesis, following the Introduction (Chapter 1), we
elaborate in Chapter 2 on the three main secure computation methods. In
Chapter 3 the fundamental cryptographic primitives serving as building blocks
throughout this work are explained. Chapter 4 discusses the different security
models and assumptions in the area of secure computation, and MPC in
particular. In Chapter 5 we present the neccessary ingredients to construct
MPC protocols in the preprocessing model, which is the model assumed in Part
IT of this thesis, while Chapter 6 summarizes our conclusions, and lists some
interesting open questions, which may lead to future work.

The second part of this thesis is comprised by the five peer-reviewed, or under
submission papers (in chronological order of publication), which are the main
results of this work, namely:

1. Two methods to perform Genome-Wide Association Studies (GWAS)
and in particular securely computing the y2-statistic, where we show
that such studies, scaling to millions of subjects, are practical to do in a
privacy-preserving manner [13]. We take two approaches on addressing
this challenge: a somewhat homomorphic encryption approach, and a
MPC computation approach, and compare how these perform in terms of
security and efficiency.

2. An efficient private image classification protocol, EPIC, which is a MPC
protocol that builds upon transfer learning techniques to achieve efficiency
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significantly improved compared to the state-of-the-art, while maintaining
the image classification accuracy [75].

3. A secure comparison protocol based on the commutative nature of addition
over rings and fields [76], with increased efficiency in most adversarial
settings, over the most recent secure comparison protocol [45].

4. A multiparty arithmetic garbling protocol, which is proven secure in the
full-threshold active security model, and it is the first of its kind in terms
of security [77]. At the same time we show how to reduce to almost half
the asymptotic communication cost of a particular garbled gate, namely
a selector gate, compared to the previously proposed solution [7].

5. A protocol to securely generate a biprime, based on a distributed sieving
technique and leveraging the CRT representation [38], which is shown to
improve the communication cost over the best previous work [24] by up
to a factor of 37.






Chapter 2

Secure Computation Methods

This chapter elaborates on the three main secure computation methods, namely
homomorphic encryption, multiparty computation based on secret sharing, and
multiparty computation based on garbled circuits.

2.1 Homomorphic Encryption

Encryption allows the encoding of (sensitive, or private) data, into a different
form, which does not reveal any information about the original data. The
encryption operation can only be inverted by authorized parties to retrieve the
original data. Homomorphic encryption (HE) is a form of encryption allowing
computations to be performed on private data, where the eventual private
result of the computation, when decrypted, matches the result of a possibly
different operation performed on the original data. The original (private) data
contributed to the computation is called plaintext data, following the same
terminology as in traditional encryption. This data gets encrypted, following
the encryption algorithm, with input the plaintext, and the public or private
key. This process results in the ciphertert. With HE the ciphertext can be
processed according to the computations allowed by the HE scheme. The result
of this processing is still in encrypted form, and the only entities able to decrypt
this are the ones in possesion of the private key of the cryptosystem. To do
so, they use the ciphertext and the private key as inputs to the decryption
algorithm. Once decrypted, the resulting plaintext is the result of the performed
computations, as if these had been performed on the plaintext data.

11
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The concept of privacy homomorphisms [86] was formalized in the same year
as the first public key encryption scheme was proposed, namely the RSA
scheme [87], which itself enjoys the property of being homomorphic (i.e., allowing
certain computations to be performed on the ciphertext). More precisely,
RSA is multiplicatively homomorphic in that multiplication of two encrypted
integer numbers, results in an encryption of the result of the multiplication
on the original (unencrypted) integers. The homomorphic property of RSA
can be employed only when the scheme is being used unpadded, which is not
recommended, as unpadded RSA is not secure.

Following RSA, Goldwasser, and Micali [56] invented another public key
cryptosystem, with the following homomorphic property: multiplication of
two encrypted bits, results in an encryption of the result of an exclusive OR
(XOR) operation on the original plaintext bits. Later, ElGamal [44] proposed the
second multiplicatively homomorphic encryption scheme (after RSA). The first
additively homomorphic encryption scheme (operating on encrypted integers
instead of encrypted bits like the scheme of Goldwasser, and Micali [56]) was
presented by Benaloh [8]. With Benaloh’s scheme [8] the homomorphic property
is that the product of two encrypted integers, results in an encryption of the
result of an addition operation on the original plaintext integers. The famous
encryption scheme of Paillier [82] enjoys the same homomorphic property as the
one of Benaloh [8]. Paillier’s cryptosystem has been widely deployed, also in
combination with secure multiparty computation techniques, to address some of
the important research challenges we discuss in Chapter 1. Regev’s encryption
scheme [85], which is based on the Learning With Errors (LWE) problem, also
enjoys an additively homomorphic property.

The encryption schemes discussed so far in the first part of this section are
Partially Homomorphic Encryption (PHE) schemes. This means that with
these encryption schemes, we can perform either multiplication or addition
operations on the encrypted data, but not both at the same version of the
encrypted data. Note that all operations on integers boil down to addition,
and multiplication. If we are able to perform both of these operations on the
same version of the encrypted data, we can adequately address the challenges
of privacy enhancing technologies introduced in Chapter 1. When working
with Boolean circuits, a homomorphic encryption scheme that allows unlimited
multiplications and additions to be performed on the encrypted data, allows
us to represent encrypted NAND gates, which require one addition and one
multiplication operation to be performed on the inputs. We remark that NAND
gates alone provide functional completeness, which means that in the above
scenario, we can evaluate any circuit of any depth on the encrypted inputs. An
encryption scheme satisfying the above properties is called a Fully Homomorphic
Encryption (FHE) scheme.



MULTIPARTY COMPUTATION BASED ON SECRET SHARING 13

In 2009, Gentry [50] proposed the first fully homomorphic encryption scheme,
signifying a new era in the research field of homomorphic encryption.
Such a breakthrough invention allows all kinds of computations to be
performed on encrypted data, without requiring decryption or any intermediate
communication with the parties contributing the data. While partially
homomorphic encryption schemes need to be combined with secure multiparty
computation protocols to allow complete functionality, a fully homomorphic
encryption scheme supports all operations to be performed locally, with
no interaction. Although theoretically sound, the scheme of Gentry [50] is
impractical. All this great functionality comes at the cost of a steeply increasing
computation time, and an extensive enlargement of the size of the corresponding
encrypted data. The first implementation of the FHE scheme of Gentry [50]
was presented by Gentry, and Halevi [51]. This implementation is based on
a modified version of the original encryption scheme, combined with other
techniques introduced by Smart, and Vercauteren [92], and it remains highly
inefficient for practical applications.

Between the two extremes of PHE and FHE, there are the so-called
Somewhat Homomorphic Encryption (SHE) schemes. These schemes allow
both multiplications, and additions to be performed on encrypted integers, but
they only support a limited number of these operations on the ciphertexts. A
notable SHE scheme that appeared quite early in time, is the scheme of Boneh
et al. [12], which allows unlimited homomorphic additions to be performed on
the ciphertexts, and a single multiplication. After the multiplication we can
keep performing addition operations, albeit in a different group, which does not
allow further multiplications to be performed.

Since the breakthrough of Gentry [50], many SHE, and FHE schemes followed.
The most notable of these works include the schemes proposed by van Dijk
et al. [96], Brakerski, and Vaikuntanathan [16, 17], Fan and Vercauteren [47],
Brakerski [14], Brakerski et al. [15], Chillotti et al. [26], and Cheon et al. [25].

2.2 Multiparty Computation based on Secret Shar-
ing

Secure Multiparty Computation (MPC) was first identified as an interesting
problem to be researched by Yao [98]. We can describe MPC as the problem,
where several participants wish to compute a function, and reveal only the
result of this computation, on private variables contributed by all participants.
The correctness of the computed (common) result must be ascertained, and the
variables contributed as inputs by each participant should remain private (i.e.,
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not be revealed to the other participants). A lot of fundamental work on secure
multiparty computation, such as the works of Goldreich et al. [55], Chaum et
al. [23], Beaver et al. [5], Beaver [3], Goldreich [53], and Cramer et al. [30],
followed Yao’s [99] seminal work. The field of Secure Multiparty Computation,
especially in combination with Secret Sharing, and HE is still being actively
researched, as it presents itself as an ideal solution to many interesting, real-life
application scenarios, such as the ones discussed in Chapter 1. This is because
MPC is significantly more efficient than HE solutions, which renders it practical.
Furthermore, when together with the privacy of the underlying plaintext data,
the correctness of the computed result is important, MPC can offer stronger
guarantees than HE approaches, in that certain MPC protocols offer security
against adversaries, who aim to manipulate the output of the computation.

Another reason to opt for MPC instead of HE approaches is that in several
applications, the data to be contibuted to the secure computation does not
come from a single individual, but from many individuals. In such applications
privacy of the contributed data needs to be guaranteed, but the collective
secure computation also needs to be deployed on a pool of data contributed
by several individuals. MPC is therefore an approach that fits naturally this
kind of applications. To overcome the limitations of traditional FHE in this
context (i.e., the fact that the contributed plaintext data has to be encrypted
under a single key, when standard FHE solutions are considered), we can deploy
threshold FHE, where the private key is shared among the protocol participants,
and hence the data does not need to be stored at a single place. The notion
of multi-key FHE [73], is also a viable alternative to address the distributed
computation scenario. However, the first attempts to construct multi-key FHE
have been shown to be insecure [1]. In addition, most multi-key FHE schemes
suffer from the inherent limitation of requiring all keys that will be involved
in the secure computation to be known in advance, as the output cannot be
combined with ciphertexts encrypted under other, new keys. Note, however,
that this latter limitation, of knowing the protocol participants in advance, is
also inherent in most MPC protocols.

When deploying a MPC solution, several considerations on the environment
and requirements must be taken into account. The most prevalent such
considerations are the following:

e The type of adversarial behavior that we need to combat. Are the
adveraries only interested in learning private information about the users’
private data, and intermediate computations, or are they willing to actively
sabotage the computation by deviating from the protocol specification?

e The number of parties involved in the MPC protocol. How many parties
participate in the MPC computation?
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e The type of parties involved in the MPC protocol. Are all the parties
participating actively in the computation, or do they simply contribute
their data in the protocol (playing only the role of a data dealer)?

e The computational power of the MPC parties. Are all MPC parties equally
powerful or do we need to distribute the computation in an unequal manner
(e.g., if some of the parties are mobile nodes with limited capabilities)?

e Whether the MPC parties can begin their computation and communica-
tion, prior to the actual protocol execution, to create auxilliary material
that can be used to speed up the so-called online phase, where the protocol
specification and the inputs are known. This is called the preprocessing
model, which once deployed can increase both the online, and the overal
MPC efficiency (i.e., including the preprocessing phase).

e The communication efficiency. Do we need to account for as few
communication rounds as possible (e.g., in network environments where
synchronous communication is a challenge), or do we focus on decreasing
the total communication cost (when the total bandwith is our main
consideration)?

As efficiency is one of the main considerations for the deployment of MPC in
real-life applications, next to provable security guarantees, most modern works
(e.g., the works of Bendlin et al. [9], Damgard et al. [35, 33], Keller et al. [66, 67])
are based on the preprocessing model.

2.3 Multiparty Computation based on Garbled Cir-
cuits

Garbled Circuits (GC) is a special-case MPC approach. While HE solutions
are non-interactive, in the sense that they do not require the data contributor
to be online, or otherwise participate in the secure computation (yet they do
incur a non-negligible communication cost), MPC solutions are interactive,
requiring several communication rounds (in contrast to only two rounds for HE
solutions), where the computing parties actively participate in the computation.
GC is a meet-in-the-middle solution, where the GC protocols do require online,
synchronous communication, but the protocol execution is completed in a
constant number of rounds, and not in a number of rounds proportional to the
depth of the circuit to be computed, as with standard MPC methods.

In fact, at the beginning of all MPC research, sits Yao’s work [99], which is
essentially a two-party garbling protocol. In the original two-party setting,



16

A2, AL

SECURE COMPUTATION METHODS

Label:
. _
1 1
1 1
1 1
‘ T 1
v 4 4
Enc(H(A®, BY), E?) Enc(H(CP, DY), FO) Enc(H(E®, F9), G°)
E t:
neryp Enc(H(A?, BY), EY) Enc(H(C®, DY), F%) Enc(H(EY, F), GY)
Enc(H(Al, B), EY) Enc(H(CL, DY), Ft) Enc(H(E?, F9), GY)
Enc(H(AL, BY), E%) Enc(H(Ct, DY), FO) Enc(H(EL, FY), GY)
\ \ ]
) ) 4
Enc(H(AL, B), E?) Enc(H(CC, DY), F1) Enc(H(EL, FY), GY)
Permute: Enc(H(A°, BY), E?) Enc(H(C®, DY), F%) Enc(H(E?, F1), G°)
Enc(H(AY, BY), EY) Enc(H(C?, D?), F?) Enc(H(EY, F?), G)
Enc(H(A?, B?), E?) Enc(H(C!, DY), F1) Enc(H(E?, F9), G%)

Figure 2.1: Garbling of a circuit with three gates.

a garbled circuit serves two parties, the garbler, and the evaluator, which
work through the protocol in an asymmetric fashion. The garbler generates
the “garbled” (i.e., randomized) version of the circuit, and hardwires their
own inputs in the circuit. This garbling procedure is based on symmetric key
encryption primitives, which makes it particularly efficient from a computational
point of view. For all gates in the circuit, the garbler selects random labels
for each entry, in each of the corresponding truth tables, hashes all possible
combinations of these labels, and uses the hash as the symmetric key to encrypt
the output value on this row of the truth table; then it permutes each truth
table. The garbling process of a simple circuit is depicted in Figure 2.1. On
receiving the garbled circuit, the (random) encoding of the garbler’s inputs,
and some encoding of the evaluator’s input, the evaluator can walk through
the circuit on a gate-by-gate basis to compute the final garbled result. At the
end, the two parties communicate to reveal the plaintext output to both. More
concrete techniques involved in the design of GCs are extensively discussed in
Section 3.3.

The seminal work of Yao [99] was followed by the well-known BMR protocol [5].
In that work, Beaver et al. [5] show how to extend Yao’s protocol from the
two-party to the multiparty setting, and they introduce the point-and-permute
technique, which allows the evaluator to decrypt only one out of the four received
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ciphertexts in each truth table, while originally they would have to decrypt all
four (and accept only the one that generates a valid message). To apply the
point-and-permute technique, the garbler, in addition to the input and output
labels, generates two select bits (aka color bits), encoding the real input value
in a uniformly random fashion. The evaluator can now use these two color bits
on each of the two inputs (per gate) to determine which row of the garbled
table to decrypt. In a nutshell, with point-and-permute the garbler still has to
send the whole truth table of each gate to the evaluator, but the evaluator can
identify and decrypt only one of the four possible outputs in the truth table.

Naor et al. [79] were the first to suggest a so-called row reduction technique,
which allows the GC to function according to the protocol specification, without
sending all four rows of the truth table for each gate in the GC, but instead
send only three of them. This is achieved by selecting one label in a way that
forces the corresponding ciphertext to always be zero. The next breakthrough in
the history of GC’s is the free-XOR technique of Kolesnikov and Schneider [71].
As the name implies, with the free-XOR technique, there is no need to garble
XOR gates in the circuit: the garbler does not send any garbled rows to the
evaluator, and the evaluator does not therefore need to perform any decryption
operations. This is achieved by selecting a uniformly random global difference
for the output wire, select the zero output label of the gate at random, and then
set the one output label to be the XOR of the global difference and the zero
output label, i.e., W' = WO ® A, for W° W' the zero and one output labels
respectively, and A the global difference. Another row reduction technique
followed in the timeline of GC’s, by Pinkas et al. [83]. While this technique
allows the elimination of two encrypted rows per truth table, instead of one
(that the work of Naor et al. [79] could eliminate), it is not compatible with the
free-XOR trick, which means that also XOR garbled gates cost two encrypted
rows each (instead of zero with free-XOR).

Kolesnikov et al. [70] propose the FleXOR technique, which tries to get the most
out of both the free-XOR, and the row reduction techniques. FleXOR manages
to get to the optimal two encrypted rows per AND gate (like the work of Pinkas
et al. [83]), while this flexible garbling allows also to get free XOR gates, but not
always. The number of encrypted rows required for XOR gates in this setting,
depends on the whole GC structure, and varies between zero and two. Focusing
again on the optimization of AND gates, while maintaining compatibility with
the free-XOR technique, Zahur et al. [100] designed the half-gates technique.
The half-gates indeed achieved the optimal two encrypted rows per garbled
AND gate, with compatibility with the free-XOR trick (i.e., zero encrypted rows
for garbled XOR gates). We further elaborate on the half-gates construction
in Section 3.3. In Table 2.1 we summarize the efficiency optimizations that
garbling has undergone.
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Size per gate Encryption Calls per Gate

Technique Garbler Evaluator
XOR AND XOR AND XOR AND
Classical [99] 4 4 4 4 4 4
Point-and-Permute [5] 4 4 4 4 1 1
Row Reduction 3 [79] 3 3 4 4 1 1
Free-XOR [71] 0 4 0 4 0 1
Free-XOR &
Row Reduction 3 0 3 0 4 0 1
Row Reduction 2 [83] 2 2 4 4 1 1
FleXOR [70] {0,1,2} 2 {0,2,4 4 {0,1,2} 1
Half-Gates [100] 0 2 0 4 0 2

Table 2.1: Efficiency optimizations of Boolean Garbling. For each technique
listed in this table, after the classical Yao’s approach, we assume that the
point-and-permute optimization is applied.

So far we have considered only Boolean GC’s. Nowadays, however, arithmetic
GC’s are on the rise. Boolean circuits (garbled or not) are well suited to
non-linear operations (e.g., comparison operations). Although it is of course
possible to represent arithmetic inputs in a Boolean circuit, and apply linear
functions on them, based on their binary representation, such an endeavor
incurs a high computational and communication cost, compared to processing
linear functions on arithmetic circuits. Most modern applications require a
combination of linear and non-linear operations to be performed on the input
data. The reason why arithmetic circuits prevail is that arithmetic circuits
are significantly more efficient than Boolean circuits for the linear part, which
usually presents itself as the bulk of the computation.

The first work to consider garbling of arithmetic circuits is the work of Ball et
al. [2]. Firstly, Ball et al. [2] show how to extend the free-XOR technique of
Kolesnikov and Schneider [71] from the Boolean to the arithmetic setting. This
results in arithmetic GC’s, where linear operations over the integers are for free.
In addition, they leverage the Chinese Remainder Theorem (CRT) to represent
the inputs and intermediate values in the circuit, achieving great perfomance
gains over the straightforward conversion of integers to binary. Lastly, further
optimizations are suggested by Ball et al. [2], based on a conversion method
from CRT numbers to a positional number system, which allows non-linear
operations to be performed more efficiently than the straightforward conversion
to binary would allow.
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While Ball et al. [2] show how to do two-party arithmetic garbling, Ben-
Efraim [7] extends this to the multiparty setting. Ben-Efraim’s approach [7]
inherits the free addition property of its predecessor [2] (and extends this to
more than two parties), and it also comprises a “designated” construction to
garble multiplication gates, which is inspired by the half-gates technique [100].
Moreover, Ben-Efraim [7] suggests a construction for a garbled selector gate
(i-e., a gate that given two arithmetic inputs and one binary input, outputs
one of the arithmetic inputs, based on the value of the selection bit input),
which reduces the computational cost at the evaluation stage by ~ 33%, i.e., 2
decryption operations instead of 3, compared to the naive implementation of a
selector gate.






Chapter 3
Cryptographic Primitives

In this chapter we present the main cryptographic primitives that are used
throughout this thesis. We begin by an elaborate discussion on Secret Sharing,
because our focus in on Secret-Sharing-Based MPC. We proceed with explaining
Oblivious Transfer, and then we get deeper into the details of garbling, which
has already been briefly introduced in Chapter 2. Finally, we present the
three main primitives that allow us to construct MPC protocols with active
security, namely Commitment Schemes, Message Authentication Codes, and
Zero Knowledge Proofs. The discussion on the latter primitives is not formal,
and only serves to explain the corresponding concepts.

3.1 Secret Sharing

Secret sharing refers to a cryptographic primitive, which allows a secret to be
distributed among a group of participants. Once the secret has been distributed,
each of the participants holds a share of the secret. When considering secure
secret sharing, each share on its own should not reveal any information about
the original secret. The secret can be reconstructed only if a sufficient number of
individual shares are combined together. A bit more formally: a secret sharing
scheme allows a dealer to distribute shares of a secret to n parties Py, ..., Py,
such that only authorized subsets of these parties can reconstruct the secret,
while any unauthorized subset of parties does not obtain any information about
the secret. Secret sharing was invented independently, but in the same year
(1979) by two different researchers: Adi Shamir [90], and George Blackley [10].

21
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A threshold secret sharing scheme is a scheme where the authorized sets are
all the sets whose size is at least some threshold value t. If there are n parties
participating in the secret sharing and any ¢ (or more) of them form an authorized
set then we say that the scheme realizes the t-out-of-n access structure, where
1 <t < nisan integer; and call it (¢, n)-threshold secret sharing scheme. When
all parties’ shares are required for the secret reconstruction, and not <n —1
parties are able to obtain any useful information about the secret, we refer to
the secret sharing scheme as a scheme for the (n,n)-threshold access structure.

Easy examples of secret sharing methods include the trivial secret sharing,
where the threshold ¢ = 1, and the secret is handed in its entirety to all n
parties. Another straightforward example is that of splitting a secret phrase
or word in blocks of letters of predetermined size, and then distributing each
block to one party. Consider for instance that one wishes to secret share the
word “cryptography” to four parties, and they split it in the following way:
“ery - -------- P e - ptO - - - - - - R gra - -
phy”. In this case, an outsider possessing 0 shares has no information about
the secret, other than that it consists of 12 letters. Outsiders would therefore
need to guess the secret from the 26'2 ~ 95.5 quadrillion possible combinations.
On the other hand, a party with one share has a lot of information about
the secret, and only needs to guess 9 out of the 12 letters, which is 26° ~ 5.4
trillion combinations. The more parties collude (and therefore combine their
knowledge), the more the secret gets exposed. Clearly, these two examples of
simple word concatenation, and trivial secret sharing are not secure; we use
these examples here only for illustration purposes. Strictly speaking, a secure
secret sharing scheme distributes shares so that anyone with fewer than t shares
has no more information about the secret than someone with 0 shares.

In the cryptographic sense, we consider only secure secret sharing schemes.
However, the level or type of security provided by each such secret sharing
scheme differs. There are secret sharing schemes, such as Shamir’s secret
sharing [90], providing information theoretic security [91], and thus satisfying the
property of perfect secrecy, and secret sharing schemes providing computational
security. The various levels of security provided by cryptographic primitives,
(e.g., the assumptions made on the power of the protocol adversaries) are further
discussed in Section 4.

3.1.1 Linear Secret Sharing

Linear Secret Sharing Schemes (LSSS) are the schemes for which the
reconstruction of the secret from the shares is a linear mapping. In practice, this
means that any linear operations performed on the individual shares translates



SECRET SHARING 23

to operations performed on the secret, upon reconstruction. This is a form
of additive homomorphism, which allows meaningful (linear) operations to be
performed indirectly on the secret, while actually being performed locally on the
shares by each individual party, without requiring the exchange of additional
information or other form of communication among the parties. It is this very
property that makes LSSS a popular choice for constructing MPC protocols on
top of them.

As the first to have been invented, but also satisfying strong security properties
(namely perfect secrecy) along with the property of being linear, Shamir’s
secret sharing scheme [90] is perhaps the most popular secret sharing scheme to
date. The goal of Shamir’s secret sharing is to divide a secret S into n shares
S1,...,9n, such that if you know ¢ or more S; shares, S is easy to reconstruct,
while if you know t — 1 or fewer shares you gain no information about S over
someone who possesses 0 shares. The intuition behind the scheme is that 2
points suffice to define a line, 3 points suffice to define a quadratic curve, 4 points
suffice to define a cubic curve and so on. More generally, one needs ¢t points to
define a t — 1 degree polynomial. For the scheme to be secure, the secret and
shares are defined over a finite field IF of size p, for p a prime number. To share a
secret S, one chooses at random ¢ — 1 field elements aq,...,a;_1, and let ag = S.
They construct the polynomial f(z) = ag + a1x + azz? + azax® + - + a2t~ L.
Then, they find any n distinct points on the curve (except for the point (0, .5),
for instance by setting i = 1,...,n, and distributing to each party ¢ the point
(4, f(4)) (along with the public parameter p which defines the finite field). To
reconstruct the secret we need any ¢ of the points constructed in the previous
step, and by using polynomial interpolation we can define the coefficients of the
polynomial, including the constant term, which is the secret.

Another example of a LSSS, which is widely used in secure computation
nowadays is additive secret sharing. Additive secret sharing, unlike Shamir’s
secret sharing is a scheme for the (n,n)-threshold access structure. Similarly
to Shamir’s secret sharing scheme, for traditional additive secret sharing the
secret and shares are again defined over a finite field I of size p, for p a prime
number. To split a secret S into n shares one chooses at random n — 1 field
elements Sy,...,S,_1, and lets S, = 5 — Z?;ll S;. Each party then gets one
of these shares. To reconstruct the secret all shares are required, and we simply
need to add them to retrieve S.

3.1.2 Verifiable Secret Sharing

Verifiable Secret Sharing [27] yields another class of secret sharing schemes, which
allow proving some property of a (secret shared) message, without revealing
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the message itself. A milestone work in the field of verifiable secret sharing
is the work of Gennaro et al. [49]. Applications of (publicly) verifiable secret
sharing schemes made possible the construction of the first secure electronic
voting mechanisms, and platforms [88]. Other practical applications of this
special type of secret sharing include collaborative supply chain management,
where competing parties should collaborate by combining their private sensitive
data, so as to optimize the supply and demand configuration [37].

3.1.3 Applications of Secret Sharing

Beimel lists numerous cryptographic applications of secret sharing in their
survey [6], including secure information storage, Byzantine agreement, threshold
cryptography, access control, attribute-based encryption, and generalized
oblivious transfer. However, the most prominent such application is MPC.
Building MPC protocols on top of secret sharing primitives allows us to devise
practical (in terms of efficiency) privacy-preserving protocols for a variety of real-
life problems: from private genomics, to private machine learning applications.
There is a plethora of MPC protocols to choose from, based on the scenario at
hand, and the resources available.

3.2 Oblivious Transfer

Oblivious Transfer (OT) is a protocol executed between two parties: a sender
and a receiver. The most straightforward OT protocol is the so-called 1-out-of-2
OT, which allows the sender to transfer one piece of information to the receiver,
out of two possible values. More generally, OT allows the sender to transfer
some out of many pieces of information to the receiver. During this protocol, the
sender does not learn anything about which pieces of information were actually
transferred to the receiver; the receiver, on the other hand, does not gain any
information about the pieces they did not receive. The notion of OT dates
back to the work of Rabin [84], and it is a protocol that requires asymmetric
cryptographic primitives to be deployed for its implementation. In this seminal
work [84], which is based on the RSA cryptosystem [87], the sender sends only
one message to the receiver, with probability 1/2, and remains oblivious as to
whether the message was actually received.
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Figure 3.1: 1-out-of-2 Oblivious Transfer.

3.2.1 1-out-of-2 OT

The first I-out-of-2 OT scheme, i.e., a protocol where the sender transfers
two values, and the receiver only obtains one of them, is proposed by Even et
al. [46]. This primitive, illustrated in Figure 3.1, gives rise to the construction
of MPC protocols. More importantly, it has been shown that OT is complete
for MPC [55, 68], allowing to evaluate any function, given only a secure OT
implementation, and no additional cryptographic primitives. Recall, however,
that OT’s are based on asymmetric primitives for their implementation, which
renders them inefficient, since the oblivious transfer of a single bit requires two
encyption, and one decryption operations, as well as the transfer of the two
large ciphertexts over the network.

3.2.2 1-out-of-n OT

A 1-out-of-n OT protocol is a generalization of the standard 1-out-of-2 OT,
where the sender has n values (instead of 2 in the previous construction), and
the receiver has a selection index 7,0 < ¢ < n, allowing them to obtain the
i*" value. From this protocol execution the sender learns nothing about the
selection index i of the receiver, and the receiver learns the i*” value and nothing
about the n — 1 other values of the sender that they did not select. It is possible
to construct a 1-out-of-n OT, based on a l-out-of-2 OT, in a straightforward
manner, by executing n parallel 1-out-of-2 OT’s. However, this would incur
computational and communication cost linear in n. Naor and Pinkas [78]
constructed a l-out-of-n OT with complexity logarithmic in n.

3.2.3 k-out-of-n OT

Further generalizing the standard 1-out-of-2 OT primitive, Ishai and Kushile-
vitz [61] propose an oblivious polynomial evaluation construction, which gives
rise to new OT primitives, namely generalized-OT (GOT). The proposed GOT
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can be regarded as a k-out-of-n OT, where the receiver obtains k£ messages out
of the n messages of the sender. The security requirement here is an extension
of the previous one, where the sender learns nothing at all from the protocol,
and the receiver learns the k£ messages, and nothing about the other n — k
messages of the sender.

3.2.4 OT Extension

A lot of research has been focused on improving the OT primitive, because
on the one hand it is a complete primitive for MPC, and on the other hand
it is an expensive primitive, since it is based on asymmetric cryptographic
primitives. Many works have considered eztending OT to make it practically
efficient in the amortized sense, where the protocols incorporating the primitive
require (a lot) more than a single bit to be transferred obliviously. The first
OT extension protocol is due to Beaver [4], while the most notable one is that
of Ishai et al. [60]. In this latter work, Ishai et al. [60] show how to perform
only a few OT’s from scratch (i.e., using the standard expensive methodologies),
and then be able to perform many additional OT’s at the cost of a constant
number of invocations of relatively inexpensive symmetric key primitives. While
the first protocol of Ishai et al. [60] is passively secure, they also propose an
actively secure version of their protocol, which comes with an increased cost
by a factor o, for o a statistical security parameter. More recently, Keller et
al. [65] presented an actively secure OT extension protocol, where malicious
security comes at negligible extra cost (compared to the cost of the passively
secure protocol).

3.2.5 Oblivious Polynomial Evaluation - OPE

Getting an insight on why OT is complete for MPC, let us explain how we can
use OT to compute the AND operation between two bits held by two different
parties, where the result of the operation is additively secret shared. The sender
holds a bit s, and the receiver holds a bit r; together they wish to compute
the binary product p = s Ar = s’ @7’ in a secret shared form, where each of
them holds a share of the XOR operation over p at the end of the protocol.
To compute this, the sender selects a random masking bit sg, and masks their
input with it by setting s; = s @ sp. Then the sender inputs to the OT sp, and
s1, while the receiver inputs r. The output of the OT will then be s, for the
receiver. The receiver then sets the output of the secure AND operation to be
r’ = s,., and the sender sets their output to be s’ = sq. The protocol above is
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correct because 1’ = s, =1 As1 B (1B 1) Asg=rA(s1®so) D so, and if we
XOR the two outputs, we indeed get: s’ @1’ = s9 D s, =7 As.

The aforementioned simple example gives rise to the so-called Oblivious
Polynomial Evaluation (OPE) primitive, which has been studied already by Naor
and Pinkas in 1999 [78]. The well-known Gilboa’s multiplication protocol [52]
is based on the same concept. In modern MPC applications a closely related
primitive has been suggested, namely the primitive of Correlated Oblivious
Product Evaluation (COPE) [66]. The COPE protocol presented by Keller et
al. [66] is essentially a generalization of Ishai et al’s protocol [60] from the binary
to the arithmetic case, and it is also inspired by Gilboa’s multiplication [52].
Similarly to the previous example, there are two parties who wish to obtain
an additive sharing of the product x - A, where the sender holds x, and the
receiver holds A. To accommodate the arithmetic (instead of binary) inputs,
the parties run k sets of 1-out-of-2 OT’s for k-bit inputs. The proposed product
evaluation is correlated in the sense that the one party’s input A is fixed at the
beginning of the protocol for many protocol runs. After a one-time expensive
initialization of the COPE protocol, the extension step, generating fresh OT’s
without the extensive costs incurred by the asymmetric key primitives, can be
repeated several times on new inputs.

3.3 Garbling

Having discussed in Section 3.2 OT as a primitive, allows us to elaborate further
on the concrete techniques used for garbling. In Section 2.3 we have introduced
garbled circuits as a secure computation methodology and we have briefly
explained the most notable optimizations that GC has undergone throughout
history. In this section we give more details on how garbling is concretely
deployed, as well as on the half-gates technique, and multiparty garbling, which
are relevant to the optimizations presented in Chapter 10.

Recall that a GC is a randomized version of a circuit allowing traditionally
two parties to evaluate a function on the union of their private inputs, without
revealing anything more about their private inputs than what can be inferred
from their own inputs and the output alone. While in the two-party setting the
garbling procedure is asymmetric, between the two parties called the garbler
and the evaluator, in the multiparty setting all parties play the role of the
garbler, and any parties can play the role of the evaluator. We now focus on
gates receiving two inputs and having one output wire. Each such fan-in-2 gate
g : F?2 = T in the circuit has two input wires, denoted u and v, and one output
wire denoted w. The garbled gate is expressed as a truth table with one row
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for each input combination (c, 8) € F2, and the corresponding output. Each
row has thus the following form: (¢, 3, g(«, 8)), as shown also in Table 3.1a for
the case of arithmetic garbling.

The garbler samples a random key for each possible value of a, 5 and v = g(a, §).
These keys typically live in a finite field extension of the basic field F¢, where £
serves as a security parameter mandating the length of the keys. The length
of the keys depends on the GC implementation, and it is not predetermined.
However, some garbling optimizations do impose particular requirements on
the encryption scheme used. The real input values «, 8 in the truth table are
replaced in the garbled version by the corresponding encryption keys, as it is
shown in the first and second column of Table 3.1b. The keys corresponding
to the output wire w are double encrypted under both of the corresponding
input keys, using a Pseudorandom Function (PRF) on input the gate index g.
Finally, the key of the output wire w is added to create the ciphertext:

9o = Fey o ko s (9) + kug(a,)-

These ciphertexts form the last column of the garbled truth table (see Table 3.1b),
and they are sent to the evaluator, once they are permuted.

The garbler’s inputs are hardwired in the GC. For instance, if the input of the
garbler to a gate is the u wire, then they perform the encryption only under
the keys corresponding to the v inputs. What still remains to be hidden is the
order of the ciphertexts in the table, as this would reveal the garbler’s inputs
to the evaluator. Thus, to protect the garbler’s input from the evaluator the
ciphertexts are randomly permuted using so-called permutation or masking
values chosen by the garbler, and denoted by A. In the binary circuit case, the
permutation values are random bits, while in the arithmetic circuit case we aim
at acquiring a rotation of the table rows. The permuted, based on the masking
values, garbled table that is sent to the evaluator is shown in Table 3.1c.

For the GC evaluation phase, the evaluator receives the keys corresponding
to its inputs, via OT, so that the garbler remains oblivious to the evaluator’s
inputs, while the evaluator does not learn the keys for any values other than the
ones corresponding to its own inputs. Using these keys, the evaluator decrypts
gates as follows: ga.5 — Fi, . k.5 (9). The result of this decryption is a key
that can be used to decrypt the next gate in the circuit, together with the
corresponding output key of the next gate, which the evaluator has received
from the garbler. In this gate-by-gate manner the evaluator walks through the
GC, until the key of the final output gate is obtained.

To correctly evaluate the garbled gates, the evaluator needs next to the output
key, also a so-called external or signal value, denoted by e, which is the real
value v, masked with the masking value A; that is, e = v + A. This is because
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0 |p—1] g0,p—1)

p—1] 0 9(p—1,0)

p—1|p—1|glp—1p—1)

(a) Truth Table of an arithmetic fan-in-2 gate with input and output wires € F,.

| kua | kup | 9o.8 = Fruakus (9) + Kug(a.p) |
Ku,0 kuv,0 90,0 = Fly o ko (9) + K g(0,0)
kuO kz;,.p;l Jo,p—1 = Fku,o,kv,;,:l (9) + Kuwg0p-1)
kl;,.p;l 1;7;,.0 p—1,0 = Fku,p,l,l;,;;) (9) + kw,g(p—1,0)
k1;7.p;1 kup-1 | Gp-1,p-1 = Fku,p,l,kv',;,;l (9) + kw g(p—1,p-1)

(b) All possible combinations of the secret keys on the input wires, for real input
values «, and 3, together with the corresponding garbled output presented in the
third column.

l Ga,B :Fku,aakv (g)+(kw‘g(n—ku,ﬁ—)\v)+/\wHg(a7)‘u:ﬁf)‘v)+)‘w) ‘

90,0 = Fi, 0.ky.0 (9) T (Kuw, (0= A, 0= Ap) 420 119(0 = Aats 0 — Ap) + Ayy)

90.p—1 = Fiy gy p1 (9) + (Kug0—2u,p=1=20)+20 [19(0 = Au,p = 1 = Xy) + Aw)

9p—1,0 = Fi, 1 kp 0 (9) + (ku,g(p=1=rp,0=20) 420 1P =1 = A, 0 = Ay) + A)

Ip-1.p-1 = Fl, 1y o1 (9) + Kugp—1-2up—1-20) F20 9P =1 = Xu,p = 1 = X)) 4+ Aw)

(¢) Permutation of the garbled output presented in Table 3.1b, so that it can be sent
to the evaluator without revealing information about the order of the ciphertexts.

Table 3.1: Arithmetic garbling representation via the Truth Tables’ transition.

the evaluator needs to learn which ciphertexts to decrypt for each gate, despite
the rows of the garbled table being permuted. The ciphertexts are then

Ea,,@ = Fku,a,ku,ﬁ (g) + (kw,g(af)\u,ﬁf)\v)Jr/\w (g(a - )\ua B - )‘v) + /\w) 5

where g(a — Ay, 8 — Ay) + Ay is the external value representing the masked
output wire, as shown in Table 3.1c. This is a generalized representation of
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Beaver et al’s point-and-permute technique [5], which applies both to binary
and to arithmetic GC’s.

3.3.1 Half-Gates

The half-gates technique, introduced by Zahur et al. [100], is the first garbling
technique that allows AND gates to be garbled at the cost of two ciphertexts
(instead of the straightforward implementation incurring a communication cost
of four ciphertexts), while being compatible with the free-XOR technique. The
half-gates technique extends from the binary to the arithmetic garbling case,
where the garbling of a fan-in-2 multiplication gate with inputs in F, requires
2p ciphertexts, instead of p? ciphertexts that straightforward garbling would
require. The idea behind the half-gates is to exploit the asymmettry between
the information held by the garbler and the evaluator, in order to garble two
(asymmetric) gates, the addition of which is the desired multiplication result.

Informally, for a multiplication gate with input wires v and v, and output wire
w, where we denote again the signal value as e, the real value as v, and the
permutation element as A, we aim to have computed at evaluation time the
external value:

€y = Uy + A'w = UyUy + /\wa

and the corresponding keys. To this end, the first half-gate aims at computing
Uy (Vy + Ay ), and the second half-gate computes —A,v,,.

More formally, to design a half-gate, we observe what can be obtained from
products of external values with keys of input wires, i.e., from e, - ky¢,, Or
€y - Ky, . This is useful, because at the evaluation phase, the evaluator can
compute the product of an external value e, with a key k, ., to obtain a value
related to the product v, - v,, and then it can correct the errors incurred from
the masking values using garbled gates. Concretely, such a product gives us:

eukv,eu - (Uu + )\u)(kv,O + (UU + )\v))
= Uukv,O + )\ukv,O + Uy Uy + )\uv'u + Uu>\v + )\u/\'u

= Uy Uy + Uukv,() + vu>\v + AurUv + Aukv,O + >\u>\v
—_—— N~

Dependent on v, ~Dependent on v,  Dependent on neither

Recall that our goal is to obtain the output key kye,, = k0 + (A + v40,). In
this expression the challenging computation is the product v, -v,,. The half-gates
technique exploits the fact that at evaluation time the product e,k ¢, is easy to
be computed by the evaluator, and at the same time it contains the challenging
term v, - v, we are after. The remaining garbling aims at correcting the errors
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introduced by the computation of e,k e, , which incurs a lower communication
cost than straightforward garbling of multiplication gates, because these errors
are functions in the value of only one of the two real wire values v, or v,
together with the masking values, which are predetermined. This means that
the ciphertexts containing the “corrections” can be generated independently
for each pair of inputs in ]FIQ), requiring only p + p ciphertexts, instead of p - p
ciphertexts that would be required in the conventional garbling manner (i.e.,
for all possible cross-terms).

To obtain ky e, = ky,0 + (Aw + vy0y), for every v € F,, the garbler generates
two ciphertexts: one encrypting

kw,g,o + /\w - ((’Y - )‘u)(kv,o + /\v) + (/\ukv,o + /\u/\v)) )

and the other encrypting
kw,e70 - (7 - )"u)()\u) .

The output wire key is set to ky,0 := Ku,g,0 + Kw,e,0. The evaluator decrypts
the ciphertexts corresponding to v = e, for the first half gate, and v = e,
for the second. Since e, — A\, = v, and e, — A\, = v,,, the correct key can be
obtained by summing the two resulting plaintexts and the value e, ky.,. In
the original two-party garbling, one gate input comes from the garbler and
the other from the evaluator, meaning that the evaluator is also involved in
the garbling of the half gates. This results in reduced communication, because
each party knows one of the wire masks. In the multiparty setting, described
in the subsequent section, no party knows the wire masks, which makes the
setting more challenging. Still, the half-gates technique in the multiparty setting,
reduces the communication cost, in terms of number of ciphertexts that need
to be sent from quadratic (p?) to linear (2 - p).

3.3.2 Multiparty Garbling

In multiparty garbling, which is due to Beaver et al. [5], all parties act as garbler
and evaluator. Using MPC, each party generates keys for a circuit, and the
masking values are randomly chosen and secret shared among the parties (i.e.,
no single party knows the masking values). This way, for each gate, each party
holds n ciphertexts, indexed by j:

T =D Fu i, (90) + (Koo + (g0 = Xy 8= M) +Aa)
=1

Each party P; generates one set of keys, indexed by i¢. The external values
on the wires can be learnt by each party, by looking at the output plaintext
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m* from its own circuit; then they set e,, = (m’ — ki, o) and ki, . = m’. The
aforementioned construction is a generalization of garbling protocols over F.
Notice, however, that for a Boolean circuit, the half-gate technique is no more
efficient than the straightforward approach, except for the two-party setting,
where one party is the garbler and the other the evaluator, rather than all being
both, as in the multiparty setting.

3.4 Ingredients for Actively Secure MPC

This section presents the three main ingredients that allow us to construct MPC
protocols, secure in the presence of an active adversary, namely commitment
schemes, Message Authentication Codes (MACs), and Zero Knowledge Proofs
(ZKP). A more elaborate discussion on the active security model itself, and the
involved adversary types is given in Chapter 4.

3.4.1 Commitment Schemes

A commitment scheme is a cryptographic primitive, allowing a party to commit
to a certain value, while keeping it secret from the other parties in the protocol.
The commitment scheme serves to ensure that once committed, the parties can
no longer alter their inputs, upon observing the inputs of the other protocol
participants. The concept of commitments was introduced by Brassard et
al. [18]. Cryptographic commitment schemes need to satisfy two properties:

1. Binding: intuitively this property ensures that a party cannot change a
value or statement after they have committed to it; that is the party cannot
produce a proof that they commited to a value or statement different from
the original one. More formally, revealing two commitments Commit(m),
Commit(m'), where m # m/, should yield two different values.

2. Hiding: the commitment should not reveal any information about the
corresponding value or statement. More formally, two commitments
Commit(m), Commit(m') are indistinguishable to an adversary.

A commitment scheme is executed in two phases:

1. the commit phase, when the value or statement is chosen and specified;

2. the reveal phase, when the value is revealed and checked.
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3.4.2 Message Authentication Code

A message authentication code (MAC) is a short piece of information, often
referred to as the MAC, which serves —as the name implies— to authenticate
a message. Authentication means that the MAC ensures that the message
has not been altered, and that it indeed comes from the sender who claims
to have sent it. MACs are a symmetric key primitive, and thus require the
communicating parties to have established a common secret key prior to the
actual communication, which makes them different from digital signatures. For
a detailed discussion on MACs, we refer the reader to the book of Goldreich [54].
The use of MACs in the context of actively secure MPC is further discussed in
Chapter 5.

3.4.3 Zero Knowledge Proofs

A zero-knowledge proof is a protocol between two parties, called the prover and
the wverifier. In such protocols, the prover aims to convince the verifier that
they know a secret witness (e.g., secret key) for a public statement (e.g., public
key) without disclosing any information about the witness. The essence of
zero-knowledge lies in that at the end of running the protocol, the verifier learns
nothing beyond the truth of the statement. ZKP systems were first introduced
by Goldwasser et al. [57].

A ZKP system is expected to satisfy the following properties:

1. Completeness: The property of completeness ensures that if the statement
of the prover is true, a verifier will be convinced by the protocol, and
thereby will accept the proof. This is true under the assumption that
prover and verifier are following the protocol honestly.

2. Soundness: The property of soundness guarantees that if the statement of
the prover is false (i.e., the prover attempts to cheat), they cannot convince
an honest verifier except with negligible probability. This protects the
verifier from a malicious prover.

3. Zero-Knowledge: The property of Zero-Knowledge ensures that a verifier
learns nothing beyond the fact that the statement is true. This is usually
formalized by constructing a simulation algorithm that simulates the proof
without knowing the witness.

A Zero-Knowledge Proof-of-Knowledge (ZKPoK) system is a special case of
ZKP systems, where the verifier does not learn anything about the witness
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associated with the prover’s statement, other than the fact that the prover
knows the witness.

Proof-of-Knowledge (PoK) protocols can be either interactive or non-interactive.
In an interactive PoK system, which is also are known as a X-protocol (Sigma
Protocol), the prover and verifier interact in several rounds. Such protocols need
to satisfy Completeness, Special-Soundness, and Honest-Verifier-Zero-Knowledge
(HVZK) that are defined as follows:

1. Special-Soundness: Special soundness guarantees that if the prover does
not know the witness, they cannot convince the verifier about the public
statement. In X-protocols this is formalized by showing that there exists
an efficient extraction algorithm, so-called extractor, whuch given two
acceptable tuples of the protocol, can extract the witness.

2. Honest-Verifier-Zero-Knowledge: The property of zero-knowledge ensures
that if the prover has generated the proof honestly, the protocol transcript
does not reveal any information about the witness to the verifier. In
the case of X-protocols, this property is formalized by constructing a
polynomial-time algorithm, so-called simulator, which given an honestly
generated random challenge by the verifier, it can generate simulated
proofs that are indistinguishable from the real ones. Due to the need
for an honestly generated challenge by the verifier, this notion is called
HVZK, and it is weaker than the standard ZK.



Chapter 4

Provable Security

This chapter details how we model the adversaries acting against our MPC
protocols, based on their different behaviors, and the assumptions on their
powers. Then, it explains how security proofs are constructed, and focuses
on the Universal Composability framework, which is the most commonly used
framework to prove MPC protocols secure, during the last decade.

4.1 Adversary Models

First, we classify potential adversaries based on their behaviors and goals: Do
they wish only to learn information about the private inputs that the protocol
handles, or are they willing to actively deviate from the protocol to sabotage
its execution? Then, we discuss how many parties an adversary can corrupt,
and when they can be corrupted. Before we proceed with proving security, it
is also important to establish the assumptions on the computational resources
available to the adversary.

4.1.1 Adversarial Behaviors

The most commonly assumed adversarial behaviors fall under one of the following
two categories: passive adversaries, and active adversaries. However, there have
been also other types of behaviors identified in the literature, lying somewhere in
between these two extremes, with the most notable one being covert adversaries.

35
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e Passive adversaries, also known as semi-honest or honest-but-curious
adversaries are assumed to be able to corrupt parties in a way that allows
them to read the version of the protocol transcript of these corrupted
parties, but all protocol participants (even the corrupted ones) are assumed
to follow the protocol instructions correctly. Using the transcripts of the
corrupted parties, the passive adversary tries to learn as much information
as possible about the private protocol inputs, hence the name honest-
but-curious. Although this adversarial model allows us to build rigorous
security proofs, the assumption of following the protocol instructions
honestly is strong. To build practical protocols in terms of efficiency, this
was the standard adversarial model used in MPC in the previous decade.
Nowadays, this model is considered weak.

e Active adversaries, also known as malicious adversaries are the other
extreme. This type of adversary can corrupt parties in a way that allows
them to arbitratily deviate from the protocol instructions. Given the
weaker assumption of active corruptions, this adversarial model provides
stronger security guarantees. Clearly, the adversary is more realistic in
this model, and this is the reason why MPC protocols nowadays aim to
be proven maliciously secure.

o (Covert adversaries are assumed to be able to act maliciously, but when
they do so there is a certain probability that they will get caught. This
is essentially an attempt to bridge the two exremes of passive and active
adversaries, so that MPC protocols can be tailored to the security-efficiency
tradeoff that each application requires. This setting aims at modeling a
realistic adversary, where being caught comes with a penalty, therefore
minimizing the incentive for the adversary to cheat the more the probability
of getting caught increases.

4.1.2 Corruption Thresholds

One can assume any number of corruptions possible, as long as it applies to
a strict subset of the protocol participants. We denote by n the total number
of protocol participants, and by ¢ the bound on the maximum number of
corruptions allowed by the MPC protocol. Although we can have any number
of corruptions, as long as ¢ < n — 1, the most notable classes of corruption
thresholds are the following, ordered from the least to the most secure:

o Honest Supermajority refers to the case where ¢t < n/3, which means that
the adversary can corrupt strictly fewer than one third of the protocol
participants.
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e Honest Majority refers to the corruption threshold ¢ < n/2, where as the
name implies, the adversary can corrupt strictly fewer than half of the
parties.

e Dishonest Majority is the complementary of the previous case, where
t>n/2.

o Finally, the most stringent setting is called full-threshold, and it refers
to the case where the adversary is allowed to corrupt all but one of the
protocol participants, i.e., t =n — 1.

The special case of two-party computation is worth mentioning in this context, as
the full-threshold corruption, coincides with the dishonest majority corruption,
and essentially refers to the bound of a single corrupted party.

4.1.3 Timing of the Corruptions

Based on when an adversary is allowed to fix their set of corrupted parties, we
discern two types of adversaries:

e Static adversaries are assumed to decide on the set of corrupted parties,
and fix it, prior to the protocol execution. The sets of honest and corrupted
parties cannot be changed throughout the computation.

o Adaptive adversaries on the other hand are more powerful, having the
freedom to arbitrarily decide the particular parties they wish to corrupt,
and when to do so, throughout the whole protocol execution.

4.1.4 Computational Power of an Adversary

Adversaries are further classified based on the computational power we assume
they have access to, to attack our MPC protocols. The two main classes of
adversaries in this context are:

o Computationally-bounded adversaries, are assumed to be able to execute
only polynomially many (randomized) steps, and as such they are also
known as probabilistic polynomial-time (PPT) adversaries. This is an
attempt to realistically model the possible adversaries, as in practice an
adversary can only have access to limited computational power. In MPC
protocols and their security proofs we consider a so-called computational
security parameter, usually denoted by k, to quantify the computational
power of such an adversary.
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o Computationally-unbounded adversaries, as the name implies, are assumed
to have limitless computational resources. Although this adversary type is
too strong to exist in practice, this assumption serves for proving protocols
and cryptographic primitives secure. Concretely, protocols and primitives
proven secure under this assumption are shown to be unconditionally
secure, or information theoretically secure, and they enjoy the property of
perfect secrecy.

4.2 Security Proofs

Commonly, proving security of a cryptosystem is based on a reduction of
its security to a hardness assumption. This means that we show that a
cryptosystem is secure, if the hardness assumption holds. Relying on well
established hardness assumptions, instead of attempting to prove each individual
primitive or cryptosystem secure, adds to the credibility of the proofs, as the
hardness assumptions withstand years of cryptanalysis. In this section we review
the two main approaches to proving security: game-based, and simulation-based
proofs, focusing on the latter, which is the most common technique used to
prove the security of MPC protocols.

4.2.1 Game-Based Security Proofs

Game-based security proofs are designed in the form of a game, where an
adversary plays against a challenger. The goal of the adversary in this game
is the condition we are trying to prove that does not hold (i.e., breaking the
cryptosystem). The challenger provides the adversary with the view of the game,
based on the information that the cryptosystem would allow external parties
to observe. The proof in the end shows that the probability of an adversary
winning the game is negligible with respect to a predefined security parameter.

4.2.2 Simulation-Based Security Proofs

In the simulation-based security paradigm, we distinguish between two worlds:
the real and the ideal world. In the real world, the protocol is executed
interactively among the participants, while the adversary can observe all public
values exchanged, and all private values that corrupted parties input. In the
active security model, the adversary can also force the corrupted parties in
the real world to input whatever the adversary wishes. In the ideal world, the
protocol participants interact only with a trusted party instead of exchanging
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values with each other. Concretely, they query the trusted party, which
is designed to provide them with the correct answers or results, based on
their predefined functionality. To write a simulation-based proof, we need to
construct a simulator, showing that the protocol execution in the real world is
indistinguishable from the protocol execution in the ideal world.

This proof technique is successful, if we can show that the view of the adversary
in the real world is indistinguishable from their view in the ideal world, where
a trusted party is assumed. Then, the security of the protocol at hand is
guaranteed under the given assumptions. This is because indistinguishability,
in this context, shows that the adversary cannot derive any information from
observing the corrupted parties’ private values, or the public values of the
protocol transcript. In practice, we aim at constructing a simulator in the ideal
world, interacting only with the trusted party. For the messages that differ
in the ideal and real world, to win the game, the adversary should be able to
distinguish whether they are interacting with the simulator or with the real
world. The reduction here aims at showing that distinguishing between these
two views, would break one of the hardness assumptions we have made.

4.2.3 Modular Composition

The description of simulation-based proofs, given in Section 4.2.2 assumes that
the cryptographic primitive, or MPC protocol to be proven secure is executed
in isolation. Canetti [21] proved that the same security guarantees hold, even
if the MPC protocol is executed as part of a larger computation. The so-
called modular composition theorem allows us therefore to prove secure smaller
subprotocols that can be invoked by other, possibly secure, protocols, while
the security of the whole system is still guaranteed. However, this sequential
composition of protocols still assumes that the protocols are executed in the
stand-alone setting, meaning that no other messages are being sent, and no
other secure protocols are being executed at the same time.

4.2.4 Universal Composability

Although modular sequential composition is a very strong tool to build secure
systems composed by different subprotocols, excluding concurrent protocol
execution is a critical limitation. In practice, we wish to be able to prove
security even when protocols are executed concurrently and other messages
are also exchanged between the protocol participants at the same time. In
fact, it is desirable to parallelize as much of the computation as possible for
efficiency reasons, without negatively affecting security. To this end, Canetti [22]
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introduced the notion of universal composability (UC) and showed that protocols
proven secure in this framework, remain secure even when executed in parallel
with other (secure) protocols, or other instances of themselves.

To serve this more stringent UC framework, the simulation-based paradigm
of the stand-alone setting is augmented with an additional entity called the
environment. In the universal composability setting, the ideal vs. real world
views should remain indistinguishable to the adversary, but they should also be
indistinguishable to the environment. The environment is yet another observer,
like the adversary, but its powers are enhanced. The environment is allowed
to interact with the adversary, and force them to take action. In addition,
the environment may force the inputs of the honest parties, and observe their
outputs. However, the environment is assumed to not have access to any
intermediate results or communications between the honest parties. Essentially,
the environment tries to capture anything external to the protocol during a real
execution, to serve the UC framework in that security is preserved, regardless
of other corrupted entities that may be observing the parallel executions.






Chapter 5

MPC in the Preprocessing
Model

In this chapter we discuss the construction of MPC protocols in the preprocessing
model. The preprocessing model is the most common way to construct
MPC protocols in the last decade. We focus on this paradigm, because the
contributions of this thesis are based on the preprocessing model as well. The
reason why this paradigm has become so popular is because it increases the
efficiency of MPC protocols. In the preprocessing model the MPC computation
is divided into two parts: the offline or preprocessing phase, and the online
phase. The offline phase is input independent, and entails the evaluation of
the desired function on random inputs, which can be efficiently derandomized
in the online phase. MPC in the preprocessing model aims at increasing the
overall efficiency of MPC protocols, but the focus lies on the online phase. The
goal here is to satisfy a practical need for fast evaluation of functions once the
parties’ inputs are known, at the cost of a relatively slower offline phase, which
can take place anytime prior to the actual online execution.

In the rest of this chapter we present functionalities and protocols in the
preprocessing model, providing security against an active, static adversary in
the full-threshold setting (i.e., who can corrupt up to n — 1 out of the n protocol
participants). We assume an additive secret sharing scheme implementing the
MPC functionalities, and denote the authenticated sharing of a value z as [z].
Each party P; then holds a share z; € I, such that x = Z?:l ;.
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5.1 The Arithmetic Black Box Model

As discussed in Chapter 4, to prove a MPC protocol secure, we first need to
model what it is expected to do, using a so-called functionality. The functionality
models what the trusted party of the ideal world should provide the protocol
participants with, based on the requested commands. Here we model the most
common functionality for arithmetic MPC over any field F, which is known
as the Arithmetic Black Box. This functionality is denoted as Fagg and it is
presented in Figure 5.1. In the functionality, we denote by S the ideal world
adversary.

Functionality Fagp

Initialize: On input (Init,F) from all parties store the field F and initialize a new
database, DB := @.

Input: On input (Input, i,id1,...,idg, z1, ... x¢,sid) from P; and
(Input,4,idy,...idg, L,sid) from all other parties, where z; € F and id;
are distinct new identifiers, append the ¢ entries (id;, z;) to the database DB.

Add: Oninput (Add, idz,idy,id-,sid) from all parties, where id; and id, are identifiers
in the database and id, is a new identifier, retrieve (id;,z) and (idy,y) from
memory and append the entry (id.,x + y) to the database DB.

Multiply: On input (Multiply, id,idy,id,sid) from all parties, where id, and id,
are identifiers in the database and id, is a new identifier, retrieve (idy,z) and
(idy,y) from memory, compute z := x - y, and append (id:, z) to DB.

Output: On input (Output,idg,sid) from all parties, retrieve the entry (ids,z) from
DB, send z to S, and await a message OK or Abort; if the message is OK then
send x to all honest parties, and otherwise send the message Abort to all honest
parties and halt.

Figure 5.1: Arithmetic Black Box Functionality.

5.2 Active Security

For actively secure MPC protocols, authentication is required. Authentication
provides us with a guarantee that the parties cannot change their inputs,
or intermediate values needed for the computation, during the protocol
execution. To this end information theoretic MACs are being generated (see
also Section 3.4.2 for an explanation on MACs). Then, we need to check these
MAC:s to confirm that parties did not cheat during the protocol execution by
altering their inputs or providing inconsistent intermediate values during the
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computation. To maintain the linearity of the additive secret sharing scheme,
so as to be able to evaluate linear functions locally on the shares, without
any communication between the parties, the MACs must also be linear. The
literature on preprocessing-based MPC offers two ways of deploying MACs for
active security: using pairwise MACs, where each share is individually MACed,
or using global MACs, where the actual input values are MACed, and the
computed MACs are afterwards also shared.

5.2.1 Pairwise MACs

Following the paradigm of the well-known BeDOZa protocol [9], pairwise MACs
can be generated and verified as follows. The MAC key K is a random pair
K = (o, B) € F2. The MAC on a value z is then generated as: MACk (z) =
ax + f € F. To apply now this MACing scheme we have one party P; holding
the share z, and the MAC MACk (), while another party P; holds K. This
way when P; reveals their share to P; they can no longer lie about it, as the
MAC verification would reveal such a cheating attempt. To preserve linearity
of the MACs we fix the a component of the key, so that we can add the MACs
and get as the sum a valid MAC on the sum of the underlying shares.

When pairwise MACs are used, a sharing of the secret value x is represented as:

[2] = {zi, {K7,, MAC,; ()} i

Thus, for every share x;, all parties P; # P; hold a MAC key K ,» while party
P; holds their own share z;, and a pairwise MAC MAC Ki, (x;) Wlth each of the

other parties P;. Although effective, pairwise MACs are inefficient, since for
every input x we need to generate, exchange, store, and verify O(n ) MACs.

5.2.2 Global MACs

Global MAC s, first introduced in the original SPDZ protocol [35], overcome
the efficiency limitations of pairwise MACs in the following way: instead of
many two-component keys K = (o, 3) € F? (one for each pair of parties), they
have one single MAC key a € F, which is secret shared among the protocol
participants. Moreover, instead of MACing every share individually, the actual
secret value z is being MACed. The parties also hold a share of the MAC key
a € F, but this is global (i.e., a single MAC key for the whole computation,
regardless of the number of inputs, or circuit gates). This results in a sharing

of the following form:
[z] = {xi;, MAC,(2); } 11,
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where MAC,,(z); is the i*" additive share of the MAC on .

Global MACs, as it can be seen from the sharing representation, immediately
reduce the communication, computation, and storage cost compared to the
pair-wise MACs from quadratic to linear in the number of parties. To ensure
correctness of the MACs during the protocol execution, the MAC key « should
remain secret for as long as computations are being performed and parties may
change their inputs. SPDZ [35] addresses this challenge by opening the MAC
key only during the Output command, when no more computations are going to
take place in the protocol, and therefore also restricting the Output command
to be invoked only once. The actual checking of the MACs takes place also via
the Output command.

5.3 Online Phase

The online phase of MPC protocols is constructed in the Fpre, hybrid model,
meaning that for the online phase execution we need to invoke the Fpyep
functionality, which models the preprocessing phase. We elaborate on the
preprocessing phase in Section 5.4. The protocol for the online phase essentially
realizes the Fagg functionality. Here we focus on the so-called SPDZ family of
protocols [9, 35, 81, 48, 66, 67], and detail the online MPC protocol, based on
global MACs, in Figure 5.2. Following standard notation, we denote the MAC
on a value z as y(x), and the i*" share of that MAC as ;(z). Note that in this
protocol the MAC-checking procedure is deferred to the end of the protocol;
thus, any intermediate values that get reconstructed from the parties’ shares
are unauthenticated.

Protocol Ignjine

Initialize: The parties invoke Fpyep.Init(F), receiving the shared secret key [o], where
each party P; receives a share a; s.t. a = Z" «;; a number of multiplication

i=1
triples ([a], [b], [c]), and mask values (r, [r]).
Input: To share an input z, party P; takes an available mask value (7, [r]), of which
only P; knows the secret value r and does the following:

1. Broadcast € <—x — 7.

2. The parties compute x; < 7; + €.

3. The parties compute the MAC shares v;(z) < a; - € + v (7).
4. The parties store [z] as {z;,vi(z)};

Add: On input ([z], [y]), locally compute [z + y] + [z] + [v]-
Multiply: On input ([z], [y]) the parties do the following:
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1. Take one authenticated multiplication triple ([a],[?],[c]) from the
preprocessing, s.t. ¢ = a - b, compute [e] < [z] — [a], [p] + [¥] — [0],
and open these shares to get €, p, respectively.

2. Set [z] « [c]+e€-[b]+p-[a] +e€-p, as the resulting sharing of the multiplication.

Output: To output a secret [z] all previously opened values are being checked:

1. The parties compute a random linear combination of all opened values in the
protocol.

2. The parties commit on the MACs of their shares of the linear combination.

3. Then, the sharing of the MAC key [o] is opened, and the linear combination
is checked over the MACs, using the opened MAC key.

4. If the previous check was successful, all parties broadcast their share x;, check
the open value x as previously, and if this last check fails they Abort; otherwise
they output z.

Figure 5.2: Protocol for the online MPC phase.

5.4 Preprocessing Phase

The goal of the preprocessing phase is to increase the efficiency of the online
phase, by producing input independent material that can be used in the online
phase to randomize the circuit. Concretely, two of the main online operations
supported can benefit from this approach: the Input, and the Multiply operations.
For the Input operation the preprocessing phase provides the so-called mask
values. A mask value is a random value r € F additively secret shared among
all parties, such that all parties hold a share r;, and the party P; who wishes to
share a private input also holds the secret value r. For the Multiply operation the
preprocessing provides us with the so-called multiplication triples, a technique
due to Beaver [3]. A multiplication triple is a set of values (a, b, ¢) € F? additively
secret shared among the protocol participants, such that ¢ = a - b. These can
be used as shown in the online phase to randomize the real protocol inputs
of a multiplication gate, so that privacy is maintained when opening them to
compute the sharing of the product. The preprocessing functionality Fpyep is
listed in Figure 5.3.



PREPROCESSING PHASE 47

Functionality Fprep

Initialize: On input (Init,F) from all parties store the field F, randomly sample
a; € F,Vi=1,...,n, compute the global MAC key a := Z:.;l «; and initialize
a new database, DB := @.

Mask: On input (Mask, 7, idr,sid) from all parties, where id, is a new identifier in
the database, call Sample(id;), append (id,, ) to DB, send 7 to P;, and [r] to all
parties P, =1,...,n.

Triple: On input (Triple,ida, idp, idc, sid) from all parties, where idq, idp, and id. are
new identifiers in the database, call Sample(ida), Sample(idy); compute ¢ := a - b,
and sample uniformly authenticated shares [c] = (¢;,7i(c)), s.t. ¢ = E?Zl ¢
and y(c) = Z?zl vi(c); append (idg, a), (idp, b), (idc, ¢) to DB; and send the triple
([al, [6], [€]) to all parties P;,i =1,...,n.

Internal Procedure:

Sample: When (Sample,id;) is invoked, randomly sample z; € F,Vi = 1,...,n,
compute z = Z?zl x;, compute v(z) := o -z and set each MAC share v;(x)
uniformly s.t. Z:;l ~i(z) = vy(z). Then store the authenticated shares [z] =

(zi,7vi(x)).

Figure 5.3: Preprocessing Functionality.

To create the multiplication triples in the preprocessing, two approaches have
been taken: based on OT [81, 48, 66], and based on SHE [9, 35, 67].

5.4.1 OT-based Preprocessing

OT-based preprocessing is based on Gilboa’s multiplication protocol [52], and
the primitive known as OPE (Oblivious Polynomial Evaluation), discussed
in Section 3.2.5. OT-based preprocessing requires pairwise communication
channels between the parties. First each pair of parties needs to engage in a
2PC multiplication protocol, which outputs an encrypted sharing of the product
of their inputs. The underlying encryption scheme used in the OT protocol must
be linearly homomorphic to allow the evaluation in a single communication
round. This extends from the two-party to the multiparty setting, by having each
ordered pair of parties invoking the abovementioned 2P C multiplication protocol.
Given the pairwise communication channels requirement, this approach may
be more suitable for two-party computation, but considering MPC, it does not
scale well in the number of parties.
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5.4.2 SHE-based Preprocessing

SHE-based preprocessing has more stringent requirements for the encryption
scheme. Concretely, a linear homomorphic encryption scheme does not suffice,
but it can be implemented with a depth-1 SHE scheme (i.e., the SHE scheme
must be parametrized to correctly allow the computation of one secret-secret
multiplication). Using the depth-1 SHE scheme, we can now compute the
multiplication on the encrypted values, and then perform distributed decryption,
so that each party obtains a share of the desired product. This is done without
deploying OT, which eliminates the need for pairwise communication channels,
and allows us to use a broadcast channel among the parties. Hence, SHE-based
preprocessing is more efficient for MPC applications, especially as the number
of parties n grows.






Chapter 6

Conclusion and Future Work

6.1 Conclusion

In the last decade MPC started turning from a theoretical concept into
practical solutions. Nowadays MPC protocols have expanded from mere
theoretical constructs, or proof-of-concept implementations to actual company
services deployed on a wide range of privacy-preserving applications [32, 95, 89].
Although we can argue that the field is reaching maturity, there is room for
improvement both on the technical, or scientific side, as well as on the societal
acceptance of the technologies in question.

As discussed in Chapter 1, there are two ways one can approach the research
challenges and devise solutions in MPC: either look at a particular problem,
and tailor the MPC solution fully to the setting, so as to get optimal results
for the scenario at hand, or aim at improving a particular MPC primitive,
which is of more general interest and can be applied on different application
scenarios. Either way, the results are beneficial to the research community and
the general development of the field. Interestingly, one may begin a research
project focusing on a particular application scenario, and by digging deeper
into the details of addressing the problem one may still invent a primitive of
more general interest. Vice versa, one may attempt to invent a new primitive,
and instead end up with a construction that only serves particular application
scenarios.

We now take a closer look at the conclusions drawn by the concrete contributions
of this thesis. Our work on privacy-preserving genome-wide association studies,
showed that secure computation, and in particular both HE and MPC are
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mature enough to be deployed on large-scale applications, with realistic, stringent
security requirements, and at the same time realistic scalability. The comparison
between the two approaches confirmed that MPC outperforms HE, despite
certain optimizations that we adopted for the secure HE comparisons —a crucial
component of the protocol in terms of computational cost. However, while
total execution time of the protocol is of utmost importance, we should not
underestimate the significance of the commmunication cost: while HE does
not require any communication during the protocol execution, MPC requires
the parties to synchronously and interactively execute the protocol. Moreover,
the security guarantees that the two approaches may offer are different: while
HE assumes that the computation party is semi-honest, MPC can offer active
security guarantees, which we opted for in this particular application.

When considering interdisciplinary research, where secure computation is only
one of the components that affect the effectiveness and efficiency of a solution,
leveraging the advances of the complementary research disciplines can improve
secure computation solutions. Our image classification protocol, although simple,
outperformed the state-of-the-art privacy-preserving classification techniques
both in terms of efficiency, and in terms of classification accuracy. While the
related work focused on producing secure classification algorithms equivalent
to the ones developed by the machine learning community, we approached the
problem differently by looking at how can we achieve the same accuracy results,
efficiently in the privacy-preserving domain. In this attempt we discovered that
we could leverage the techniques of transfer learning, to prepare our private
data in the plaintext domain, without compromising privacy. The related work,
on the other hand, focused on closely resembling the neural network techniques
used in the plaintext domain, but translated into secure protocols. This way
they ended up implementing complex, and therefore also less efficient functions
in the privacy-preserving domain.

Many works in secure computation have shown that particular approaches,
especially related to data representations execute some tasks efficiently, while
they perform poorly at other tasks. Specifically, Boolean circuits are more
suitable for non-linear operations, while arithmetic circuits are significantly more
efficient than Boolean circuits when it comes to linear operations. Given that
most modern applications require the execution of a combination of linear and
non-linear tasks, finding ways to bridge these two representations is imperative.
Our work on multiparty arithmetic garbling indeed makes a contribution towards
this end, by proposing a design for a garbled selector gate —more efficient than
the one proposed in prior work— which allows this interfacing between arithmetic
and Boolean gates.
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6.2 Future Work

In this section we discuss possible future work that would be a useful follow up
for our research.

Switching protocols. Although switching protocols, and frameworks to
combine different secure computation methods already exist, this particular
subfield is young and it requires further exploration. A few years ago, one of
the first encryption switching protocols appeared [29], consisting of a MPC
protocol that facilitates switching between an additively homomorphic and
a multiplicatively homomorphic encryption scheme. In this thesis, we have
concluded that switching between arithmetic and Boolean representations is
needed for modern secure applications. Although we proposed a particular
garbled gate, namely a selector gate, serving as an interface between Boolean
and arithmetic representations, a seamless and efficient conversion between
the two representations remains an interesting open problem. We have also
discussed the already existing seamless combination of SHE with MPC, where
SHE serves as the main tool to create preprocessing material for MPC protocols.
Moreover, there exist secure computation frameworks where secret-sharing based
and garbling-based sub-protocols can be combined [39]. Hence, the combination
possibilities between different representations, or different computation methods
are numerous. It remains interesting to study how one computation, or
representation method can benefit from the other, and how they can be combined
to create efficient secure computation protocols.

Secure computation for non-linear functions. While in certain application
scenarios computing a simple statistic, represented by a low-degree polynomial,
may be sufficient (e.g., the x? statistic in the genomics application we considered
in this thesis), the need to securely evalutate more complex functions increases.
The readiness of secure computation to be deployed for computations on
sensitive data needed by the scientific community (e.g., machine learning,
epidemiology, statistics, genomics, etc.), highly depends on whether we can
efficiently compute non-linear functions in the privacy-preserving domain. It is
therefore an interesting open problem to improve the current MPC protocols in
terms of their ability to deal with non-linear functions efficiently. For instance,
one can consider as a stepping stone a heavier preprocessing phase, that can be
executed well ahead of time, to facilitate an efficient online computation (e.g.,
preprocessed look-up tables have been already proposed in the literature [34, 64]).

Preprocessing material for MPC protocols with flexible number of
communication rounds. Currently, we can either opt for MPC protocols
with constant number of rounds, following the garbling paradigm, or we can opt
for protocols, where the number of rounds is linear in the depth of the circuit to
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be computed, following the secret-sharing paradigm. This leads to the general
rule of selecting one of the two options based on the network over which our
MPC protocols will be executed: when we have a high-latency network (e.g.,
a Wide Area Network - WAN) then GC may be preferred; when we have a
low-latency network (e.g., a Local Area Network - LAN) then secret-sharing is
preferred. One reason why we are faced with this binary decision is that the
preprocessing phase of secret-sharing based MPC creates material for treating
at most quadratic functions in the online phase. It is therefore inevitable for the
number of communication rounds to depend linearly in the depth of the circuit
to be computed. Hence, an interesting research direction is to explore how we
can devise flexible MPC protocols anywhere between the two extremes of the
spectrum. Creating preprocessing material for higher degree functions, will allow
one to decide to trade additional preprocessing time for a more efficient online
phase that completes its execution in the desired number of communication
rounds.

MPC for machine learning applications. Privacy-preserving machine
learning (or artificial intelligence - AI) is currently on the rise, as the societal need
for them is becoming more and more urgent. For example, we are surrounded
by smart applications and IoT devices, all of which make decisions based on
some kind of machine learning algorithm. Given the vast data collection that
these applications require for their training phase, but also the potentially
sensitive conclusions that they draw during classification, privacy is an essential
consideration. Secure machine learning offers a wide range of applications, as
the security requirements differ from setting to setting, and there are different
protocols to be securely implemented: protocols for the training phase, or
protocols for the classification phase. As we concluded also in this thesis,
efficient and accurate solutions can be constructed by leveraging the advances in
both the MPC field and the machine learning field, and wisely combining them
together. Exploring this area of privacy-preserving Al is indeed an interesting
future direction.

It is the most interesting to consider what we can still do to improve and
advance the field of secure computation. However, we should also recognize the
limitations of our research area, and we should make sure to clearly communicate
those to any parties interested in this field. The two most profound limitations
of MPC, which are also inherent are the following:

1. MPC protects the private inputs of the involved parties, and guarantees
that nothing can be learned by observing the execution of the MPC
protocol, but as the output gets revealed (publicly, or to a subset of the
MPC participants), whatever can be inferred from this output cannot be
protected. In fact, the MPC parties may infer more information than
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external observers, as they can combine their knowledge of the output,
with their knowledge of their own private inputs.

. MPC allows the protocol participants to input their private values. Even

when considering actively secure MPC protocols, which check whether a
party tries to cheat, MPC does not provide any mechanism to force the
participants to input their “true” private values. MPC can only check
whether these inputs are being consistently used throughout the protocol,
but it cannot enforce honesty as far as the parties’ inputs are concerned.
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Abstract. The deployment of Genome-wide association studies (GWASs) requires
genomic information of a large population to produce reliable results. This raises
significant privacy concerns, making people hesitate to contribute their genetic in-
formation to such studies. We propose two provably secure solutions to address this
challenge: (1) a somewhat homomorphic encryption (HE) approach, and (2) a se-
cure multiparty computation (MPC) approach. Unlike previous work, our approach
does not rely on adding noise to the input data, nor does it reveal any information
about the patients. Our protocols aim to prevent data breaches by calculating the
X2 statistic in a privacy-preserving manner, without revealing any information other
than whether the statistic is significant or not. Specifically, our protocols compute the
X2 statistic, but only return a yes/no answer, indicating significance. By not reveal-
ing the statistic value itself but only the significance, our approach thwarts attacks
exploiting statistic values. We significantly increased the efficiency of our HE proto-
cols by introducing a new masking technique to perform the secure comparison that
is necessary for determining significance. We show that full-scale privacy-preserving
GWAS is practical, as long as the statistics can be computed by low degree poly-
nomials. Our implementations demonstrated that both approaches are efficient. The
secure multiparty computation technique completes its execution in approximately
2 ms for data contributed by one million subjects.

1 Introduction

The goal of a genome-wide association study (GWAS) is to identify genetic
variants that are associated with traits. Large-scale sequencing provides reliable
information on single nucleotide variants (SNVs). To date, researchers worked
mostly on identifying genetic alterations which lead to classification of SNVs
and SNPs (single nucleotide polymorphims). Therefore, when we mention SNVs
we refer to both frequent SNPs, and less frequent SNVs. A common approach is
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to divide the population into a disease, and a healthy group based on whether
the individual has the particular disease. Each individual gives a sample DNA
from which millions of genetic variants (i.e., SNVs) are identified. If a variant is
more frequent in individuals with the disease, it will likely be associated with the
specific genetic disorder and be classified as a potential marker of the disease.

1.1 Motivation for the distributed setup with secure computations

Having a large population size is crucial for GWAS, because it allows to improve
the accuracy of identified associations, especially for rare genetic disorders. Two
recent developments result in a significant increase of the available data for
GWAS: First, the development of cheap next generation sequencing (NGS). Sec-
ond, the creation of distributed genomic databases, which enable pooling of data
from many hospitals, and research centers, further increasing the population sizes
of the studies by 10-50 times. Several such distributed databases have recently
been proposed, including NGS-Logistics [4], Elixir, and GA4GH Beacon [39].

In studies like GWAS, which use personally identifiable genetic markers of the
participants as input, the privacy of the patients and protection of their sensitive
data becomes of great importance. It has been shown by Malin et al. [33], that
releasing the raw data even after removal of explicit identifiers, does not protect
an individual from getting identified. The classical approach to solve this privacy
problem involves a trusted third party who first collects both the SNV, and the
trait data, then carries out the statistical test, and finally either a) only reveals
the very few SNVs that have statistically significant association or b) reveals
all aggregate data on SNVs but masks them with sufficient noise to guarantee
differential privacy. For example, previous works by Uhlerop et al. [40], and by
Simmons and Berger [38] have focused on computing a differentially private x?
test. However, setting up such a trusted third party has significant legal, and
technical difficulties given the sensitive nature of the underlying data.

The aforementioned privacy concerns make both individuals and medical cen-
ters hesitant to share this private data. Hence, centralized (third party) datasets
collected for research purposes remain small. Our goal is to address this chal-
lenge, in a way that the data can be shared without trusting an external third
party. In our setup, the medical centers aggregate and encrypt or secret share
the patient data before sending it to a third party for research purposes. This
ensures the privacy of the input data, because the only party with access to the
raw input data is the medical center which gathers it. Hence, our distributed
solution allows to combine input data from different medical centers to con-
struct a large dataset for research, while eliminating the privacy implications.
Our solution can even scale up to millions of patients, and perform millions or
tens of millions of hypothesis tests per day. This enables the first step towards
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large-scale distributed GWAS, where multiple medical centers contribute data,
without relying on a trusted third party. Such large data collections would also
allow association studies on rare diseases.

Another reason to opt for our secure computation solution instead of the
trusted third party one, is that the latter does not provide defense against ma-
licious agents or operating system bugs, which might result in leakage of infor-
mation. In our case, such a mishap would reveal encrypted values (or shares of a
value, resp.), which essentially provides no information to the adversary, as long
as the secret key is not comprimised (or the adversary has fewer than n shares,

resp.).

1.2 Motivation for the yes/no response

Studies related to GWAS raised even more privacey concerns. Research has
brought to light that releasing aggregated statistics related to GWASs leaks
information in an implicit way. Therefore, it is not enough to protect only the
input data; care has to be taken when releasing aggregated results to the public,
as well. The work of Homer et al. [23] showed that the presence of an individual
in the case group can be determined from the aggregated allele frequencies.
One can argue that this attack requires an adversary to have at least 10,000
SNVs from the victim. However, we assume that with the current sequencing
techniques, this is no longer a challenge and hence Homer’s attack is posing a
real threat nowadays. By computing with encrypted or secret shared data, and
only revealing a boolean value indicating significance, we prevent adversaries
from obtaining the aggregated allele frequencies, thus protecting against Homer’s
attack.

Shortly following Homer’s attack, Wang et al. [41] reported an attack based on
statistical values reported in GWAS papers. Even though, the attack of Wang et
al. [41] requires more statistical data than what our solution would reveal, such
developments show that we need to be careful with the amount of information
we publish. Our solution anticipates future statistical attacks, by not publishing
any statistic values at all.

1.3 Additional properties of the our setup

Our proposal consists of a cryptographic approach, where the trusted third party
performing research is replaced by a privacy-preserving system, which receives
the input in encrypted (protected) form from a set of distributed parties (e.g.,
hospitals), performs the y? test, and only publicly discloses whether the current
test is significant or not. Since nothing except the final answer is revealed during
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the execution of our protocols, the proposed system enjoys various security guar-
antees, even against malicious agents who gain access to the servers executing
the system.

Even though the aforementioned attacks show it is not a good idea to reveal
the x? value, the value itself would be highly interesting for research purposes.
Therefore, it is worth mentioning that our current system can be easily adapted
to return the significance value itself. However, since revealing the values can
cause privacy issues, we suggest to incorperate an authentication process to the
system if the x? value should be revealed. This way the access to the actual
values can be restricted to authenticated users. As such, the researchers can have
access to the actual result, while it stays hidden from the public and therefore
cannot be abused in an attack like the aforementioned ones.

By only revealing the yes/no answer, our system indicates whether the SNV
is a possible marker. To determine whether or not this SNV is actually causally
linked to the disease more statistics need to be computed. Therefore, we assume
that for the selected SNVs —indicated by our system— the researcher would re-
quest specific patient data from the different centers for further analysis. We
assume this will happen with the current techniques for requesting data for
GWASs. However, we expect patients to be more inclined to share their data for
research, even despite the potential privacy concerns, when the researchers ex-
plain to them, with the aid of the public tables, that their data is highly relevant
for the study of a specific disease.

Additionally, it is common practice in GWASs, and more general bioinfor-
matics studies to publish only when significant results are found. This means
that all the insignificant (yet identified) results are not published, despite the
fact that they could also contribute in finding, or eliminating interesting correla-
tions. In fact, a non-significant correlation between a genotype and a phenotype
can serve as a proof that a certain mutation is not related to a disease. Our
solution comes to bridge this gap, as we aim to construct a public table, listing
all possible mutations, versus all possible phenotypes, and indicating whether
the initial relationship between them (indicated by the x? test) is significant or
not. By publishing also the insignificant results in our public table, mutations
not related to phenotypes can be immediately shown, allowing the researchers
to discard them, and focus only on the significant ones.

To allow for a privacy-preserving system addressing our challenges, we pro-
pose two secure approaches: one based on homomorphic encryption (HE), and
one based on multiparty computation (MPC). We also compare their security
guarantees, and their efficiency in terms of execution time of practical imple-
mentations. Homomorphic encryption refers to a set of cryptographic tools that
allow certain computations to take place in the encrypted domain, while the re-
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sulting ciphertext, when decrypted, is the expected (correct) result of operations
on the plaintext data. Secure multiparty computation aims at allowing a similar
functionality, amongst several mutually distrusting parties, who wish to compute
a function without revealing their private inputs. With the latter approach, com-
munication between the computing parties is required for the execution of the
cryptographic protocols.

In the MPC setting, there are two main security models used, offering pas-
sive, or active security, respectively. Passive security, also known as security
in the semi-honest model, assumes that the protocol participants are honest-
but-curious. This means that they are trying to collect as much information as
possible from the protocol execution, but they do follow the protocol instruc-
tions honestly. Active security, also known as malicious security, offers stronger
security guarantees, assuming that adversaries or corrupted protocol partici-
pants may arbitrarily deviate from the protocol instructions. In both security
models, we can build protocols assuming an honest majority of the protocol
participants, or a dishonest majority. Our solution with MPC offers the highest
security guarantees being built in the malicious model, with dishonest majority.

Specifically, we make the following contributions:

— We propose the first somewhat homomorphic encryption approach to with-
stand GWAS attacks such as the ones described by Homer et al. [23].

— We develop a multiparty computation solution for GWAS that is efficient for
realistic sample sizes.

— We propose a new masking technique to allow efficient secure comparisons.

— We compare the security, and efficiency of HE and MPC on a real-life appli-
cation.

— We demonstrate the practicality of our solutions, based on their short running
times, which are in the range of 1.9-2.4 ms for the MPC approach.

— We show that our solution scales logarithmically in the number of subjects
contributing their genetic information, allowing us to treat current population
sizes, and being able to scale to larger (future) GWASs for millions of people.

2 Related Work

2.1 Homomorphic encryption approach

There has already been some work on using homomorphic encryption to preserve
the privacy of the patients while performing statistics on genome data. Kim et
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al. [28] present the computation of minor allele frequencies, and the y? statistic
with the use of the homomorphic BGV and YASHE encryption schemes. They
use a specific encoding technique to improve on the work of Lauter et al. [29].
However, they only compute the allele counts homomorphically, and execute
the other operations on the decrypted data. Another work on GWASs using
fully homomorphic encryption was published by Lu et al. [31]. They also start
from encrypted genotype/phenotype information that is uploaded to a cloud for
each person separately. Then they perform the minimal operations necessary
to provide someone with access to the decryption key with the necessary val-
ues to construct the contingency table for the requested case based on the data
present on the cloud. Hence, when performing a request, the scientist gets three
encrypted values, and based on those he can, after decryption, reconstruct the
contingency table, and compute the x? statistic in the clear. These solutions are
not resistant to attacks like the one described by Homer et al. [23]. Our solu-
tion improves on these previous works by performing the x? computation in the
encrypted domain, and revealing only whether or not the y? value is significant
for this case, which makes the previously mentioned attacks impossible.

Sadat et al. [37] propose a hybrid system called SAFETY, to compute various
statistical values over genomic data. This hybrid system consists of a combi-
nation of the partially homomorphic Paillier scheme with the secure hardware
component of Intel Software Guard Extensions (Intel SGX) to ensure both high
efficiency, and privacy. With this hybrid system they propose a more efficient way
to get the total counts of all patients for a specific case. By using the additive
property of the homomorphic Paillier scheme, they reduce the computational
overhead of decrypting all individual encrypted outputs received from the dif-
ferent servers. Afterwards it uses the Intel SGX component to perform the y?
computations. Even though, the results of this system scale well for increasing
number of servers that provide data for the computation, the system does not
provide the same functionality as our solution. Sadat et al. [37] mention that
the only privacy guarantee for the final computation result against the attack
described by Homer et al. [23] is the assumption that the researcher decrypting
the result is semi-honest. This is the main difference with our work: with our so-
lution only the significance of the test will be made public. As mentioned before,
the current system can be easily adapted to return the x? value itself but due to
known attacks we want to avoid making these values public. Hence, we believe
that if our system is adapted to reveal the y? values, it should only reveal these
values after authentication of the requesting party.

Zhang et al. [43], construct an algorithm, which performs the whole x? statistic
in the homomorphic domain. To compute the division, they construct a lookup
table in which they link the result of their computation with the nominator and
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denominator of the corresponding, simplified fraction. Therefore, an authenti-
cated user can look up the correct fraction in the lookup table after decrypting
the result, and hence recover the result of the x? statistic. Even though their
strategy performs well, it does not scale enough to treat the large datasets we
envision in our application. Increasing the number of patients in the study would
increase the circuit depth significantly, which comes with several disadvantages
including increasing the parameter sizes, and hence the key size, and ciphertexts
size, as well as the computation time.

2.2 Secure multiparty computation approach

Kamm et al. [25] propose a solution to address the privacy challenges in genome-
wide association studies. Their application scenarios, much like ours, focus on
large data collections from several biobanks, and their solutions are based on the
same fundamental techniques as ours. However, the setting of Kamm et al. [25]
requires all raw genotype, phenotype, and clinical data to be entered to the secure
shared database. To the contrary, our setting assumes that only the aggregate
values, necessary to identify the significance of a gene-disease relationship (i.e.,
the contingency tables recording the counts of genotypes vs. phenotypes), are
contributed by each biobank. This is a simpler, and more realistic setting, which
not only is likely to be implemented in the near future, but also alleviates the
computational cost of the proposed solutions. Unlike the approach of Kamm et
al. [25], and the alternatives that they suggest, our solution achieves active se-
curity with dishonest majority (contrary to the semi-honest security suggested).
This means that our protocols tolerate dishonest behavior by the majority of
the computing parties, while preserving privacy, and still guarantee the correct-
ness of accepted results. Kamm et al.’s protocols assume that the computing
parties —the biobanks— cannot be corrupted, which we consider to be a strong
assumption.

Independent and concurrent work by Cho et al. [10] tries to address the same
problem as we do in our work, using multiparty computation techniques. They
focus on a method that enables the identification and correction for population
biases before computing the statistics. However, just like the work of Kamm et
al. [25], they make the strong assumption of semi-honest security. In practice, the
semi-honest security is not a sufficient security guarantee for GWAS, as attackers
who have obtained access to the systems are likely to employ active measures to
obtain the data.

Constable et al. [11] present a garbled-circuit based MPC approach to perform
GWAS. Their solution can compute in a privacy-preserving manner the minor
allele frequency (MAF), and the x? statistic. Similarly to the work of Kamm
et al. [25], the framework of Constable et al. [11] requires the raw genotype,
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and phenotype data, increasing the workload of the proposed privacy-preserving
system. In contrast to our solution, which can scale to hundreds of medical
centers contributing data to the GWAS, the solution of Constable et al. [11]
only works for two medical centers. Despite the strong security guarantees that
our approach offers, which generally presents itself as a tradeoff to efficiency,
our proposal is faster than that of Constable et al. [11]. This is also due to the
fact that we have optimized the computations of the y? statistic, in such a way
that the expensive computations in the privacy-preserving domain, are avoided
to the maximum extent possible.

Zhang et al. [42] propose a secret-sharing based MPC approach to solve the
same GWAS problem as Constable et al. [11]. Although Zhang et al.’s solution
can scale to more than two medical centers contributing data to the GWAS, the
approach has the same inherent limitations (e.g., requiring raw genomic data
as input) that their application scenario incurs. The works of Zhang et al. [42],
Constable et al. [11], and Cho et al. [10] have not considered protecting the
aggregate statistic result of the private computation, which —as Homer et al. [23]
showed— can be used to breach an individual’s privacy. We additionally protect
the aggregate statistic result, while at the same time allowing for a public list
to be created, showing which SNVs are significant for a certain disease.

3 Distributed GWAS Scenario

In this paper we aim at identifying which mutations are linked to which phe-
notypes, without compromising the privacy of the patients. Specifically, there
are K centers (hospitals) who each have genotype (SNV), and phenotype (trait)
data. For a single genotype-phenotype pair a center k has a 2 x 2 contingency
table® of the counts of patients for all 4 possible combinations of genotype, and
phenotype (see Table 1). The goal is to perform a privacy-preserving compu-
tation that adds together all contingency tables from individual centers, then
computes the Pearson’s x? test statistic [35], and finally reveals a boolean value
indicating whether the computed statistic is larger than a predetermined sig-
nificance threshold ¢. This threshold is chosen based on the p-value, and the
correction for multiple hypothesis testing. For example, using significance level
0.01 with Bonferroni correction for 10 million tests results in ¢ = 37.3, and for
100 million tests ¢t = 41.8.

We propose two different methods for carrying out the x? test without disclos-
ing the input, and intermediate values. The first method performs all computa-
tions on homomorphically encrypted data, while the second applies techniques
of secure multiparty computation to achieve the same goal. Both methods follow

5 Our method can be also extended to contingency tables of larger size.
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the same general outline, presented below. The first step is to encrypt (or secret
share) all the input tables from the centers, and securely compute the aggregate
contingency table

0 =30, (1)

where OEJI-{) is the data from A-th center. This step is straightforward in both
methods.

Next to determine the significance of the relation between a mutation, and
a phenotype, we calculate the Pearson’s x? test statistic [35] on the aggregated
contingency table O, and check whether this value is above the threshold . The
Pearson’s x? statistic is given by the following formula:

O,; — model;;)?
X2: Z ( J ])7 (2)

ije{1,2} model;;

where model;; = (RT; - CTj)/N with RT; = O, + O;2 being the row total,
CTj = Oy + Oy being the column total, and IV the total number of patients.

phenotype —phenotype
genotype O11 O12 RTy =011+ 012
~genotype 021 Oz RTy = 021+ O22
CTy = 011+ 021|CTy = O12 4+ O22|N = CT + CTy, = RT1 + RTy

Table 1: Representation of a contingency table containing the number of observed
genotypes ¢ per phenotype j noted by O; ;. In the table we also calculate the
Row Totals (RT;), Column Totals (CTj), as well as the grand total (V).

Since division is a costly operation in both the homomorphic domain, and
secret shared domain, we will rewrite the formula of the x? statistic as follows:

o _ RT1-CTi-(N-Osp— RTy- CTy)? N RTy - CTy - (N - Og1 — RT3 - CTy)?
X N -RT,-RT,-CT,-CTs N -RT, - RT,-CT,-CTy
RTy-CTy- (N -O15 — RTy - CTy)? N RTy-CTy- (N -Oy1 — RTy - CTh)?
N -RT,-RTy-CT, - CTy N -RT, - RTy-CT, - CTy

(3)

As a final step, we need to compare whether y? > t. To do that, we calculate

the numerator, and denominator of the fraction in Equation (3), separately.

Subsequently, we multiply the denominator of the fraction with the threshold

value ¢, and finally check inequality (4), without revealing any of the private
inputs in the contingency tables.
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RT,-CTy - (N - Oyy — RTy - CTy)> + RTy - CTy - (N - Oy — RTy - CT)?
+RTQ : OTl . (N . 01’2 — RT1 : CT2)2 + RT2 . CTQ . (N . 01,1 — RTl . CTl)Z (4)

2

>t-(N-RT,-RT,-CTy - CTy).

This computation is repeated for every phenotype-genotype pair, and the re-
sults are aggregated in a public table indicating whether a mutation is significant
for a particular phenotype, or not. Since the price of DNA sequencing has de-
creased a lot, we assume new data will keep becoming available. Taking this new
data into account for the computation of our public table, requires running our
protocols anew, and it will change the table results. Therefore, we propose to
make the table dynamic. There will be a fixed time interval, which allows the
centers to gather more data and include this data in their contingency tables.
The new table values will then be encrypted/secret shared and the computation
of the fresh public table will be executed, after which the new results will be
published.

3.1 Efficient Masking-Based Comparison

To the best of our knowledge the state-of-the-art techniques to perform secure
comparisons, both in the homomorphic, and in the secret shared domain, require
bitwise operations on the secret inputs, which have a high total cost. To allow
for a practically efficient implementation of our solution, we consider a masking
technique to perform the comparison instead of the bit-decomposition of our
inputs. By masking the values we need to compare, we can later securely reveal
the masked result upon decryption, since the mask will hide the original secret
value. Hence, masking allows us to perform the comparison without revealing
the values we want to keep secret. Comparing two values x and y can be done
by comparing their difference with zero. Our mask for the value x — y consists of
multiplying this value with a positive random number. We require the multiplier
to be positive to preserve the original relation of our difference x — y with zero.
The second step is adding another random number (different than the previous
one) to the already multiplied result. We require this random number to be
smaller than the first one, again to preserve the original relation with zero.
Let us denote the masked difference with x/—\y, then for two positive random
numbers r and /, with 7/ in the range [1,7), our proposed masking is given by
ﬁ =71 (x—y)+ . In our setup we are working with homomorphic (or
secret shared) values, so this masking has to be performed on encrypted (or
secret shared) values. For an integer x, we denote [z] either the homomorphic
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encryption of x or its secret shared value. Masking in the homomorphic or secret
shared domain will then be computed as [z — y] = [r] - [x — y] + [], with r
and 7’ random numbers satisfying the following condition: r is selected to be
a positive integer number (bounded properly so as to fit the largest possible
input sizes our framework can handle), and then 7’ is randomly selected in the
range [1,7) (i.e., such that " < r) . Afterwards the masked value is revealed by
respectively decrypting or opening the calculated value. Depending on the sign
of (x/—\y) we can deduce the relationship between x and y (i.e., if (x/—\y) >0
then = > y, otherwise x < y).

Given properly selected 7, and 7/, the correctness of this masking-based com-
parison is straightforward. To ensure preservation of the security and correctness
of the masking, we require one of the medical centers to properly select r, and r/
within suitable bounds. Note that this requirement does not increase the level of
trust we need to put in the medical centers (nor does it reduce the security of the
system). We already trust the medical centers to provide our privacy-preserving
system with their correct inputs. Upon selection of the values r, and r’, the med-
ical center in question homomorphically encrypts these values, or secret shares
them to the computation servers, along with its own contributed inputs.

The proposed type of masking, which allows us to perform the comparison,
could leak information about the secret input to the inequality, which in our case
is the difference x — y. Since none of the mutliplicative, or additive blindings we
deploy are performed based on a uniformly sampled randomness in the space
where the secret value lives, perfect security cannot be guaranteed. We also did
not account for a statistically larger space from which to sample either of the
multiplicative or additive randomness, hence the protocol including the masked
comparison is not statistically simulatable. Despite this information leakage, we
consider the combination of multiplicative and additive blinding to offer sufficient
privacy for this particular application scenario, where only information about the
range of the x? statistic may be leaked, and we reiterate that a lower bound on
this value (namely the threshold we compare against) is already publicly revealed
by the protocol.

The information leakage issue becomes more crucial, when the system is
queried multiple times with the same input. However, in our scenario, the pro-
posed system cannot be queried at will. We suggest the calculation of a table
listing all possible phenotypes, and all possible mutation positions, which will
become public. This table will be computed on updated input data after a fixed
time interval. While constructing the table we select r and r’ at random for each
contingency table, thus the random values r and r’ will only be used once with
certain input values. After the fixed time interval, we expect the input values
to be changed, so we repeat the whole setup and select new random values for
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each contingency table. Hence, by recomputing the table at fixed times and not
allowing users to query, we ensure that no information is leaked by our system.

Let us for completeness briefly discuss the leakage that occurs if a party ob-
serving the masked result of the inequality check can submit multiple queries on
the same inputs and obtain the masked values for these queries. If this would
be possible, an adversary would be able to approximate the value of x — y from
the obtained list of masked values. The maximum of this observed list will be
close to the bound set for the randomness r times the difference x — y. Hence,
by deduction, if we divide the maximum observed masked value by the upper
bound on r, we will get a good approximation of the value x — y.

In the event of a malicious party being able to observe the intermediate values
revealed by our approach (i.e., the value of the masked difference), and given
that this malicious party can trigger multiple computations of the same table
entry, one can prevent the aforementioned leakage by selecting the random values
r and 7’ once per table entry, and keep them thereafter fixed, until the actual
inputs to the protocol (contributed by each medical center) change.

4 Homomorphic Encryption Approach

4.1 Setup and security assumptions

To solve the problem described in Section 3 with homomorphic encryption, we
need multiple parties, as indicated in Figure 1. The steps of the process depicted
in Figure 1 are as follows. In the first step, the decryptor will select the secret
key, and associated public key for the homomorphic encryption, and make the
public key available to all medical centers. Then, all the medical centers will
encrypt their contingency tables with the given public key, and send these en-
cryptions to the computation server. Upon receiving all contingency tables, the
computation server will first add them to construct the aggregated contingency
table, and subsequently perform the operations of the Pearson x? test. Then,
the computation server will send the result, which is masked with the technique
described in Section 3.1 to the decryptor, who uses the secret key to decrypt the
masked value, and performs the comparison.

It is important to note that in this model we trust the decryptor to decrypt
the masked values, and post the corresponding correct yes/no value into the
public table. Since the decryptor only decrypts masked values, the decryptor
can only deduce the yes/no answer which will become public, anyway. No other
information about the x? value is revealed to the decryptor. If the system would
be adapted to reveal the actual y? value, the party receiving the encrypted result
would first have to authenticate itself to make sure that it is a trusted entity (like
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Fig. 1: A schematic representation of the homomorphic scenario.

Before the execution of the protocol, the decryptor generates a valid public and secret key
pair for the homomorphic encryption scheme. Step (1) of the protocol is to send the generated
public key pk to all participating medical centers. Then, the medical centers compute their local
contingency tables, encrypt them with the received public key, and send them to computation
server in step (2). Step (3) is the actual secure computation of the encrypted, and masked X2
value, which is then sent to the decryptor in step (3). By decrypting the masked x? value (using
the secret key sk), the decryptor can only determine whether the result is significant or not,

which is published in a public table in step (5).
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a medical doctor, for example). If this authentication is considered insufficient
by the medical centers contributing their data, they could still prevent the au-
thenticated party from being a single point of trust by introducing a multiparty
computation to perform the decryption based on a secret shared decryption key.
The solution based on homomorphic encryption does rely on the following two
security assumptions:

— The computation server is honest but curious: It will follow the stated proto-
col to provide the desired functionality, and will not deviate, nor fail to return
the results. The computation server can however monitor the result of every
operation it performs. This assumption is reasonable for an economically mo-
tivated cloud service provider. The cloud is motivated to provide excellent
service, yet it would take advantage of extra available information.

— We only need the decryptor to perform the comparison. He should not be al-
lowed to see the input values, since he has the key to decrypt them. Therefore
we presume that the communication between the centers, and the computa-
tion server is hidden from the decryptor. This can be achieved by performing
the communication over authenticated, secure channels. An alternative way
to solve this is by introducing the multiparty computation for the decryptor.
Each party only has a part of the decryption key, and hence will never be
able to decrypt the values of the encrypted contingency table.

For the homomorphic evaluation of the x? statistic we use the FV scheme, intro-
duced by Fan and Vercauteren [21]. Moreover, we base our implementation on
the FV-NFLIib software library [13] in which the FV homomorphic encryption
scheme is implemented using the NFLIib software library developed for per-

forming polynomial arithmetic computations (as described in [1], and released
in [14]).

4.2 Preliminaries

The Fan-Vercauteren SHE scheme The Fan-Vercauteren SHE scheme is
a scale invariant SHE scheme whose hardness is based on the ring learning
with error problem (RLWE) [32]. It operates on polynomials of the ring R =
Z[X]/(f(X)) with f(X) = X9+ 1 for d = 2".

The FV scheme makes use of a plaintext space R; with R the polynomial
ring defined above, and ¢ > 1 a small integer modulus. Each coefficient of a
plaintext polynomial is computed modulo ¢. The ciphertext space consists of a
pair of elements of R, with R the polynomial ring defined above, and ¢ > 1,
an integer modulus much larger than the plaintext modulus ¢. A homomorphic
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encryption scheme consists of a standard encryption scheme specifically con-
structed to enable additions, and multiplications in the ciphertext domain. The
key generation, and encryption algorithms require elements sampled from two
probability distributions defined on R. The secret key of our scheme is sampled
from Xkey, and for encryption some error polynomials are sampled from an error
distribution xe.. These probability distributions in combination with the degree
d of the defining polynomial f of R, and the size of the integer ¢ determine the
security of the F'V scheme.

Given the parameters d, ¢, and ¢, and distributions Xkey, and Xer, and using
bold notation for a vector of two polynomials, we define the encryption, and
decryption mechanism of the homomorphic encrytion scheme introduced by Fan
and Vercauteren:

— Encrypt(pk,m): By multiplying the message m € R; with A = |q/t| we
transfer the message m to the ring R,. To hide the message we sample the
error polynomials e, €2 € Xepr, and u € Xpey, and compute the polynomials
co = A-m—+bu+eq, and ¢; = au+ ey. Both the polynomials ¢g, and ¢; belong
to R,, and together they form the ciphertext ¢ = (¢, ¢1) of the FV scheme.

— Decrypt(sk, ¢): First compute m = [¢y + s - ¢1]4, then by scaling down the
coefficients of m by A, and rounding the results we recover the message m.

Given a ciphertext ¢ = (¢, c2) we can write the m of the decryption algorithm
as [co + c15]; = A-m+ e, with e the noise in the ciphertext. From this equation
one can clearly see that if the noise e grows too large, the decryption algorithm
will fail to output the original message m correctly. The property of ensuring
that decryption results in the original message is called the correctness of the
encryption scheme.

Every homomorphic operation will cause the noise in the ciphertexts to in-
crease. Knowing the computations we want to perform in advance enables us
to optimize the order of the computations for the sake of minimizing the noise
growth. In addition it enables us to make an estimation of the noise present in
the result, and hence allows us to determine parameters that can deal with this
noise.

Preprocessing of the data to improve the performance of the homo-
morphic computations The plaintext space of the F'V scheme consists of the
polynomial ring R;. Hence the first thing that needs to be done is encode the
given integer data values into polynomials in the ring R;. We achieve this by ap-
plying the w-NIBNAF encoding introduced in [6]. The main idea of w-NIBNAF
encoding goes back to Dowlin et al. [18] (see also [19, 30, 34]), and was analyzed
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in more detail by Costache et al. [12]. It consists of expanding the given number
f with respect to a base b, and replacing this base with the symbol X. So the
encoding of a number 6 is given by:

0= CLTXT + a,«,lX';l + -t CL1X + ag — a,lX{Fl — CL,QXdiZ — = Cl,stis .

For our encoding we use a well chosen non-integral base such that the encoding
of an input value results in a polynomial with coefficients in the set {—1,0, 1},
with the property that each set of w consecutive coefficients has no more than
one non-zero coefficient. Hence encoding our inputs with w-NIBNAF leads to
sparse polynomials.

Starting our computations with sparse polynomials with coefficients in the
set {—1,0,1} leads to small coefficients in the resulting polynomial. Therefore
it enables us to work with a smaller plaintext modulus ¢, which improves the
performance of the homomorphic encryption scheme. Bigger values for w leads to
longer, and sparser encodings, which reduce the minimum size for ¢ even further.
However, we have to ensure that when all the computations are done, decoding
will still provide the correct answer. Therefore, we need to carfully select our
base b,,, which also determines the value of w.

Selecting the optimal parameters The three main concepts that will affect
the selection of our parameters are:

— the security of the somewhat homomorphic FV scheme
— the correctness of the somewhat homomorphic F'V scheme
— the correctness of the w-NIBNAF encoding

To take the security restrictions into account, we rely on the work by Albrecht,
Player, and Scott [3], and the open source LWE hardness estimator implemented
by Albrecht [2]. The latter estimates the hardness of the LWE problem based
on three given parameters: the dimension d, the ciphertext modulus ¢, and a
parameter «, which is related to the error distribution ... It takes into account
the currently known attacks on the learning with error problem.

The parameters that satisfy the restriction of the security implications of a
security level of 90 bits are ¢ = 2'%, d = 4096, o = 265”. From the description
of the FV scheme in Section 4.2, we know that for a ciphertext to be decrypted
correctly the error cannot grow too much. Therefore we make an estimation of
the infinity norm of the error in the ciphertext resulting from computing our

7 o determines the error distribution Xe.
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circuit, and select parameters that keep the error small enough. This results in
an upper bound for ¢. Since this upper bound is constructed specifically for our
circuit it will depend amongst other things on the number of centers that deliver
data to the computation server.

For correctness of the w-NIBNAF decoding, it is important to estimate the
size of the coefficients of the encodings after performing the necessary opera-
tions. This leads to a lower bound on the plaintext modulus ¢. The security,
and correctness of the FV scheme on one hand, and the correctness of the w-
NIBNAF encoding on the other hand, set conflicting requirements for ¢. In order
to solve this conflict, we make use of the Chinese Remainder Theorem to de-
compose the plaintext space, following the idea of [7, §5.5]. This implies that
we choose t to be the product of small prime numbers ¢y, t3, ..., t,, with
Vie{l, ..., n}:t; < tmax, and ¢ = [[I; i > tumin, Where tyay is determined
by the security, and correctness of the FV scheme, and ¢, by the correctness
of the w—NIBNAF decoding.

4.3 Privacy-Preserving Homomorphic Chi-Squared Thresholding
Algorithm and Parameters

In this section, we combine all information given before in order to construct
the algorithm needed to perform the privacy-preserving x? thresholding in the
homomorphic setting. Algorithm 1 lists the computations for the algorithm cor-
responding to the order in which they need to be performed, and mentions the
parties that need to perform them. Hence the steps from Figure 1 are described
in more detail in Algorithm 1, and the combination of these two gives a clear
picture of our homomorphic solution for the privacy-preserving x? thresholding.

For the homomorphic solution we consider two scenarios: (1) the case in which
we compute the numerator and denominator of the x? statistic seperately, and
decrypt them both, and (2) the case where we use the masking technique, and
decode the masked value to determine the “True/False” answer to the signif-
icance question. As mentioned before, there are many parameters we need to
set, and their values depend highly on the homomorphic circuit we perform and
the values of other parameters. We selected parameters for different scenarios
in which we fix the number of patients per center to 10000 and vary the num-
ber of centers from 20 to 100. The parameters are listed in Table 2 and 3. We
use these paramters in our implementation later to assess the performance by
measuring the computation time, and communication cost for each of the three
parties mentioned in Algorithm 1.

The value of w and the splitting degree are dependent on the size of the
numbers we need to encode, but independent of the number of centers included
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Algorithm 1 Privacy-preserving Homomorphic Chi-squaredTest

Medical center:
input: O[2][2] : the observed values of the 2 x 2 contingency table (mutation vs. disease)
for C}, medical center k& do
1. Encode each value O]” for i =1,2; j = 1,2 using the w-NIBNAF encoding technique
2. Transform this cncodlng to the plaintext ring Ry, for all ¢ such that ¢ = [, ;.
3. Encrypt the plaintext polynomials using the Fan-Vercauteren SHE scheme to obtain cipher-

texts ck..
end for H
Computation center:
input: encrypted contigency table values c , for k = 1,..., N¢, with Nc¢ the number of
centers contributing data
4. Compute the four values of the aggregated contingency table ¢y n = kN:Fl cfn n

5. Compute the x? numerator o and denominator 4 homomorphically
6. Compute the difference of the y? numerator and the product of the encrypted x? threshold
T and denominator, and mask the computed difference with the random values r and +':
MR=r-(a=T-8)+1
Decryptor:
input: M R the encrypted masked output value of the homomorphic circuit
7. Decrypt the masked result M R
8. Use the inverse CRT ring isomorphism to transfer the plaintext polynomials to the ring R;.
9. Decode the w-NIBNAF polynomial, and evaluate the result in the correct basis by, to get
the value MaskedDif ference of the masked result.
10. Determine the significance based on the sign of MaskedDif ference:
if MaskedDif ference > 0 then
return 1
else
return 0
end if
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in the calculation. Therefore the value of w and the splitting degree will be
the same for all scenarios. Without comparison, they are respectively w = 271,
and splitting degree = 3166. The parameters that differ for different number of
centers in scenario (1) is the value for ¢, and its CRT factors. These are listed in
Table 2. For scenario (2) in which we perform the masked comparison, the value
of w will be different for each different number of centers participating in the
computations, because we have to encode the random variables r and r’, which
have sizes depending on the number of centers included in the computations.
The parameters for the second scenario are listed in Table 3.

Table 2: Parameter selection for scenario (1)

Centers Patients t

20 200000 17431 - 17443 - 17449

40 400000 1718713 - 1718719 - 1718723
60 600000 1558103 - 1558129 - 1558177
80 800000 1453043 - 1453057 - 1453061
100 1000000 1376213 - 1376231 - 1376237

Table 3: Parameter selection for scenario (2)

Centers Patients bit-length random value w splitting degree t
20 200000 100 118 3625 12253 - 12263 - 12269
40 400000 106 113 3629 885127 - 885133 - 885161
60 600000 110 111 3644 802651 - 802661 - 802667
80 800000 112 110 3653 TAT811 - 747827 - 747829
100 1000000 114 108 3651 707801 - 70813 - 707827

4.4 TImplementation and performance analysis

In order to assess the practical performance, and verify the correctness of the
selected parameters of the homomorphic scenario, we implemented the privacy-
preserving x? computation using the FV-NFLIib software library [13]. Our pre-
sented timings are obtained by running the implementation on a computer
equipped with an Intel Core i5-4590 CPU, runnning at 3.30 GHz. We executed
the program 10 times per case, and calculated the average execution time for
our timing results. To evaluate the scalability of our protocol we have considered
the cases where our system receives data from 20, 40, 60, 80, and 100 medical
centers, respectively. We assume each medical center to contribute data of 10000
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subjects (i.e., the total number of subjects per case is 200000, 400000, 600000,
800000, and 1000000, respectively). In order to measure these timings we used
the parameter set corresponding to the same scenario, so Table 2 for scenario
(1) and Table 3 for scenario (2).

For scenario (1) we compute the numerator and denominator seperately, and
do not perform the masked comparison with the threshold value. The CPU time
needed for the hospitals to encrypt the four values of the contingency table
is the same for any number of centers considered in the experiment. For our
selected parameters this is 15.2 ms. Also the time to decrypt the numerator and
denominator of the x? value is the same for any number of centers contributing
to the experiment. The average time we measured during our experiments is 38.8
ms. The timings of the computation server in scenario (1) are the times needed
to perform the calculations for computing the numerator and denominator of
the x? statistic. These timings are dependent on the number of centers that
participate in the computation. Therefore we list them in Table 4. We see that
the timings for increasing centers do not differ significantly. This is consitent
with the fact that homomorphic additions are not the most time consuming
part of our computations.

For scenario (2) the encryption time does not depend on the number of centers
either, since the centers can perform the encryption in parallel. The measured
encryption time for one contingency table in scenario (2) is 17.1 ms. The time
to decrypt the result does not depend on the number of centers participating in
the computation either. However it is smaller than for scenario (1), since now we
only have to decrypt one value instead of two. The measured decryption time
for scenario (2) is 21.1 ms. The timings for the computation server are listed
in Table 4, since these timings are dependent of the number of medical centers
participating. Here we see the same trend as for scenario (1): the timings do not
increase linearly in the number of medical centers. Interestingly, in this scenario,
the number of patients contributing data does not affect the efficiency of our
protocol, which further supports the important aspect of scalability in GWAS.
As long as the total frequencies in the contigency tables do not grow larger than
the HE parameters allow for correctness, the efficiency of the protocol remains
intact from an increasing number of patients.

From Table 4 one sees that the timings for the computation server do not
differ much between both scenarios. This is because addition and multiplication
with a constant (which are the extra operations we need to compute the masked
value) are not the most time consuming homomorphic operations. Hence our
masked comparison gives an efficient solution for keeping the y? value private.
We can also conclude that considering CPU time, our solution scales really well
for increasing number of medical centers participating in the computation.
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Table 4: CPU time of the computation server for the homomorphic solution
using 1 CPU core.

Centers Patients scenario (1) scenario (2)

20 200000 1.40 s 1.48 s
40 400000 1.48 s 1.52's
60 600000 144 s 1.53 s
80 800000 1.47 s 1.56 s
100 1000000 1.49 s 1.56 s

For the homomorphic setup, there is no communication cost during the com-
putations. The communication cost comes from sending values from each of the
three parties to the next. We have three points of communication: the public
key has to be sent from the decryptor to the medical centers; the encrypted
values of the contingency tables have to be sent from the medical centers to the
computation server; and the result has to be sent from the computation server
to the decryptor. The communication cost is similar for both scenarios since for
both scenarios the size of one ciphertext will be the same, and we only need to
sent ciphertexts form one party to another. The size of the public key that needs
to be sent to the different medical centers is 186 kB. The data needed to send
one contingency table to the computation server is 2.1 MB. The communication
cost between the medical centers, and the computation server is the number of
centers participating times the number of data needed to send one contingency
table. So this communication cost increases linearly in the number of centers
contributing to the computation. In scenario (1) we send both the numerator as
the denominator from the computation server to the decryptor, which results in
a communication cost of 1.8 MB. In scenario (2) we only have to send one value,
which gives a communication cost of 0.54 MB.

5 Secure Multiparty Computation Approach

To address the challenge of disease gene identification using secure multiparty
computation techniques, in the setting described in Section 3, we deploy MAS-
COT [27]. We selected MASCOT [27] as the most suitable multiparty compu-
tation solution, because it is currently the most efficient proposal, offering ma-
licious static security with a dishonest majority. This means that any number
of the computing parties may deviate from the protocol execution, and this will
be detected without leaking information, other than what the correct protocol
execution would reveal. Corruption may only occur prior to the beginning of the
protocol execution, affecting up to n — 1 (out of the n) computing parties.
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5.1 Setup and Security Assumptions

For our multiparty computation approach, we first need to determine the number
of computation servers n (n > 2) that we have at our disposal. Given that the
underlying protocol offers security against any coalition of n — 1 computation
servers, we consider the security of the whole system to increase as the number
of computation servers increases. However, the number of computation servers
is inversly proportional to the efficiency of the solution. Therefore, we consider
that three computation servers is an adequate number of servers, both from an
efficiency /plausibility perspective, and from a security perspective. If any two
of the three computation servers that we assume get compromised, or otherwise
behave dishonestly, or even collude, the solution still guarantees input privacy,
and does not accept incorrect results.

We assume a preprocessing phase that can take place offline, at any moment
prior to the actual protocol execution. This is to create the necessary randomness
for the medical centers to contribute their inputs in a secret shared manner to the
computation servers. In addition, the preprocessing phase creates authenticated
randomness to be used in the online phase, so as to boost the efficiency of
computing multiplications on the shares, which requires interaction amongst
the servers.

The medical centers that wish to contribute their private inputs, first need
to agree on a common format for this data (e.g., what is the order of sending
the contingency tables). Then, they need to secret share their contingency ta-
bles to the three computation servers, which can also be pushed to an offline,
preprocessing phase. Given that all contributing medical centers have shared
their private contingency tables to the computation servers, the online phase
starts. During the online phase the servers perform both local, and interactive
secure computations, and they finally reveal per contingency table whether the
relationship between a mutation at a certain DNA position, and a disease is sig-
nificant or not, without disclosing further information on the underlying data.
A schematic representation of this approach is presented in Figure 2.

5.2 Preliminaries

Additive Secret Sharing A secret sharing scheme is a protocol, which allows
(some of ) the protocol participants to share their secret inputs amongst all other
protocol participants, in such a way that nothing is revealed to the individual
participants about the secret input. In some instances of secret sharing schemes,
a subset of the protocol participants, called the qualified set, can reconstruct the
original secret input, when they engage in the reconstruction protocol. Other
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schemes, such as additive secret sharing, require all protocol participants to
contribute their shares for the reconstruction protocol to work.

Additive secret sharing is essentially masking the input of a protocol partic-
ipant x by subtracting a random value r from it. Given that the value of r is
only known to the inputting participant, and that the rest of the participants
hold shares [r] of this value (which can be done in a preprocessing stage), secure
shares of x can be created as follows: The inputting party computes e = x — r,
and broadcasts it to the rest of the participants. All other parties can now com-
pute their own shares of the input x as [z] = [r] + € . It is easy to see that this
scheme enjoys an additively homomorphic property, allowing additions of shares,
and linear functions to be directly computed locally on the shares. Hence, no
communication amongst the protocol participants is required to perform addi-
tions on these additively secret shared values.

Oblivious Transfer Oblivious Transfer (OT) is a cryptographic primitive,
which allows a sender to transfer only one (or none) out of many values to a
receiver, while remaining oblivious as to which value has been received (if any).
Oblivious transfer was introduced by Rabin [36] in 1981. Basic OT construc-
tions make use of public key encryption primitives to allow the aforementioned
functionality. More precisely, an 1-out-of-2 OT requires the sender to be in pos-
session of a public/private key pair, generate, and send two random messages
to the receiver, decrypt two messages, and send two messages to the receiver.
The receiver obtains the public key of the sender, along with the two random
messages that the latter has selected, performs one encryption, and one blind-
ing, sends the resulting message to the sender, and finally inverts the blinding
to retrieve the desired message. For more information on basic OT, we refer the
reader to the work of Even et al. [20].

Many works have considered extending OT so as to make it practically effi-
cient, with the most notable work of Ishai et al. [24]. Under the assumption that
a random oracle H, which can be instantiated by a hash function family, exists,
Ishai et al. [24] show how to perform only a few OTs from scratch, and then
be able to perform many additional OTs at the cost of a constant number of
invocations of the random oracle. The actively secure version of their protocol
comes with an increase at the cost of the protocol by a factor o, for o a statistical
security parameter. More recently, Keller et al. [26] presented an actively secure
OT extension protocol, where malicious security comes at negligible extra cost.

Correlated Oblivious Product Evaluation - COPE The Correlated Obliv-
ious Product Evaluation (COPE) protocol presented by Keller et al. [27] is es-
sentially a generalization of Ishai et al.’s protocol [24] to the arithmetic case
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(instead of the original binary). The protocol is executed between two parties,
and allows them to obtain an additive sharing of the product = - A, where the
sender holds z € F, and the receiver holds A € F. COPE is based on Gilboa’s
oblivious product evaluation [22], where the parties run k sets of 1-out-of-2 OTs,
on k-bit inputs. The proposed product evaluation is correlated in the sense that
the one party’s input A is fixed at the beginning of the protocol for many pro-
tocol runs. After a one-time expensive initialization of the COPE protocol, the
extension step, generating fresh OTs without the public-key crypto extensive
costs, can be repeated several times on new inputs x.

MASCOT Online Phase The online phase of MASCOT [27] is essentially
the same as the one of the SPDZ protocol [17,16]. This family of protocols
uses additive secret sharing, allowing additions, and linear functions to be com-
puted locally by the protocol participants, without requiring communication. To
achieve active security, information-theoretic MACs are being used, which pro-
vide authenticity, and integrity of the messages. A secret shared value x, shared
amongst n parties, is represented as follows:

[z] = (W, 2™ mM | om AL Al (5)

where, 2 is the random share, m? is the random MAC share, and A is the
MAC key share, such that m =z - A.

To perform multiplications of secret shared values, multiplication triples a la
Beaver [5] from the preprocessing phase are required, with which the parties can
compute shares of the required product. The multiplication triples are of the
form: ([a], [0], [c]), with a, b uniformly random, and ¢ = a - b. More precisely,
to compute [z] = [z - y], on input [z], [y], and given a multiplication triple
([a], [b], [€]), the parties compute € = [z] — [a], and p = [y] — [b], and open
these two values. Then, they compute [2] = [¢] +¢€-[b] +p-[a] +€-p .

MASCOT Offline Phase - Preprocessing The goal of the preprocessing
phase is to generate random values for the parties who wish to contribute in-
puts —so as to allow them to mask their inputs in an authenticated manner—,
and multiplication triples —so that multiplication of secret shared values can be
efficiently implemented in the online phase—.

The preprocessing is based on Oblivious Transfer techniques, and more pre-
cisely the authors of MASCOT [27], have generalized the OT extension idea
presented by Ishai et al. [24] to the arithmetic circuit case. For every party that
wishes to contribute an input, the COPE protocol is executed, to create an au-
thenticated version of the input, based on the global MAC key A. Creation of
(authenticated) additive shares is straightforward. Recall that both the shares,

90



and their MACs are linear. Hence, computing linear functions on (authenticated)
shared values is also straightforward. To ensure active security, the party that
wishes to contribute an input first authenticates a random input z; together
with the actual inputs m. Then, the party opens a random linear combination
of the inputs including x,, and all other parties check the MAC on this linear
combination. This way the party contributing input is committed to them, and
the actual inputs are masked by the random input xy.

For the triple generation, the parties invoke an OT to compute the secret
sharing of b € F, and a € F", where 7 > 3 is a security related parameter,
meaning that they run 7 copies of the basic two-party COPE per pair of parties.
This ensures that a has enough randomness to produce a triple. To protect
against malicious behavior, the parties sample two sets of random coefficients r,
and r € F7, from which they generate two triples with the same b component.
Upon authentication of their shares, the parties ensure correctness of one of the
triples, by sacrificing the other triple.

5.3 Privacy-Preserving Chi-Squared Thresholding Protocol

Our protocol calculates the units of inequality (4) using MASCOT [27]. For the
inequality check, we apply the masking technique described in Section 3.1. In ad-
dition to the masking-based comparison, we have also implemented the protocol
using the standard, bit-decomposition based secure comparison, as implemented
in SPDZ-2 [8]. We have also made a non-secure implementation avoiding com-
pletely the comparison. All these cases are presented in Section 5.4, analyzing
their performance. The online phase of the masking-based version of our protocol
is detailed in Algorithm 2.

In our setting, we consider the computing parties that actually execute our
protocol (i.e., the computation servers), different from the parties contributing
their inputs (i.e., the medical centers), as shown in Figure 2. For the offline
phase, together with the preparation of the triples, and randomness discussed
in Section 5.2, we wish to perform the required preprocessing that will allow
the medical centers to correctly contribute their inputs, without compromising
privacy. To do that we use the protocols proposed by Damgard et al. [15]. First
we use the Output Delivery protocol to reveal a preprocessed random value r
only to the inputting party, who can then broadcast his masked input x — r to
the computing parties. Based on this value, and the preprocessed randomness r,
the servers can locally compute their share of z, as [z] = (z — r) + [r].

5.4 Implementation and Performance Analysis

We have built a proof of concept implementation of our MPC approach using
the platform provided by the authors of MASCOT [27] in SPDZ-2 [8]. We ran
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Algorithm 2 v < Chi-squaredTest(N¢, N[N¢], [O[4][N<¢]], t, [r], ["'])

1: Input: Nc: number of centers contributing data,
2: N[N¢]: a table of size N¢ containing the total sample size N; of every center 4,
3: [O[4][N¢]]: secret shared observed values of the 2x2 contingency table (mutation vs. disease),
contributed by each of the Nc¢ centers,
4: t : x? threshold value for the significance test,
[r], [r']: secret shared random values 7 and 7’
Output: v = 0 or 1; 0 — non-significant relationship between mutation, and disease, 1 —
significant relationship between mutation, and disease
7: for all P; do
8 {Each party P; engages in the protocol}
9:  for all C; do
10: [0k1] < [N Oplink = 1,21 =1,2
11:  end for
122 N« YNN,
13:  [RT] + [[Oi,l + Oig]],?: =1,2

14: [[ ]] Holz+021ﬂi:172

15:  [modely ] < [RT; - CTi],k=1,2,1=1,2

16:  [square] < [(N - O11 — modely 1)?]

17 [Uij] < [square - model; ;],i=1,2;j=1,2

18:  [numerator] «+ [[Z?’:QLJ:I Uil

19:  [denominator] < N - [modely 1 - models 2]

20:  [dif ference] « [numerator] — t - [denominator]

21:  [MaskedDif ference] « [dif ference -+ 1']
22: MaskedDif ference < Open([MaskedDif ference])
23:  if MaskedDif ference > 0 then

24: return 1
25:  else

26: return 0
27:  end if

28: end for
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our experiments for timing the execution of our protocol on a desktop computer
equipped with an Intel(R) Core(TM) i5-3570K processor, at 3.40GHz, with 16.00
GB RAM, and the Ubuntu 17.04 operating system.

We have only considered the online phase of the protocol, as the preprocessing
is protocol-independent, and can be executed at any moment, well before the
execution of the online phase. We note, however, that the offline phase is also
practically efficient, and we refer the reader to MASCOT [27] for more details
on the throughput of the offline phase. To give an indication of the cost of the
offline phase of the protocol, we estimate the triple generation throughput, based
on the experiment results presented by Keller et al. [27]. For three computation
servers, equipped with eight-core i7 3.1 GHz CPU, and 32 GB RAM, in a local
network with a 1 Gbit/s link per party, and a field F,, with p a 128-bit prime,
approximately 2200 triples per second can be generated. Every time we recorded
timings, before the execution of the online phase, we ran the setup script provided
with the SPDZ-2 [8] software. This script simulates the offline phase, and creates
all the necessary randomness for the execution of the online phase. The fact that
the offline phase is simulated does not affect the performance, or efficiency of
the online phase.

Our experiments were conducted on localhost with three computation servers.
Hence, we do not take the network latency into account in the timing results we
report. We do present the size of the data that each server has to send, as well as
the communication rounds, and we consider this information to be sufficient for
the reader to calculate the additional communication cost, based on the available
network bandwidth.

For our performance analysis we have considered the following three scenarios:
(1) the case where we calculate the numerator, and denominator of the x2 statis-
tic in the secret shared domain, and then open these two results; (2) the case
where the secure comparison is implemented as described in Section 3; and (3)
the case where we perform the secure comparison in the secret shared domain,
and then open only the “True/False” answer to this question, as implemented
in MASCOT. We selected these three scenarios, as the secure comparison is the
most costly operation we need to carry out, and we wish to assess its impact on
the performance of our protocol. Thus, with scenario (1) we completely avoid
the secure comparison by opening the numerator, and denominator separately;
with scenario (2) we perform the secure comparison using our randomization
approach; and with scenario (3) we use the most popular method to carry out a
secure comparison (see [9]), which is based on bit-decomposition —an inherrently
inefficient approach—. Note that scenario (1) does not satisfy the security re-
quirements of our application, and is presented only for the sake of performance
comparison.
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For all our timing results we have executed our protocol 10 times per case, and
calculated the average execution time. The communication cost of the protocol is
constant. For our experiments we have established that all input data is shared
by one of the computation servers (namely Server 1), instead of the medical
centers that would contribute the data in a real setting. This is reflected in the
communication cost of the protocol for Server 1, which has to secret share all
input data. Note, that in practice the secret sharing step can be pushed to an
offline preprocessing phase.

In Table 5 we present the execution times of our approach, as well as the data
sent by Server 1 (including the sharing of the original inputs), without performing
a secure comparison (scenario 1). Server 1 is presented separately, because it has
to do some extra tasks, such as sharing the inputs, collect all the final results, and
print them, which is reflected in its execution times. The other two servers are
grouped together, as their execution times are similar. Although we would expect
the execution times to grow with the number of medical centers contributing
data, this is not the case. This is because the execution times are so small that
they can be highly affected by the computing environment. Furthermore, the
communication cost of Server 1 includes also the secret sharing of the inputs.
This is how all three scenarios have been executed. Recall, however, that the
sharing of the inputs can be performed in a preprocessing phase, prior to the
actual protocol execution, allowing the online phase to be less communication
intensive. The communication cost for the other two servers is constant —1228
bytes—, since they do not share any inputs. The protocol completes its execution
in 4 communication rounds, and consumes 9 triples, and 1 square from the
preprocessing.

Table 5: Performance with No Secure Comparison

Server 1 Server 4, i # 1
Centers Patients CPU Time Sent Data CPU Time

20 200000 1.6 ms 4152 bytes 1.3 ms
40 400000 1.6 ms 6712 bytes 1.4 ms
60 600000 1.5ms 9272 bytes 1.3 ms
80 800000 1.7ms 11832 bytes 1.4 ms
100 1000000 1.7ms 14392 bytes 1.4 ms

In Table 6 we provide the execution times of our alternative secure approach,
which is based on randomizing the difference of the two numbers to be compared
(scenario 2). Note that in the previously presented scenario (1) it is sufficient
to work in a prime field of 128 bits, as the numbers we operate with never
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grow larger than 114 bits. To perform the randomization of the difference of our
numbers securely, however, we need to multiply them with a (random) number
of roughly the same size. This implies that we need to work in a field of 256 bits
to be able to handle the size of our quantities. More precisely, we calculated the
largest that our quantities can grow in all cases, and we selected the random
numbers to be upper bounded by these sizes. Our numbers can grow up to
100, 106, 110, 112, and 114 bits for 20, 40, 60, 80, and 100 medical centers,
respectively. For this scenario, and the case of 20 centers, Server 1 has to send
82 (256-bit) elements (instead of 128-bit elements) to the two other servers.
The two additional elements that have to be sent are the randomness r, and
r’', which is used to mask the difference that facilitates the execution of the
secure comparison. The communication cost for Server 1 is analyzed in Table 6,
while for the other two servers is constant and equal to 1632 bytes. The protocol
completes its execution in 5 communication rounds, and consumes 10 triples,
and 1 square from the preprocessing.

Table 6: Performance with Randomized Secure Comparison

Server 1 Server i, i # 1
Centers Patients CPU Time Data Sent CPU Time

20 200000 1.7ms 7616 bytes 1.4 ms
40 400000 1.7ms 12736 bytes 1.5 ms
60 600000 1.9ms 17856 bytes 1.7 ms
80 800000 2.1ms 22976 bytes 1.8 ms
100 1000000 22 ms 28096 bytes 1.9 ms

In Table 7 we display the execution times of our protocol, using the standard,
bit-decomposition based, secure comparison (scenario 3). Similarly to the second
scenario, due to the size of our inputs (up to 114 bits), we need to scale our inputs
representation to 256 bits field elements, so as to achieve adequate statistical
security (always > 40 bits). The protocol communication cost of Server 2, and
3 is constant —4244 bytes—, while for Server 1 it varies, based on the number of
inputs it has to share, as shown in Table 7. The protocol completes its execution
in 10 communication rounds, and consumes 50 triples, 1 square, and 31 bits from
the preprocessing. As expected, this is the most inefficient of the three scenarios,
both in terms of communication, and in terms of computational cost.

6 Conclusion

From the setup description of both suggested techniques, one can determine
the first significant difference between them: in the homomorphic setting, the
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Table 7: Performance with Standard Secure Comparison

Server 1 Server i, i # 1
Centers Patients CPU Time Data Sent CPU Time

20 200000 2.2ms 12712 bytes 1.9 ms
40 400000 2.3 ms 17832 bytes 2.0 ms
60 600000 2.3 ms 22952 bytes 2.0 ms
80 800000 2.5ms 28072 bytes 2.2 ms
100 1000000 24 ms 33192 bytes 2.1 ms

medical centers only have to encrypt, and send their data to one party, namely
the computation server; while for the multiparty computation they have to secret
share their data with two or more computation servers. The execution times
resulting from our experiments show that the MPC approach is significantly
faster than the homomorphic approach. Even if we assume the encryption of the
contingency tables by the medical centers to be part of a preprocessing phase, the
homomorphic approach will take more than a second to complete its execution,
while the computations in the MPC setup take only a few milliseconds. In terms
of communication cost, the homomorphic setup has the advantage that it needs
no communication during the computations. However, in terms of total amount
of data that has to be transferred between the different parties, the MPC setup
outperforms the homomorphic setup once more. We therefore recommend the
MPC approach, as it is the most efficient out of the two approaches, and it does
not rely on the strong assumption of semi-honest parties participating in the
protocol.

Having compared the HE, and MPC approaches in a setting addressing the
exact same problem, we have established that MPC can provide more efficient
solutions with more relaxed security assumptions. Thus, we plan to proceed with
future work on computing state-of-the-art statistics used in GWASs (instead of
the more simple x? test) in a privacy-preserving way, using MPC. To this end,
we consider an interesting first step to study how we can express, or approximate
logistic regression with low degree polynomials. Then, we can deploy MPC for
computing them securely, which will yield solutions efficient enough to be used
in practice.

Our work shows that, as long as we can express the statistics to be calculated
with low-degree polynomials, privacy-preserving GWAS has become practical.
We made the first step to efficient privacy-preserving GWAS with the secure
calculation of the y? test. Our solutions provide provable security guarantees,
while being efficient for realistic sample sizes, and number of medical centers
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contributing data to the studies. Interestingly, our solutions scale logarithmically
in the number of subjects contributing data to the study, which means that as
GWAS population sizes grow, our approach will remain suitable. We also propose
a new masking-based comparison method, and show that in certain application
scenarios, such as the GWAS scenario at hand, comparisons can be executed
efficiently even in the HE setting, without leaking useful information about the
underlying data.
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Abstract. Outsourcing an image classification task raises privacy concerns, both
from the image provider’s perspective, who wishes to keep their images confidential,
and from the classification algorithm provider’s perspective, who wishes to protect
the intellectual property of their classifier. We propose EPIC, an efficient private
image classification system based on support vector machine (SVM) learning, secure
against malicious adversaries. EPIC builds upon transfer learning techniques known
from the Machine Learning (ML) literature and minimizes the load on the privacy-
preserving part. Our solution is based on Secure Multiparty Computation (MPC),
it is 34 times faster than Gazelle (USENIX 2018) —the state-of-the-art in private
image classification— and it improves the communication cost by 50 times, with a 7%
higher accuracy on CIFAR-10 dataset. For the same accuracy as Gazelle reaches on
CIFAR-10, EPIC is 700 times faster and the communication cost is reduced by 500
times.

1 Introduction

Visual object recognition is an important machine learning application, deployed
in numerous real-life settings. Machine Learning as a Service (MLaaS) is becom-
ing increasingly popular in the era of cloud computing, data mining, and knowl-
edge extraction. Object recognition is such a machine learning task that can be
provided as a cloud service. However, in most application scenarios, straightfor-
ward outsourcing of the object recognition task is not possible due to privacy
concerns. Generally, the image holder who wishes to perform the image classifi-
cation process, requires their input images to remain confidential. On the other
hand, the classification algorithm provider wishes to commercially exploit their
algorithm; hence, requires the algorithm parameters to remain confidential.

We consider an approach, which facilitates the outsourcing of the image clas-
sification task to an external classification algorithm provider, without requiring
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the establishment of trust, contractually or otherwise, between the involved par-
ties. We focus on the evaluation task (i.e., labeling a new unclassified image), and
not the learning task. Our proposal is based on Secure Multiparty Computation
(MPC), and allows for private image classification without revealing anything
about the private images of the image holder, nor about the parameters of the
classification algorithm. Unlike previous work [4,5,20], we can fully outsource
the task at hand, in such a way that the classification algorithm provider does
not need to be the same entity as the cloud computing provider. Although any
of the involved parties (i.e., the classification algorithm provider, and the image
holder) can play the role of one of the MPC servers, this is not a requirement for
guaranteeing the security of our proposal. MPC allows distribution of trust to
two or more parties. As long as the image holder (resp. the classification algo-
rithm provider) trusts at least one of the MPC servers, their input images (resp.
their classification algorithm parameters) remain secret.

MPC allows a set of mutually distrusting parties to jointly compute a func-
tion on their inputs, without revealing anything about these inputs (other than
what can be inferred from the function output itself). Currently, MPC allows
one to compute relatively simple functions on private data; arbitrarily complex
functions can be supported, but with an often prohibitive computational cost.
EPIC, our privacy-preserving image classification solution, combines the tech-
niques of transfer learning feature extraction, support vector machine (SVM)
classification, and MPC. In this work we use recently developed techniques for
generic image classification (within the ImageNet competition) such as transfer
learning to extract powerful generic features. Transfer learning using raw CNN
features has been studied extensively by Azizpour et al. [3], and Yosinski et
al. [55]. Then, the computation done in the MPC setting is minimized to only
evaluate a simple function with secret shared inputs.

We focus on classification via SVM, as opposed to using more sophisticated
techniques, such as Neural Networks (NNs), in the privacy-preserving domain to
minimize the computational cost. While the field of private image classification
is shifting towards NN-based approaches [25,33,43], we show that it is not neces-
sary to use private NNs, as we can achieve classification with better accuracy by
using generic NNs to improve the feature extraction techniques used. Although
Convolutional NNs (CNNs) are the state-of-the-art for image classification [23],
we confirm that SVMs can achieve high accuracy, as long as they are provided
with good quality features. Transforming a NN to a privacy-preserving one re-
sults in inefficient solutions (e.g., 570 seconds for one image classification by
CryptoNets [20]).

A schematic representation of the application scenario treated by EPIC is
given in Fig. 1. Using additive secret sharing techniques both the classification
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Fig. 1. A schematic representation of the private image classification scenario.

algorithm provider, and the image holder share their inputs to the n > 2 MPC
servers. Note that no information about the actual secret inputs can be gained
by the individual shares alone. Thus, each MPC server learns nothing about
the inputs of the two parties. The cluster of the MPC servers comprise the
cloud computing provider, which together execute the MPC protocol to produce
the final classification result. The MPC servers communicate via authenticated
channels to accomplish what the protocol prescribes. The protocol completes
its execution by having all MPC servers sending their share of the final classi-
fication result to the designated party, who can then reconstruct the result by
combining the received shares. This party can be the image holder, or an external
analyst, assigned to examine the classification results, without getting access to
the underlying private images. The involved parties (image holder, classification
algorithm provider, and —potentially— analyst), may play the role of the MPC
servers themselves, avoiding completely the outsourcing to the cloud provider(s).

A key aspect of our work is how the data is processed before the MPC engine
is used to perform the classification. The SVM classification is performed on so-
called feature vectors, and not directly on the images. The way one determines
these feature vectors not only affects accuracy, but it also has an impact on
security. As shown in Fig. 1 the image holder performs the feature extraction
on the input image before it is passed to the secure gateway. Thus this feature
extaction must not be specific to the algorithm classification provider; otherwise
the extracted features could reveal information about exactly what is being
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classified. We apply a generic feature extraction method, which is independent
of the underlying classification task.

In particular, we employ TensorFlow [1], to extract features based on the ac-
tivation of a deep CNN (specifically the Inception-v3 [47] CNN) trained on a set
of object recognition tasks, different from the target task. This method is known
as CNN-off-the-shelf in the ML literature, and it has been successfully applied
in various image recognition tasks [15,42]. Since the CNN is generic, it can be
released in the clear, and hence become part of the image holder’s preprocess-
ing. This not only gives us a security benefit, but it also significantly improves
the accuracy of our method. There are many public CNNs available online for
generic feature extraction in Caffe’s Model Zoo, which can be used with our
EPIC solution to add a privacy dimension to a typical ML problem [24]. In our
paper we selected Inception-v3 as the public CNN to extract features, because it
suits many generic image recognition tasks, and allows us to benchmark EPIC
against previous solutions on traditional datasets such as CIFAR-10.

We also present a second variant of EPIC, which aims at allowing a tradeoff
between the accuracy of the classifier’s predictions, and its performance. It does
so by deploying a kernel approximation method, on top of Inception-v3 features
for dimensionality reduction.

We implemented our solution using SPDZ [7], which was introduced by Damgard
et al. [12,13], it is based on additive secret sharing, and it is proven secure in the
active security model, in the full versions of the papers [12,13]. We assume the
reader to be familiar with MPC, but we discuss preliminaries on the techniques
used by EPIC for completeness in the full version of our paper [34]. EPIC outper-
forms the state-of-the-art in secure neural network inference [25], both in terms
of efficiency, and in terms of prediction accuracy. Our implementation shows that
privacy-preserving image classification has become practical. As shown in Ta-
ble 1, we are the only provably secure work in the active security model, which
is a property we inherit by the chosen implementation frameworks. A system
like EPIC could find application in numerous real-life cases, such as in purchase
scenarios where visual insepction is performed, or when targeted surveillance is
required without compromising non-targets’ privacy.

Our contributions are thus four fold: i) We enable full outsourcing of privacy-
preserving image classification to a third independent party using a simple tech-
nique yet much faster and accurate than others, which require complicated ma-
chinery. ii) Our solution does not leak any information about the private images,
nor the classifier, while being the first to provide active security. iii) We show
how to deploy a data-independent feature extraction method to alleviate the
privacy-preserving computations, while increasing accuracy and efficiency. iv)
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We demonstrate the practicality of our approach, both in terms of efficiency,
and in terms of accuracy, by conducting experiments on realistic datasets.

2 Related Work

Privacy-preserving machine learning can focus either on providing a secure train-

ing phase, a secure classification phase, or both secure training and classifica-

tion phases. The first research works in the field aimed at designing a privacy-
preserving training phase. Recently, due to the advent of cloud computing, and

Machine Learning as a Service, more and more works focus on the design of a

privacy-preserving classification phase. Fewer works have attempted to address

both the training, and the classification phases in a privacy-preserving manner.
To facilitate an easy comparison of the related work, we summarize the main

features of each proposal in Table 1.

e The first column of Table 1 is the reference to the corresponding paper.

e The second column indicates whether the work considers secure training (T),
secure training and classification (T+C), or only secure classification (C).

e The third column indicates the security model, under which the proposed
protocols are secure, where P stands for passive security, and A stands for
active security. N/A (not applicable) refers to differential privacy techniques,
which are designed to protect against inference about the inputs from the
outputs, and thus are orthogonal to the issue of securing the computation
which we deal with.

e The fourth column denotes the method used to preserve privacy. DP stands
for differential privacy; SP stands for selective privacy, and refers to the unique
characteristic of the work of Shokri and Shmatikov [46] allowing the users to
decide how much private information about their learned models they wish
to reveal. SHE stands for Somewhat Homomorphic Encryption, 2-PC for 2-
Party Computation, and MPC stands for Multiparty Computation (which
could include 2-PC).

e The fifth column lists the training method(s) used. N-L SVM stands for non-
linear SVM, NN for Neural Networks, LM for Linear Means, FLD for Fisher’s
Linear Discriminant, HD for hyperplane decision, LIR for linear regression,
LOR for logistic regression, and DT for decision trees.

e The sixth column lists the information that is revealed by the protocol exe-
cution. C stands for information about the classifier, and TD for information
about the training data. We note with boldface letters the information that is
intentionally revealed by the protocol execution, and we mark with an asterisk
the information that is protected by means of differential privacy techniques.
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‘ ‘Func.‘Sec. model‘Privacy mthd‘ Train mthd ‘Info leak‘Impl.‘

Bo| T N/A DP N-L SVAM C, 1D | v
BY| T N/A DP N-L SVM C;TD* | v
46| T P SP NN C v
G| T P MPC N-L SVM C v
[48] T p MPC; DP N-L SVM C v
[9] T P MPC; DP NN C* v
21] | T+C P SHE LM; FLD 1o v
[2] | T+C p SHE Bayes; random forests no v
[20] | T+C P 2pC N-L SVM 1o X
[10] [ T+C P 2PC NN ™ | x
35 [ T+C P 2PC NN: LIR; LOR 0 v
0] | C P SHE NN 1o v
4 | C P SHE N-L SVAM C 7
[8] C p SHE NN no X
[6] C P SHE; 2-PC HD; Bayes; DT no v
41| C p 5-PC N-L SVAM 1o v
5] | C P 2.PC NN C X
[36] | C p 2-PC NN no v
[45] | C P 2PC NN 1o v
33 | C p 2-PC NN filter size| v/
43| C P 2PC NN; SVM o | v
[25] | C p 2-PC NN no v
[EPIC] C A [ MPC ] SVM o [ vV |

Table 1. Comparison of the related work.

Information that can potentially, and unintentionally be leaked is noted with
normal, non-boldface letters.
e The last column indicates whether the work provides an implementation.
Training a SVM in a privacy-friendly way, has been previously considered
based on techniques of differential privacy [30,31]. Despite the little overhead
that these techniques incur, which makes them competitive from an efficiency
perspective, they do not consider the security of the actual computation during
the training or classification. Shokri and Shmatikov [46] achieve such privacy-
preserving collaborative deep learning with multiple participants, while refrain-
ing from using cryptographic techniques. Their work focuses on learning the NN|
but they also consider protecting the privacy of each individual’s NN, allowing
the participants to decide how much information to share about their models.
A lot of research has been devoted to provable privacy-preserving techniques
for training a classifier. Privacy-preserving data mining has been an active re-
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search area since the seminal work of Lindell and Pinkas [32]. More recently,
Vaidya et al. [51] showed how to train a SVM classifier, in a privacy-preserving
manner, based on vertically, horizontally, and arbitrarily partitioned training
data. In follow-up work, Teo et al. [48] improved upon the efficiency of the
solution of Vaidya et al. [51], and showed that their approach scales well to ad-
dress the challenges of data mining on big data. Chase et al. [9] combine MPC
techniques with differential privacy techniques to achieve private neural net-
work learning. Their work provides provable security guarantees for the learning
phase (in the passive security model), and adds noise to the resulting network
to protect its privacy during classification.

A parallel research line aiming to address the same challenge, namely privacy-
preserving data mining, is based on homomorphic encryption (instead of MPC).
The notion of homomorphic encryption dates back to the work of Rivest et
al. [44], but only recently fully homomorphic encryption was devised [19]. This
type of homomorphic encryption allows the computation of any polynomial func-
tion on the encrypted data, and unlike MPC, it does not require communica-
tion, as the task can be outsourced to one single party. Since the seminal work
of Gentry [19], a lot of somewhat homomorphic encryption schemes have been
proposed, allowing computations of polynomial functions of a limited degree.
Graepel et al. [21] consider both machine learning training, and classification
based on encrypted data, with their solutions being secure in the passive model.
Due to the selected homomorphic encryption scheme, Graepel et al. [21] cannot
treat comparisons efficiently, which excludes SVM-based solutions. Addressing
both learning, and classification based on extremely random forests, and naive
Bayes networks, Aslett et al. [2], also work on homomorphically encrypted data.

One of the first private SVM classifiers was proposed by Laur et al. [29], which
addresses both the training and the classification in a privacy-preserving manner.
Their work combines the techniques of homomorphic encryption, secret sharing,
and circuit evaluation, into a passively secure 2-PC solution. Concurrently, and
independently Dahl [10] is working on using the same MPC framework as in our
work, to realize both the training, and the classification of CNN based privacy-
preserving algorithms. While Dahl [10] is deploying CNNs instead of SVM, he
needs to apply them in a non-black-box fashion. The protocol of Dahl [10] allows
some leakage of information during the training phase, which is not the case with
our approach. SecureML [35] also considers both training and classification in
the 2-PC setting, and the passive security model. These approaches [29,10,35]
can only treat the two-party setting, and cannot be trivially extended to allow
the classifier provider to be a different entity than the cloud provider.

Other works focus particularly on the private image classification problem,
instead of the training of the model. Gilad-Bachrach et al. [20] propose a solu-
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tion applicable to the image classification problem, based on homomorphically
encrypted data. The resulting CryptoNets [20] provide an accuracy of 99% for
the MNIST dataset, and can make on average 51739 predictions per hour. How-
ever, this is only the case when the predictions are to be made simultaneously;
for a single prediction the task takes 570 seconds to complete.

Recent work by Barnett et al. [4] demonstrated the potential of polynomial-
kernel SVM to be used for classification in a privacy-preserving manner. Specif-
ically, Barnett et al. apply SVM techniques for the classification —as in our
work— but on encrypted data. Although they mention the potential of an MPC
approach to be more efficient in this setting, they do not consider it, because
direct translation of the protocols to MPC would require interaction between
the client and the classification algorithm provider during the computations. We
overcome this limitation by extending the application scenario in a way that
allows the classification task to be fully outsourced to a cluster of independent
third parties. We implement their approach using SPDZ in a more secure way by
keeping the PCA components private (they choose to make them public). This
implementation is more expensive than EPIC, due to the non-linearity of the
polynomial SVM, and it is also less accurate. Albeit inefficient and inaccurate,
it provides an initial benchmark, and it shows the gap between an FHE and
an MPC approach (see details in Section 4). Chabanne et al. [8] attempted to
approximate commonly used functions used in NN-based classification in a SHE-
friendly manner. Despite the high prediction accuracy that their work achieves,
Chabanne et al. do not provide any performance evaluation results.

In the 2-PC setting, Bost et al. [6], and Rahulamathavan et al. [41] focus on
the problem of private classification, where both the classifier parameters, and
the client’s input to be classified need to remain private. The latter approach
does not consider linear SVM, while both approaches only offer passive security.
Barni et al. [5] propose private NN-based data classification, also in the 2-PC
setting and passive security model. They suggest three protocols, which offer
different privacy guarantees for the classifier owner, while always protecting fully
the client’s input. Follow up work by Orlandi et al. [36] extends the work of
Barni et al. in terms of privacy. DeepSecure [45] is another work in the 2-PC
setting, and the passive security model, using Garbled-Circuit techniques. A
direct performance comparison of DeepSecure versus CryptoNets [20] confirmed
a significant efficiency improvement achieved by DeepSecure.

The recently proposed MiniONN [33] is one of the latest NN-based data clas-
sification approaches in the 2-PC setting. MiniONN demonstrates significant
performance increase compared to CryptoNets, without loss of accuracy; as well
as better accuracy compared to SecureML [35], combined with increased perfor-
mance. However, it still operates in the 2-PC setting, which is more restricted
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than the MPC setting we consider, and it only offers passive security. Under a
comparable configuration as MiniONN, and still in the passive security model,
Chameleon [43] achieves a 4.2 times performance improvement. Chameleon oper-
ates in the 2-PC setting, under the assumption that a Semi-Honest Third Party
(STP) is engaged in the offline phase to generate correlated randomness. Despite
the strong STP assumption, Chameleon does not need the third party for the
online phase, while it gets a significant performance increase from this STP.

Gazelle [25], the latest work on secure NN classification, outperforms, in terms
of efficiency, the best previous solutions in the literature [20,33,43], by carefully
selecting which parts of the CNN to carry out using a packed additively ho-
momorphic encryption, and which using garbled circuits. EPIC performs better
than Gazelle, while also being secure in the active security model. This is because
EPIC only treats linear computations in the privacy-preserving domain.

To the best of our knowledge, we are the first to provide a privacy-preserving
image classification tool combining SVM classification with transfer learning
feature extraction, offering active security. EPIC is more efficient than previous
work and achieves prediction accuracy higher than that of the related work on the
same datasets, although it does not deploy sophisticated NN-based classification
on the private inputs. Interestingly, EPIC is not limited to the 2-PC setting,
allowing a broad range of application scenarios to be treated by our solution.

3 EPIC

The proposed private image classification solution, EPIC, is based on transfer
learning techniques [49] for feature extraction. The EPIC algorithm for image
classification runs in two phases. In the first phase the image is passed through
a generic feature extraction method. Being generic, i.e., not task specific, this
method can be published in-the-clear and hence can be applied by the image
holder before passing the output securely to the MPC engine. In the second
phase the actual classification, via an SVM, is applied. This SVM is specific to
the task at hand, and hence needs to be securely passed to the MPC engine. We
thus have two problems to solve Feature Extraction and SVM classification.

Feature Extraction. High quality features are key to the accuracy of a trained
classifier. We ensure high quality feature extraction by deploying the techniques
of transfer learning. Specifically, we perform feature extraction based on Inception-
v3 [47], which is a public CNN classifier trained on a set of non-privacy-sensitive
object recognition tasks. Commonly, the training for such a CNN classifier is
performed on large datasets, which enhances the prediction accuracy of the
classifier. In our context, the trained classifier extracts features based on the
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activation of a deep convolutional network. Our work shows that powerful fea-
ture extraction is essential to the quality of the final classification accuracy. In
fact, we demonstrate that the high-complexity (CNN) tasks can be learned on
non-private datasets, and still use their power for feature extraction of unrelated
tasks. Eventually, this allows us to deploy only linear functions for the actual
classification, which enables accurate, and efficient privacy-preserving solutions.

SVM Classification. Despite the increasing popularity and high effectiveness
of CNN classification techniques, the direct deployment of CNN techniques re-
quires large training datasets [14] that are potentially difficult to obtain when
the underlying data is privacy sensitive. In addition, black-box transformation of
CNN-based methods to their privacy-preserving equivalents will result in clas-
sifiers that are computationally prohibitive to use. Thus using a light-weight
classification method such as SVMs can be beneficial in privacy sensitive envi-
ronments, and their evaluation can be done (as we show) in a secure manner.
With the CNN features, an SVM can learn quickly from very few positive exam-
ples, which shows that they are useful to perform one-shot learning [15]. Thus,
we opted for the design of a private SVM classifier, while using the techniques
of CNN-based transfer learning in the context of feature extraction, which does
not raise privacy concerns.

To classify a new unlabeled input with our classifier trained with a linear
SVM, we need to securely evaluate the following equation:

class(h) = arg max(x; - h + b;), (1)
(2

where:

e h is the vector representing the client’s image, and has been provided to the
MPC servers in shared form;

e b; is the model intercept (aka bias), calculated by the classification algorithm
provider during the learning phase and secret shared to the MPC servers;

e x; are the n support vectors.

The support vectors x;, and the model intercepts b; are assumed to need protec-

tion, as they represent the intellectual property of the learned model.

Feature Reduction. To achieve efficient training of kernel machines (such as
SVM) aimed at non-linear problems, several approximation methods (e.g., the
method of Rahimi and Recht [39]) have been proposed. Such approaches have the
goal to alleviate the (cleartext) computational, and storage cost of the training,
incurred by the high dimensionality of the data, especially when the training
datasets are large. The approximation generally is implemented by mapping the
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input data to a low-dimensional feature space, such that the inner products of
the mapped data are approximately equal to the features of a more complex
(e.g., Gaussian) kernel. This is known as the kernel trick. These features are
then combined with linear techniques (e.g., linear SVM), yielding an efficient
training, but also an efficient classification, which we are able to implement in a
privacy-preserving way.

One of the first successful approaches for kernel approximations, achieving
high accuracy, was proposed by Rahimi and Recht [39], and is based on random
features, which are independent of the training data. To the contrary, Nystrom
based kernel approximations [53,16], are data dependent. Although Nystrom ap-
proximations outperform randomly extracted features [54] in terms of accuracy,
being data dependent makes them unfit for our purposes, as they require ap-
plying non-linear functions on the private inputs. From a computational, and
storage efficiency perspective, data independent approximations are favored.

We discovered that a variant of the method proposed by Rahimi and Recht [40]
is presented in the scikit-learn package [37]. This implements an RBF (Radial
Basis Function) sampler, which allows to transform the features without using
the training data. This dimensionality reduction (like the feature extraction) is
deployed both for the training, and for the data classification. Since the feature
selection is random (i.e., data independent), it can be performed on the cleartext
data, both by the classification algorithm provider, and by the client, without
raising privacy concerns.

Our second variant of EPIC (see below) supports dimensionality reduction
for free, by placing all the computational load on the cleartext. This variant
makes use of an algorithm implementing the RBF sampler listed in Fig. 2. In
our application scenario, the algorithm provider broadcasts the RBF sampler
parameters, namely the « parameter and the feature size. The v parameter does
not reveal any information about the dataset. Note that v is a floating point
number, which is varied to match a cross-validation score on the training data.
The shape variable is the feature size of a point (set to 2048), which is the output
of Inception-v3.

EPIC — Simple Variant: The classification algorithm provider has already
trained their SVM classifier. The parameters for the SVM classification are
shared to the MPC servers by the classification algorithm provider and are never
revealed to the image holder (nor the analyst). The image holder applies the
Inception-v3 feature extraction to their image, and takes the next to last layer,
which has a feature size of 2048, as their output. The resulting features are then
shared (via the secure gateway) to the MPC servers by the image holder, and
thus are kept secret from the classification algorithm provider. We indicate se-
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Scikit-learn variant of Random Kitchen Sinks [37].

Init: Set v, shape, state,andom, NC.
Fit:
1. Select weightsandom = v/2 * 7 - staterandom-N (0, 1) of size nc x shape, with mean 0 and
standard deviation 1.

2. Assign offset,andom = Staterandom-U(0,2 - ) of size nc.
Transform(z):

1. projection = x - weights,andom + offsetrandom-
2. projection = cos (projection).
3. projection = projection - (v/2/+/nc)

Fig. 2. RBF Sampler.

cret shared data in square brackets (Fig. 1). The MPC engine then evaluates the
SVM securely on the features and outputs the result to the analyst (or image
holder).

Note that although EPIC does not allow any information leakage about the
private SVM parameters, recent work by Tramer et al. [50] showed that only
black-box access to the classifiers can still serve to recover an (near-)equivalent
model. We consider this problem to be out of this work’s scope, as it can easily
be tackled by restricting the number of queries an external party is allowed to
perform on the MPC Engine. This type of attacks has not been averted by any
of the secure computation solutions in the related work.

EPIC — Complex Variant: The second variant of EPIC protocol is summa-
rized in Fig. 3. This EPIC variant trades a small percentage of the classification
accuracy to increase efficiency. It achieves this tradeoff by deploying the kernel
approzimation dimensionality reduction explained above, and in particular the
kernel approximation sub-step is also considered to be part of the feature ex-
traction phase. Here the algorithm provider needs to publish the feature size of a
point (in our case 2048) and the parameter v from above. At first sight it might
seem that v reveals information about the training data, but we noticed that for
our datasets one can fix v = 2713 to a small value and modify the regularization
parameter C' of the SVM. This parameter C' will always remain private to the
algorithm provider, hence there is no information leakage. We stress again that
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for both cases, the CNN feature extraction is input independent, so privacy is
maintained for the image holder and algorithm provider.

Specifically, the protocol starts with the Setup phase, where the algorithm
provider (AP) performs the kernel approximation (from Fig. 2) on its own
dataset, and broadcasts the type of CNN used, and the Init parameters neces-
sary for the feature reduction at the image holder (IH) side. Then, the algorithm
provider secret shares the SVM parameters to the MPC Engine (Eng). Secret
shared values are denoted in double square brackets. In the evaluation phase,
the image holder performs the feature extraction locally (given the previously
obtained parameters), and secret shares the new point to be classified by Eng.
Then, the MPC protocol computes Eq. 1.

EPIC Protocol with kernel approximation as feature reduction

Setup:
1. Algorithm Provider (AP) broadcasts the type of CNN used for feature extraction.

2. AP computes v from Fig.2 on its own training data. Then AP broadcasts the Init
variables from Fig. 2 and secret shares the support vectors x;, b; to the MPC engine
(Eng). These are stored on Eng as [z;], [b:].

Evaluate:

1. Image Holder (IH) uses public CNN to extract features i’ from its image. Then IH
maps k' — h locally using the RBF sampler initialized with the v broadcasted by AP
to obtain a smaller number of features. The new point h is further secret shared to
the Eng and stored as [A].

2. Eng uses ], [b:]), [] to compute Eq. 1 with a shared result: [class(h)].

Fig. 3. Protocol for SVM classifcation with RBF sampler.

4 Experiments

Experimental Setup. Our experiments are conducted on two MPC servers,
which yields the most efficient solution, but we also show how the proposed sys-
tem scales with more than two MPC servers. We assume a protocol-independent,
input-independent preprocessing phase that takes place prior to the protocol ex-
ecution between the MPC servers. The inputting parties do not need to be
aware, nor contribute to this phase. The preprocessing creates the randomness
needed to boost the efficiency of the online phase, and allows the inputting par-
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ties (image holder and classification algorithm provider) to securely share their
inputs.

The online phase begins with the image holder, and the algorithm provider
sharing their inputs (reduced CNN features, and SVM parameters, resp.) to the
MPC servers. This is performed by executing an interactive protocol between
each inputting party and the two MPC servers, as Damgard et al. [11] proposed.
Then, the actual private image classification task is executed only between the
two MPC servers, as in the Evaluate phase of Fig. 3. In the end, each MPC
server sends their resulting share to the image holder, or the analyst, who can
combine the shares and reconstruct the cleartext result, which is the desired
class label.

From Fixed Point Arithmetic to Integers. For the secure integer com-
parison sub-protocols that EPIC deploys, we selected the statistical security
parameter to be k = 40 bits. We stress that everywhere the computational se-
curity parameter is set to A = 128. We observed experimentally after running
the scikit-learn’s RBF (see Fig. 2) on top of Inception-v3 that each feature is
bounded by abs(x;) < 15 where len(z) < 2048.

To avoid the costly fixed point arithmetic, we scale each feature x; by a factor
f, and then perform arithmetic on integers. Particularly, we compute z; - f
and then round it to the nearest lower integer. We varied f, and evaluated the
SVM’s accuracy. We experimentally concluded that setting f = 2° gives sufficient
accuracy, as if working on floating point numbers, while lowering the scale factor
f decreased the accuracy by more than 1%. If f = 2% then to compute a class
score from Eq. 1 becomes: s = Z§01418(28 ~2;5+28 - h;)+2'9-b; since we need to scale
both support vectors x; as well features h. Using the fact that each component
is bounded by 15 then clearly s < 2%,

To improve the underlying MPC performance we wanted to aim for using a
64-bit prime modulus for the underlying linear secret sharing scheme. Unfortu-
nately, if our inputs are of 35 bit size then there is no room left to perform the
secure comparisons in arg max with 40 bits statistical security, as 35 + 40 > 64.
Surprisingly, for all the datasets we experimented with, s was less than 20 bits
long, because some of the x;;’s are negative. Hence, we could run everything on
64-bit primes with 40-bit statistical security, while ensuring there is no infor-
mation leak from the comparisons. We can achieve an even tighter bounding by
normalizing the features using the L2-Norm, after the RBF-Sampler invocation.
In our setting this is not necessary, since the expected bound on s is already low
(20 bits). We also experimented (see later) with higher statistical security of 100
bits by using 128-bit prime fields.
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For the feature reduction we considered whether to use RBF or PCA, and
concluded that RBF is more suitable for our purposes. Despite the accuracy
loss that RBF incurs compared to PCA, it is justified to use RBF for reasons
of computational and communication efficiency. For a more detailed comparison
between RBF and PCA feature reduction in our setting, we refer the reader to
the full version of our paper [34].

Datasets. We selected three image datasets: CIFAR-10, MIT-67, and Caltech-
101, to show how EPIC scales in terms of performance, when increasing the
number of classes, and to illustrate its classification accuracy.

e CIFAR-10 [28]: This is a dataset of 60000 32x32 color images, out of which
50000 are training images and 10000 are test images. CIFAR-10 features 10
classes of objects, with 6000 images per class. The accuracy metric is the
quotient between correctly classified samples and total number of samples.

e MIT-67 [38]: MIT-67 has 15620 indoor images from 67 scene categories. We
used 80 images per class for training, and the rest of the pictures for testing.
The accuracy metric used here is the mAP (mean Accuracy Precision), which
consists of calculating the average over the accuracies of each class.

e Caltech-101 [17]: This dataset contains pictures of objects of 102 categories.
Each class has at least 31 images and we chose to use 30 images from each
class for the training. The accuracy metric is mAP, just as in MIT-67.

Training. We trained the SVM on the cleartext versions of the aforementioned
datasets. Feature extraction was done after resizing each image to 256x256. We
trained Linear SVMs based on the one-versus-all strategy (OvA) [52], because
it is more efficient to evaluate n classifiers in MPC instead of n(n — 1)/2. Note
that we chose to avoid the data augmentation trick, and adopted the training
method presented in DeCAF [15] using the original datasets, and raw features
from Inception-v3 [15]. To find parameters that yield high classification accuracy,
we have done a grid search for the v required in the RBF, and the parameter C
which denotes the size-margin hyperplane for the SVM decision function.

We stress that EPIC achieves a sufficient classification accuracy. Given that
EPIC workings have been purposely kept simple to allow for efficient secure com-
putations, we consider the classification accuracy of EPIC comparable to that
achieved by the state-of-the-art (non-privacy-preserving) works in the ML com-
munity. The best classification accuracy in-the-clear on the CIFAR-10 dataset is
97.14% [18], while EPIC achieves 88.8%. On the MIT-67 dataset, EPIC achieves
72.2% accuracy, while the state-of-the-art in-the-clear solution [27] reports an
accuracy of 83.1%. More interestingly, on Caltech-101, the state-of-the-art accu-
racy in-the-clear is still 93.42% [22], while EPIC achieves 91.4%.
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Classification Accuracy and Performance Evaluation. We executed our
experiments, simulating the two MPC servers on two identical desktop computers
equipped with Intel i7-4790 processor, at 3.60 GHz over a 1Gbps LAN with an
average round-trip ping of 0.3ms.

Our algorithm hand matches the one listed in Fig. 3, where the Evaluate step
from Fig. 3 was implemented using the SPDZ software [7]. The preprocessing
phase for this step was estimated using the LowGear protocol by Keller et al. [26],
which is the fastest known protocol to produce triples for multiple parties with
active security. We do not report on the timings for the feature extraction and
reduction, since they can be done in the clear, locally by the external parties,
which provide inputs to the MPC engine, and they are not privacy-sensitive.

EPIC - Simple Variant: We evaluated the computational performance,
data sent over the network, and classification accuracy of EPIC on the default
2048 length feature from the output of Inception-v3. We report these experiment
results in Table 2. Increasing the number of classes n (from 10, to 67, to 102)
has a worsening effect on the performance, as the amount of data sent over the
network scales linearly with n. The runtime of the online phase is affected less
as n increases. Going from 10 classes (CIFAR-10) with 0.005 seconds runtime,
to 102 classes (Caltech) with 0.03 seconds, is an increase factor of six, whereas
for all other metrics it is roughly ten (i.e., linear in the number of classes).

In Table 3 we show that EPIC improves over Gazelle [25] in terms of every rel-
evant metric on CIFAR-10: accuracy with 7%, total communication by 50x, and
total runtime by 34x. This is because we start with secret shared (powerful) fea-
tures obtained from public CNNs, whereas Gazelle [25] starts with an encrypted
image. We expect Gazelle’s timings to considerably improve, if they adopt our
approach, starting from encrypted features produced by a public CNN.

EPIC — Complex Variant: To increase the performance of EPIC even
further, we tried to minimize the feature size used, while still matching the
classification accuracy achieved by Gazelle [25] or MiniONN [33] for CIFAR-10.
In the end, we settled with nc = 128, and then performed a grid search on ~ for
the MIT and Caltech datasets. Our results are reported in Table 4. Since the
number of features decreases considerably from 2048 to 128 the timings decrease
as well. For example, if we look at the online runtime compared to Gazelle [25],
our solution improves by a factor of 700x and the total communication cost
decreases by almost 500x. We do recognize that our setting is different from the
one considered by Gazelle [25], but we see more the similarities, since the end
goal is the same, namely to classify secret shared (or encrypted) images.

Our results indicate that general image recognition, and user’s privacy can go
well together. In fact we showed that securing the private classification comes
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nearly for free. A stronger case for why CNN features with a Linear SVM should
be considered, as a baseline benchmark is done by Razavian et al. [42].

Other optimizations: Note that one of the major improvements came from
running the dot products on multiple threads, and doing the argmax operation
in a tree-wise manner to decrease the number of communication rounds required.

Dataset Runtime (s) Communication (MB) Accuracy
Offline Online Total Offline Online Total %
CIFAR 0.36 0.005 0.37 24 0.33 24.33 88.8
MIT 243 0.02 2.45 161.94 2.24 164.18 72.2
Caltech 3.71 0.03 3.74 246.59 3.41 250 91.4

Table 2. 1 Gbps LAN timings for EPIC — Simple Variant on different datasets with a Linear
SVM.

Framework Runtime (s) Communication (MB) Accuracy
Offline Online Total Offline Online Total %
MiniONN [33] 472 72 544 3046 6226 9272 81.61
Gazelle [25] 9.34 3.56 12.9 940 296 1236 81.61
EPIC 0.36 0.005 0.37 24 0.33 24.33 88.8

Table 3. 1 Gbps LAN timings for CIFAR-10 dataset on different frameworks. The EPIC — Simple
Variant is compared to the state-of-the-art private classification solutions, and outperforms them
in all metrics.

Dataset Runtime (s) Communication (MB) Accuracy
Offline Online Total Offline Online Total %
CIFAR 0.037 0.0003 0.037 2.472 0.027 2.5 81.74
MIT 0.259 0.002 0.261 17.22 0.180 17.4 64.4
Caltech 0.395 0.004 0.399 26.27 0.273 26.543 85.56

Table 4. 1 Gbps LAN timings for EPIC — Complex Variant on different datasets with a RBF-
SVM and a 128 feature size.

Multiparty Setting. We benchmarked EPIC on different number of comput-
ers with the RBF-128 variant on the CIFAR-10 dataset and measured through-
put (operations per second) for the online and offline phases in Fig. 4. For the
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two party case our protocol can carry around 2650 evaluations per second. The
throughput decreases with a growing number of parties and reaches 870 ops per
second for the five parties case. Notice that the main bottleneck when executing
these protocols is still the preprocessing phase, generating the necessary triples.
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Fig. 4. Throughput of CIFAR-10 evaluations of secret features with RBF-128 EPIC for multiple
parties.

Similar work. It is worth mentioning that we also implemented the method of
Barnett et al. [4] in SPDZ, after fixing some security bugs such as cleartext PCA
coefficients. They report 124s for one binary classification thus to extrapolate
this to 10 classes takes roughly 1240s. To translate the work for Barnett et al. in
SPDZ we used a feature extraction algorithm based on Histogram of Oriented
Gradients (HOG) and then reduced their dimension using PCA. The reduced
points where then plugged into a polynomial SVM to classify the inputs. This
methodology yielded a 6.7s execution time of the online phase, and an expensive
preprocessing phase of 12 hours for CIFAR-10. The classification accuracy was
also poor (58%). This showed that the input dependent phase in MPC is faster
than in FHE, by at least two orders of magnitude, confirming that our EPIC
solution outperforms traditional attempts at classifying images using SVMs.
The closest work to ours that tried to solve the issue of linear SVM classifica-
tion is a semi-honest 2-PC protocol due to Bost et al [6]. In this work party A
owns the model and party B holds the features to be classified. To compare our
method with theirs in an accurate manner we took their open sourced code and
tailored it to our feature length (2048), input size (27 bits) and computational
security A = 128 and run it on our computers; whilst maintaining their statisti-
cal security of 100 bits. In Table 5 the method of Bost et al. [6] is benchmarked
with the recent libraries (NTL-11.3.0, HElib, etc.). We then compare with EPIC
using the same parameters as the ones used in the experiments of Bost et al.,
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namely statistical security x = 100 and computational security A = 128, where
the shares live in F,, and p &~ 2!, For more details on the selection of the secu-
rity parameters, we refer the reader to the full version of our paper [34]. EPIC
has a faster online phase than Bost et al., by at least a factor of 20, at the cost of
a slower preprocessing phase. This shows that the main bottleneck in the entire
protocol is the triple generation, which deploys expensive cryptographic tools.

Method Classes Runtime (s) Communication (MB)
Offline Online Total Offline Online Total
[6] 10 0 0.48 0.48 0 5.36 5.36
EPIC 10 1.04 0.014 1.054 46.35 0.66 47.01
[6] 102 0 1.67 1.67 0 54.85 54.85
EPIC 102 10.72 0.083 10.8 475.96 6.68 482.64

Table 5. 1 Gbps LAN timings for EPIC — Simple Variant and Bost et al. with different number
of classes.

5 Conclusion and Future Work

We have introduced EPIC, a private image classification system, trained with
SVM, while having the input features extracted based on the techniques of trans-
fer learning. We showed how to achieve privacy-preserving image classification in
such a way that the task can be fully outsourced to a third, independent party.
For our solution we deployed generic MPC tools and showed how to avoid the
restricted two-party setting. Unlike all previous work, our approach provides ac-
tive security, does not leak any information about the private images, nor about
the classifier parameters, and it is orders of magnitude more efficient than the
privacy-preserving classification solutions proposed in the literature.

Due to their highly accurate predictions, especially for multiclass classification
tasks, CNNs have superseded SVM as the state-of-the-art for image classifica-
tion. However, our work shows that in the privacy-preserving domain, SVM clas-
sification can still produce accurate results, as long as it is provided with high
quality features. Thus, we chose to focus on improving the feature extraction
phase, using a transfer learning, CNN-based approach, while avoiding the exe-
cution of such complex functions in the MPC domain. An interesting advantage
of our solution is that it can be applied to the homomorphic encryption domain,
since performing the linear operations has depth 1, and the costlier operation is
computing the argmax, which requires to branch on secret comparisons.

120



Our experiments confirmed that there is a tradeoff between the complex-
ity, and therefore also accuracy of the classification algorithms used, versus the
efficiency of the privacy-preserving variants of the proposed solutions. In the ac-
tive security model that we consider in this work, deploying CNNs in the same
manner as they are used on cleartext data, is computationally prohibitive with
current privacy-preserving methods.
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1

After years of active research, both in theoretical results and system building, multi-
party computation (MPC) is becoming practical as a paradigm. Recent research
results and practical implementations [13,1], deployment of MPC in real-life appli-
cations [3], as well as organizations beyond academia offering commercial MPC so-
lutions [30,27,26], confirm that MPC is reaching maturity. However, MPC, just like
any other cryptographic primitive deployed to enhance privacy, comes at a significant
efficiency penalty, in terms of computation and communication. While some research
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Abstract. Secure comparison has been a fundamental challenge in privacy-preserving
computation, since its inception as Yao’s millionaires’ problem (FOCS 1982). In this work,
we present a novel construction for general n-party private comparison, secure against an
active adversary, in the dishonest majority setting. For the case of comparisons over fields,
our protocol is more efficient than the best prior work (edaBits: Crypto 2020), with ~1.5x
better throughput in most adversarial settings, over 2.3% better throughput in particular in
the passive, honest majority setting, and lower communication. Our comparisons crucially
eliminate the need for bounded inputs as well as the need for statistical security that prior
works require. An important consequence of removing this “slack” (a gap between the
bit-length of the input and the MPC representation) is that multi-party computation
(MPC) protocols can be run in a field of smaller size, reducing the overhead incurred by
privacy-preserving computations. We achieve this novel construction using the commutative
nature of addition over rings and fields. This makes the protocol both simple to implement
and highly efficient and we provide an implementation in MP-SPDZ (CCS 2020).

Keywords: Secure Comparison - Multi-party Computation - Unconditional Security -
Dishonest Majority.
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focuses on tailoring MPC solutions to a particular problem, to compensate for this ef-
ficiency penalty, other works focus on improving the efficiency of fundamental MPC
building blocks, which are applicable to a wide variety of problems.

Secure comparison is an important problem in multi-party computation — it in-
volves the comparison of two or more secret values in a privacy-preserving manner.
Comparison is a fundamental building block, necessary for the realization of various
larger tasks: from online auctions to big data analytics and machine learning. Given
the privacy considerations that today’s digital infrastructure entails, protocols for
secure comparison are a fundamental MPC tool in privacy-preserving applications.

Since the introduction of the secure comparison problem by Andrew Yao in
1982 [34] as the millionaires’ problem, research efforts have pushed the frontiers
of performance of this primitive. MPC has traditionally been efficient either on lin-
ear operations, when it is based on arithmetic circuits, or on non-linear operations,
when it is based on Boolean circuits. Recent applications require a combination of
linear and non-linear operations, and they are most of the time addressed with solu-
tions based on arithmetic circuits, because these are significantly more efficient than
Boolean circuits for the linear part, which presents itself as the bulk of the computa-
tion. Given the non-linear nature of the comparison operation, protocols for secure
comparison still remain a bottleneck for privacy-preserving computation. Thus, any
improvement in this line of work has a compounding impact on improving the overall
efficiency of privacy-preserving computations.

In this work, we present a novel comparison protocol that is secure against an
active adversary in the dishonest majority setting and holds for general n-party com-
putation. Our work improves upon the state-of-the-art protocol for comparison in
dishonest majority in both the total time and communication by a factor of two for
the OT-based preprocessing. In addition, our protocol is easy to implement requiring
no heavy cryptography. Notably, our protocol is highly conducive to amortization
and preprocessing, which makes it attractive for deployment in real-life applications,
as these are important considerations in building practical secure systems.

1.1 Owur Contribution

We present Rabbit!, a novel secure comparison protocol, which leverages the commu-
tative nature of addition over rings and fields. Our protocol exploits recent advances
in the generation and deployment of doubly authenticated shared bits (daBits [25]),
which are bits living both in F,, and in Fa, as well as extended doubly authenticated
bits (edaBits [14]), which correspond to shared integers in the arithmetic domain,
whose bit decomposition is shared in the binary domain. The proposed comparison
is more efficient than previously proposed secure comparison protocols, while at the

! The name is an extension of the daBit [25], maBit [24] and edaBit [14] line of work.
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same time removing the dependence on bounds and statistical parameters. This al-

lows the MPC engines used for our secure comparison to be smaller than the ones

required by previous protocols, which has a positive impact on the concrete efficiency

of the MPC protocols. Concretely we make the following contributions:

(i) Novel comparison protocol: We propose Rabbit, a novel secure comparison pro-
tocol based on the commutative nature of addition over rings and fields. Rabbit
is a general n-party protocol and crucially eliminates the need for any “slack” —a
statistically larger dataspace to ensure security of computations, and thus enables
computations over smaller datatypes. For instance, to compute over 64-bits, prior
works require the use of 128-bit datatypes, while we can support these computa-
tions in standard 64-bit datatypes.

(ii) Security: Since we eliminate the slack and keep an exact tab of overflows, our
comparison algorithms are unconditionally secure. However, our protocols use
edaBits [14], which requires us to account for a statistical security parameter.
Lastly, when implemented in a larger body of MPC computation, our protocols
inherit the security properties of the platform. The current implementation of
our protocols uses MP-SPDZ [13], which further reduces the overall security to
computational, against active adversaries in the dishonest majority setting.

(iii) Simplicity and Efficiency: Our protocol is straightforward to implement. As
shown in Fig. 1b, it is merely a few lines of code in MP-SPDZ. This also makes our
protocol highly amenable to secure implementation. As for efficiency, the benefits
of our work over the state-of-the-art are most pronounced in the case of compar-
ison over fields. In this case, we improve end-to-end computations such as secure
evaluation of ResNet-50 up to 2x faster, albeit at a higher communication.

1.2 Technical Overview

Our central focus in this work is to propose novel and efficient protocols for se-

cure comparison. Comparison protocols usually rely on statistical security or bit-

decomposition combined with prefix computation to achieve the results. We observe

that:

(i) When considering arithmetic secret shares, the bit encoding modulus overflow of
secrets enables exact integer relations between the secret, the secret shares, and
the modulus.

(ii) Using the commutativity of addition over standard structures, such as rings and
fields, we can express a sum in two different ways and thus equate the correspond-
ing constraint equations.
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These two observations together enable more efficient protocols for comparisons.
More specifically, the core idea behind our comparison protocols lies in our ability
to detect when a sum over a particular modulus overflows (i.e., wraps around), and
when this happens we can correct it. Observe that given two integers x,y € Z)y, their
sum x 4+ y mod M is less than either of the two summands, iff the sum wrapped
around the modulus. That is, given a comparison function:

LT(zy)=1 if (x<vy);

LT(-):ZxZ—{0,1} S Z :
(+):Zx {0,1} {LT(x,y)=0 otherwise,

we can compute the modular sum x+%y mod M, by performing computations over
the integers as:

x+ymod M =z+y—M-LT(x+y mod M,x)=x+y— M -LT(x+y mod M.y)

This is due to the observation that LT(z+y mod M,z) (or LT(z+y mod M,y)) is
true, iff the sum wrapped around. Given that the LT(-,-) function detects (i.e., out-
puts true) when a wrap around happens, we can indeed realize the modular sum,
while performing computations over the integers, by conditionally subtracting the
quantity of the wrap around (i.e., M), when LT(-,-) returns true.

Notation. We use [z], to denote the sharing of a secret x in the ring Zy. We
primarily consider two values of the modulus: N =M and N =2, where M is a fixed
constant, set to either a prime p, or a power of two 2*. The types of sharings are:

(i) [x],, where the secret is x€Zy; or [b],, where the secret is a bit beFy;

(ii) [],, and [£o]y,-[¥m 1], such that z=3"" " 2;-27 (mod M) and M <2 (this is
also known as an edaBit [14])

Similarly, given a (public) constant value Re€Zj;, we denote by Ry,...,R,,—1 the bit
decomposition of R, and by R; its individual bits (at the corresponding position 7).

2 Comparison Protocols

In this section we present our comparison protocols and their workings on a step-by-

step basis. Then, for each presented protocol, we also show correctness. We do not

provide any formal proofs of security of our protocols, as these follow trivially from
the arithmetic black box functionality paradigm [11]. We present the protocols in
the following order:

(i) First, we present the protocol IIrgis (Fig. 3), which realizes a comparison be-
tween a secret bit-decomposed value, and a public value, and outputs a secret bit
indicating the result of the comparison. This is a building block that uses prefix
computation for comparison.
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# Secure comparison in MP-SPDZ

k = program.bit_length

r, r_bits = sint.get_edabit(k, True)
a = (x+r).reveal )

b=a+M-R

+7r = i i
], a=z+7r wil = LTBits(a, r_bits, k)
[2]as [2+7]y w2 = LTBits(b, r_bits, k)
b_B l"hB w3 = (b <M-R)
+r ) movs(s, sint.conv(wl-w2+w3))
c= [I+B]]\f b= [.T+7 +B:|1\/f return

(a) Intuition behind Rabbit comparison protocol (b) Rabbit code snippet

Fig. 1: Our protocol relies on the commutative properties of addition over rings/fields as shown in
Fig. 1a. This diagram indicates the two different ways we can obtain the value b. The [-],, notation
indicates that the corresponding values or sums are taken modulo M. The horizontal arrows indicate
addition of a uniformly random value r€{0,...,M —1}, used to mask the secret input of the comparison
x (so that we can later open it without information leakage, to perform a comparison). The vertical
arrows indicate addition of a known constant Be{0,...,M —1} related to the public quantity to be
compared against. These two ways of computing the sum b, are necessary for the comparison protocol
between a secret value z and a public constant A — B. The code on the right (Fig. 1b) shows the
simplicity of implementing our protocol, implemented in this case in the MP-SPDZ codebase [13].

(ii) Second, we introduce the protocol IIjt¢ (Fig. 4), which invokes ITjtgjs and per-
forms a comparison between a secret value (without bit-decomposition), and a
public value, where the output is a secret bit indicating the result of the compar-
ison.

(iii) Third, we present a specialized comparison protocol, IIge y (Fig. 5), that can be
applied when the modulus is a power of 2 and the public constant against which we
compare is half the modulus. Note that this is an important case, as it corresponds
to computation of the ReLU function, which is widely used in machine learning.

(iv) Finally, in II;ts (Fig. 6), we show how to generalize IIjt¢ to compare two secret
shared values, where once again the output is a secret bit.
Note that given our novel approach of comparison, there is a difference between
secret-public constant comparison (IIj¢) and secret-secret comparison (IIj1s), which
often comes for free when using standard techniques that require a slack. For more
details on this, we refer the reader to Section 4. Finally, for all proposed protocols,
the output can either be an element of Zy; or Fy (depending on the needs of the
follow-up computations) indicating the result of the comparison. An overview of all
our comparison protocols, their inputs, and their interdependencies is given in Fig. 2.
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i Taits Comparison of a public constant with a bit decomposed secret
Figure 3 Input : Public constant R and Boolean sharings [z, -+, [Zm-1]2

/N

Comparison of a secret with another secret 1 ¢ Comparison of a secret with a constant
Input : Arithmetic sharings (2] and [y Figure 6 Figure 4 Input : Arithmetic sharing [z])s and public constant R

TIReLu Specialized comparison for rings with a specific constant
Figure 5 Input : I vc when M = 2% and R = 2¢!

S

Fig. 2: Proposed comparison protocols, their inputs, and their interdependencies.

2.1 Comparison with Bitwise Shared Input — LTBits Protocol

The protocol II 1gis, listed in Fig. 3, follows a standard bit decomposition idea to
privately compute a secret bit, indicating the result of a comparison. It is essentially
an adaptation of the BIT-LT protocol by Damgard et. al. [9], which instead of two
secret bit-decomposed inputs (that BIT-LT receives), it receives one bitwise secret
shared input and a public arithmetic value to compare upon, while its output is a se-
cret Boolean value indicating the result of the comparison. Notably, each component
of our bit-decomposed secret lives in Fy, unlike Damgard et. al’s [9] construction,
where each secret bit lives in IF,,. The protocol LTBits computes the following:

1.

The XOR of each bit of the secret input [z;], value with the corresponding bit
of the public value R;. This results in a bit-string [yo]y,...[ym—1], With ones on all
positions where the bits of the values to be compared differ.

. A prefix OR (circuit computes for each position i of a bit vector, the OR between

all previous bits in the vector up to position 4. - more details in Catrina and de
Hoogh [6]) of the previously computed bits [y;],, which results in a vector [z;], of
0’s followed by 1’s with the transition from 0 to 1 occurring at the first bit where
the secret and the public value differ.

. In this step, the previous vector is converted into a vector [w;]y, 1=0,...,m—1 of

all 0’s and a single 1 at the index of the first differing bit.

. In the last step, we take the inner product between the vector w (which is a vector

of 0’s in all positions, except for the position of the first differing bit of the values
to be compared) and the bits of the public value R. This inner product results in 0,
if at the position of the differing bit R was 0, which further implies that x is larger
than R, and it results in 1 otherwise. We have computed the value [(x < R)],, but
we are actually after [(R<x)],, thus 1—[(z < R)], concludes the protocol.
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Less Than Bits Il 1gits(R,[%0]g.-[Tm—1]3)

Inputs: Secret value x shared bitwise, such that parties hold [x¢],, ... [tm—1]y, Where z =
Z;’;B]Ij-2j7 and public value R.

Outputs: Compute the Boolean value [c], = [(R<2)],.
Protocol: Complete steps 1-3 for all i€{0,1,....,m—1}

1. Parties compute [y;]y=[w;i],@Ri.
! y;l, using PrefixOR circuit.

2. Parties compute [2], i

v
i

3. Parties compute [w;]y =[2i]y—[2i41]9, where 2y, =0.

[
4. Output [c],=1—[(z<R)]y, where [(z<R)]y= 227-161}?4 [wils.

Fig. 3: Protocol for comparison between an input shared bitwise and a public value.

Correctness of II 1g;iis: To see the correctness of 11 7gis, note the following series

of observations:

1. To compare two numbers, we start from the most significant bit (MSB) and look
for the first bit where the two numbers differ. This is precisely what is computed
in Step 1 of I gits. Thus, 4,,_1,...,40 contains a series of 0’s, followed by a 1, which
in turn is followed by bits that are irrelevant to the comparison.

2. As a consequence, 2,_1,...,29 contains a series of 0’s followed by 1’s starting at
the first location where x; and R; differ. Let k€{0,...,m—1} be the largest index
where x; # R;. Thus, w; =1 iff i=k and w; =0 otherwise.

3. Finally, multiplying w; by R; ensures the following:

output = 1 if Ry =.17 CI:{g=0 (.implying R>1x)
0 otherwise (implying R<z)

|
2.2 Comparison with a Constant — LTC Protocol

The protocol II 7¢, listed in Fig. 4, is a comparison protocol between a shared se-
cret value, and a public constant. Unlike II, 7giis, it does not require the secret input
value to be bitwise secret shared, but it invokes the protocol Il 1gis twice. These
two invocations can be parallelized, decreasing the total number of rounds of the
comparison protocol. Iljt¢ requires an edaBit as an input. An edaBit is a shared
value in the arithmetic domain, accompanied by its own bit decomposition in the
binary domain [14]. The core idea behind this comparison protocol is that addition
in a ring or field is commutatitve as explained in Fig. 1a.

The Il 1¢ protocol proceeds as follows:
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Less Than Constant I, 1¢([z],,,R)

Inputs: Value z secret shared, such that parties hold [x],, a shared edaBit([r] ,;,[r0]os----[rm—1]2)
and public value R.

Outputs: Compute the Boolean value [(z <R)],.
Protocol:
1. Parties compute the value [a],,=[z+7];; (and [b]y,=[z+r+M—R],,)-
2. Parties open the value a (b=a+M — R can be opened locally).
3. Parties compute the following quantities:
o [wilo=Tirgits(a,[rol, o [rm—1]2)-

[ ] HLTBItS( [7’0]27---:[7‘m—1]2)'
e w3=(b<M—R).

4. Output [w]y=1—([w1];—[w2],+ws) or use one classical daBit to output [w],,.

Fig. 4: Protocol for comparison between an input shared in Zy; and a public value R for any modulus
M (in particular, M can be 2* or a prime p).

1. Using the arithmetic value [r],, of the random edaBit from the input, the parties
mask the input value z, computing [a].

2. [a] is opened, without revealing any information about .

3. The parties then do the following:

(a) Invoke IT 1gits to compare the masked value [a] against the random edaBit (in
bitwise sharing), resulting in [w;],.

(b) Invoke IIjtgits to compare b = [a + M — R]) against the random edaBit (in
bitwise sharing), resulting in [ws],.

(c) Compare in the clear b against the public value B =M — R, resulting in w;.

4. Finally, they conclude the comparison test by computing [w], =1—([w;]y—[wa],+
ws). This equation follows from the way we exploited the commutative property
of addition, and its correctness is explained in the next paragraph. The output at
this step is the binary value indicating the result of the comparison, shared in [Fs.
Depending on the follow-up computations in the larger MPC protocol that uses
the comparison, if the next input needs to be arithmetic, a classical daBit [25] can
be used to transform the representation of this bit in Zj,.

Correctness of IIjtc: Let us denote by [x] the value of x € Zyy, i.e., the modular

reduction in {0,1,...,M —1}. We are interested in securely computing the Boolean
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value (z < R), for R a public constant. Furthermore, let LT (z,y) be defined as follows:

1 if z<y

LT (z,y) ={ (1)

0 otherwise

Recall from Section 1.2 that the LT (z,y) function enables writing exact integer rela-
tions for the sum of two numbers as follows:

[z+y] =[z]+[y] =M -LT([z+y],[2])

[+ [] - MAT () [5) @

To be consistent with the notation followed in Fig. la, we define B =M — R, and
¢=[z+ B]. We then use the commutative nature of addition to represent the sum
b=[xz+r+B] in two different ways, as shown in Fig. la. Using Eq. 2 for the two
additions in the top path and noting that a,b,BeZ;:

b=[a+B]=a+B—-M-LT(b,B) 3)
=z+r—M-LT(a,r)+B—M-LT(b,B)

Similarly, using Eq. 2 for the two additions on the bottom path , we get:

b=[c+r|=c+r—M-LT(b,r) (1)
=x+B—M-LT(¢,B)+r—M-LT(br)

Equating the RHS of Eq. 3, and Eq. 4, we get:
LT(a,r)+LT(b,B)=LT(c,B)+LT(b,r) (5)

Recall that the result we are after is LT(z,R), which is equivalent to (1—LT(c,B)),
since B=M—R, and c¢=[z+ B]. Thus, from Eq. 5 we have LT(¢,B)=1—(LT(a,r)+
LT(b,B)—LT(b,r)), which is exactly what we compute in Step 4 of IIjr¢c. Finally, to
complete the proof, we reiterate that LT(c,B) =0 iff (x < R) and that LT(-,-) correctly
computes the function defined by Eq. 1. |

The correctness argument above holds, under the assumption that the edaBit func-
tionality produces correct and secure tuples. We note that the security of our Ilt¢
protocol reduces to statistical, due to the use of edaBits (which offer statistical se-
curity). Since edaBits are sampled on a bit-by-bit basis, and then composed (first
locally, by each party, and then globally) to the arithmetic sharing, we require both
for correctness, and for statistical security that our modulus M is close to a power
of 2. We further elaborate on this matter in Section 4.3.
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2.3 Ilreu — Special Case of ITjtc for R=2%"1, M =2F

I 7c is a general comparison protocol for comparing against any public value. How-
ever, a special case of interest is when the modulus is a power of 2 and the public
constant to be compared against is half the modulus. When considering privacy-
preserving alternatives to machine learning, the use of fixed-point arithmetic converts
the widely used ReLU(z) =max(z,0) function to the above comparison, when consid-
ering such a special modulus (power of 2). In this case, where R= 2k=1 and M =2F,
the protocol can be optimized further to improve performance. We present this op-
timized protocol in Fig. 5. This comparison setting is useful in a number of privacy-
preserving machine learning frameworks [22,32], where fixed point encoding trans-
forms the ReLU function into a comparison with R=2"1 and M = 2. In this case, we
can simplify our protocol to open the masked value a =[x +7] (Step 1 of the protocol),
subtract the mask r from it using a binary circuit in the secret shared domain (Steps 2,
3, 4 of the protocol), and extract the MSB of this result (Step 6). This way we are
essentially extracting the MSB of x. This replaces the overhead of two invocations of
IT, gits with a single invocation of a binary addition protocol (IIgitagder). The computa-
tion in Step 4 can also be used to perform comparisons when R=2¢ is another power
of two, however that would require additional computation over the bits s;_1,...,5.

ReLU TlreLy([2]5:,2571)

Inputs: Value z secret shared, such that parties hold []ox, a shared edaBit ([r]ox,[70],-s[T%—1]2)
and the public value 2¢~1.

Outputs: Compute shares [y], where y=z if (z<21) and 0 otherwise.
Protocol:

1. Parties compute the value [a]or =[z+7]4 and open a.

2. Parties locally compute [to]y,...[tx—1]o =[1—70]9:-,[1—Tk—1]5

3. Parties set ag,...ar_1 to be the bits of (a+1).

4. [s0)os--s[sk—1]0:[sk ]2 = Uitadder (a0, ak—1,[t0]gs---s[tk—1]2) "

5. Output [si_1], or use one classical daBit to output [s_1]yx if only the derivative of ReLU
is required in the computation.

6. Use one multiplication triple and output y=[2]o - [Sg—1]ox-

? Igjtadder 18 & circuit performing addition over bitwise shared values.

Fig. 5: Protocol for comparison between an input shared in Zo: and 2571,

Correctness of Ilgey: Observe that in this special case comparison with the con-
stant 2"~ where the modulus is 2¥, the MSB of the secret input defines the result of
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the comparison. Our protocol essentially performs a bit decomposition of the input
[x]5r by masking it (using the arithmetic version of the edaBit) and then again sub-
tracting this mask in a binary circuit (using the binary version of the edaBit). This
results in the bit decomposition of x, and by extracting its MSB we conclude the
comparison, and hence the computation of this ReLU function.

Remark — Optimizing Ilge y: Note that Step 4 in Figure 5 can be optimized as
we only require a single bit [s;_1],. In particular, this requires logy & rounds and
klogyk invocations of bit-triples. This can be reduced to log,k rounds and 2k—2 bit-
triples by simply modifying the MSB values and using a prefix computation protocol
Hpreopt (cf [6]). We modify the most significant bit of the input tuple to be (1,0)
before passing to the IlpreopL. Consequently, the second element of the output tuple
of the IlpreopL protocol is the carry bit [s;_2], and thus [s;_1], can be computed
locally as the XOR of the MSB’s of the two bits and the bit [s;_s],.

2.4 Comparison with Secret — LTS Protocol

While the protocol described in Sec. 2.2 provides an efficient way to compare with a
public constant, the protocol described in this section, II; s, listed in Fig. 6, enables
the comparison of two secret values z and y. In most prior works, due to the use
of a slack or bounds on inputs, the corresponding protocols for these two settings
are nearly identical. In our case, the elimination of slack requires slightly different
protocols. We provide a brief discussion on applications of either of these protocols
in Sec. 4.2.

Each step of the protocol Il 15 computes the following:

1. Parties mask the input values [y] and [z] using the arithmetic shares of two

random edaBits [r] and [r'], resulting in shared values [b] and [a] €Zy;.

2. These masked values are opened (without revealing any information about x or
y) and the value T'=a+b (mod M) is computed locally.

3. The parties then perform the following computations:

(a) Using Ili7gits, a secret comparison between the open value b and the bitwise
sharing of the edaBit 7, and store the result [w],.

(b) A similar comparison between a and the bitwise sharing of r/, and store the
output in [ws],.

(c) Check in the clear whether (7'<b), and store this value in w;.

(d) Compute a circuit for bitwise addition of two binary (secret) vectors, where
the result is a bitwise secret shared vector of the bits of (r+1).

(e) Extract the last carry bit from the binary adder (Step 3d) as [wy],.
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Less Than Secret I 1s([],/.[y]5/)

Inputs: Values z and y secret shared, such that parties hold [z],, and [y],;, two shared
edaBits([r] /. [70ly---o[rm—1]p) and ([7']ap [ro)ysen[ro1]o)-
Outputs: Compute the Boolean value [(z<y)],.
Protocol:
1. Parties compute the values [b],,=[y+7]5s [alp =" =]y,
2. Parties open the values a and b, and compute T'=a+b (mod M) locally.
3. Parties compute the following quantities:
o [wilo =Tirgits(b,[r0ly, - [rm—1lo)-
o [wo]y =IliTBits(a,[r 0]2:---7[7"%7,—1]2)-
o w3=(T<b).
o [s0lgsslsm—1lo:[smlo = Mgitadder (70l 35 [Fm—11os [0 goeeos| 71 |5)-
o [waly=[smly
o [ws]y =TirBits(T'[s0)o:--s[$m—1]5)-
4. Output [w]y = [w1]y+[wa]y+ws—[ws]y—[ws]y, or use one classical daBit and output [w],,.

Fig. 6: Protocol for comparison between two arithmetic inputs shared in Zyy, for any modulus M (in
particular, M can be 2F or a prime p).

(f) Finally, using II,tgits, compare the value 7" against the bitwise secret sharing
of r+7" (computed in Step 3d), and store the output in [ws],.

4. In the end, the parties conclude the comparison protocol by computing the out-
put [w]y = [w1]y+ [wa]y +ws — [wy], — [ws],. This final step, similarly to the LTC
protocol follows from the way we exploit the commutative nature of addition, and
we show correctness subsequently. The final output is the binary sharing of the
comparison result, which can be transformed to a shared bit in Zj; if needed.

Correctness of Il 7s: Following the same notation set-up as in Sec. 2.2 for Iljrc,
we denote by [x] the value of z€Zy, and the function LT(z,y) as defined in Eq. 1.
We are interested in securely computing the Boolean value (x <y), for z and y two
secret shared values in Zj;. The intuition for our protocol is presented in Fig. 7 and
follows the same idea as in Il t¢, viz., computing a sum in two different ways and
using Eq. 2 to find a constraint between the various wrappings around the modulus.

First note that [z] <[y] iff LT([y—x],[y]) =1. We then mask the inputs y and —z
using the two edaBits: [b] =[y+7], [a] =[r'—x]. Finally, we look at computing the
value [T] = [y—x+7r+7"] in two different ways, as the sum of a and b, and as the
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[],]ly] ———— b=[y+r] and a=[r'—2z]

| , |5

[y—z] T=ly—z+r+1]

Fig. 7: Intuition behind the comparison protocol for two secret values, once again based on the
commutative nature of addition over rings and fields.

sum of y—x and r+71'. Looking at the addition using the first way, we first open the
values a and b, and write the exact integer relation (using Eq. 2):

T=b+a—M-LT(T)D) (6)
We can also write similar expressions for b and a,

b=[yl+[r] = M-LT(b,[r]) @
a=[—o]+["] ~ M-LT(a])

Thus the first expression for the sum 7" is given by (combining Egs. 6, 7):
T=[y]+[r]—M-LT(,[r])+[—x] +[r']— M -LT(a,[r'])— M-LT(T,b) (8)
Grouping the terms differently and computing the sum using the latter expression:
T=y—z|+[r+r'|—M-LT(T,[r+']) 9)
Once again, [y—x] and [r+7'] can be expanded using Eq. 2 as:

[y—a]=[yl+[=2] =M-LT([y—2],[y])

[r4+1'] = [F] + '] = M LT ([r++"].[1]). (10)

Plugging Eq. 10 into Eq. 9, and equating that with the expression in Eq. 8, we get
the following expression for LT([y—x],[y]), the quantity of interest:

LT ([y—=],[y]) =LTO.[rD) +LT (a,[r D+ LT(T0) LT ([r+ ] [r]) = LT (T [r +1"])

This completes the correctness proof. To generate an efficient protocol for this ex-
pression, the final observation is that LT([r+7'],[r]) is generated as a by-product of
the computation required to generate the bit decomposition of 7+ r' from the bit
decompositions of 7" (to enable a call to IIjTgis)- [ ]
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3 Ewvaluation

We implement our protocol in the MP-SPDZ Framework [13]. The entire protocol is a

handful of lines of python code, as shown in Fig. 1b, and reads directly from the pseu-

docode; this makes it highly amenable to implementation. We evaluate our protocol

over various MPC settings and a brief summary of our experiments is provided below:

(i) Throughput of Comparisons: In this experiment, we measure the through-
put of comparison operations and compare this with prior art. These results are
presented in Sec. 3.1.

(ii) Private Evaluation of ResNet-50: We provide benchmarks for evaluating
ResNet-50 [17] using dishonest majority privacy-preserving computation. We use
the state-of-the-art matrix triple generation algorithm [7] and combine that with
our comparison protocol and compare that against the prior art [7,14]. These
results are presented in Sec. 3.2.

Set-up Details: We use an MPC set-up similar to prior works [14,25,24]. Each
party is run on an Intel(R) Core(TM) i9-9900 CPU @ 3.10GHz with 128GB of
RAM over a 10Gb/s network switch with an average round-trip ping time of lms.
For the WAN setting we use two or three machines depending on the protocol wich
are equipped with Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz and 54GB of RAM
while the network capability was slowed down using the Linux tc command limiting
the bandwidth to 100Mb/s and 100ms round-trip ping time.

3.1 Throughput of Rabbit comparisons

We conduct experiments in all combinations of the possible adversarial models (ac-
tive, passive), adversarial settings (honest majority, dishonest majority), and domains
(OT-based in Zyr, OT-based in F,, HE-based in F,), and in both the LAN and WAN
network settings. Table 1 provides a summary of the primitives used as preprocess-
ing (i.e., offline cost) for a Rabbit comparison, vs. an edaBit comparison [14], their
online round complexity, security, and the need for slack, in Zy: and in F,. As in
Escudero et. al. [14], we benchmark the time required for a million comparisons
between two (DM) or three (HM) servers described in the setup above. Table 2, 3
show the number of comparisons per second (throughput) and communication per
party (kbits) for a single operation in the LAN and WAN settings respectively. Our
protocol improves prior art in runtime and communication by upto 2x, and in all
cases, achieves these without any slack.

Communication for Iljtc over F,. Note that our protocol incurs higher commu-
nication cost, when performing comparisons over fields. This is due to the use of
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Rabbit edaBits Comp. [14]

Sub-protocols

Lok F, Lok F,
edaBits 1:{k} 1:{k} 1:{1} 2:{l—m+
sym}
daBits 1 1 1 1
ANDs 3(k-1) klogok* 3(1-1) 2(k-1)
# Rounds 2+logok logok 2logyl 2logyk
Security, slack Perfect, No  Statistical, = Statistical,  Statistical,
No Yes Yes

Table 1: Theoretical complexity comparison of exact comparison functionality over Zo. and IF), where
k is the bit-size of the datatypes, [ is the logy, bound on the inputs/data, and m refers to the number
of bits to be truncated.

a more expensive Prefix OR computation. Prior works encode the data in a larger
dataspace and simply extract the MSB for the comparison. In a manner similar to
the optimization from Il tc to IlgeLy, we can extract the MSB to compute a com-
parison. This operation requires using a prefix computation protocol Hpreopr (cf [6]),
which has a linear overhead of 2(k—1) bit-triples in log,k rounds — matching that of
edaBits [14]. If a different encoding is used, where positive and negative numbers are
determined by comparison with |p/2], the same protocol can be used with statistical
correctness, determined by the specific choice of prime (with a small gap between
p and 2%). A suitable choice of prime p would also further lower the prepossessing
time, when performed using HE.

3.2 Neural Network Evaluation

In this section, we provide benchmarks for using our approach for comparison on
evaluating the ResNet-50 architecture [17]. In our experiments, we consider neural
network inference over 64-bit datatypes and compare the offline and online perfor-
mance of our protocol with the state-of-the-art protocols with active security in the
dishonest majority setting. For prior art, we use the recent protocol for matrix triple
generation [7] in conjunction with our ITt¢c comparison protocol. The results are
summarized below.

The work of Chen et. al. [7] requires the plaintext modulus to be 128-bits, due to
the slack required in the comparison. In this work, we eliminate that slack and hence
only require generation of matrix triples using homomorphic encryption (HE) with
a plaintext space of 64-bits. While Chen et. al. [7] require a 128-bit modulus and
N =2 (degree of the cyclotomic polynomial), we can generate 64-bit triples. This
enables us to run the algorithm with lower HE parameters (and consequently bet-
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Rabbit edaBits Comp. [14]

Domain
Thru.(ops/s) Comm.(kb) Thru.(ops/s) Comm.(kb)
2% (OT) 2036 1252.4 3038 1252.2
Active  p (OT) 1537 2847.0 1056 14458.6
Dishonest » (HE) 1495 1678 1495 1635.99
Majorit
ajonty 2¢ (OT) 165368 39.5 172211 38.3
Passive p (OT) 73947 878 51478 132.2
p (HE) 65750 67.63 41175 471
active 2 117607 5.62 116616 5.54
Honest P 88780 9.43 41028 19.62
Majorit
ajorty Passive 2 5706569 0.5 5600265 0.5
p 1421412 0.96 472316 158

Table 2: Throughput and communication for running secure comparisons using Rabbit in contrast to
prior art over LAN for 16 threads, with 2 million comparisons in total.

ter performance). We use N =24, a plaintext modulus of 64-bits and a ciphertext
modulus of 480. With a conservative analysis this leaves enough room for 40-bits
of statistical security. We set the block size to 64 instead of 128 and thus pack 4
matrices in a single ciphertext (compared to 2 in Chen et. al. [7]). We list the sizes
of matrices required for the computations in ResNet-50 and then measure the time
required (and communication overhead) for matrix triple generations using these
different set-ups. We run the protocols on a similar set-up as Chen et. al. [7], using
a bGb/s LAN bandwidth and about 300 Mbps WAN bandwidth. Hence, just for
the triple generation, our communication complexity reduces by about 60% and the
total time by about 40% of [7] for the same set of triple generations (LAN and WAN
settings are fairly similar as the protocols are compute dominated). Furthermore, our
computational burden for the matrix triple computations reduces from about 72GB
to 9.3GB — a critical improvement for systems based on HE.

We also run the offline and online computations for the comparisons in ResNet-
50 and compare the total time. Our protocol takes about 11 hours and 2883.3 GB
of communication. When compared to prior art of Chen et. al. [7], they evaluate
the same network in about 24hrs with 2036 GB (using improved comparisons using
edaBits). Thus, our work is 2x faster albeit uses slightly more communication due to
the communication gap for Rabbit and edaBit for dishonest majority within a char-
acteristic p field. Thus, our comparison protocol, combined with the improvement in
the triple generation phase due to slack elimination, provides a significant throughput
improvement over state-of-the-art MPC protocols for neural network evaluation.
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Rabbit edaBits Comp. [14]

Domain
Thru.(ops/s) Comm.(kb) Thru.(ops/s) Comm.(kb)
2k (0T) 33 1237 33 1237
Active  p (OT) 1.37 20646 0.37 112594
Dishonest p (HE) 2 19089 N/A N/A
Majorit;
ajonty 2¢ (OT) 596 30.26 604 38.18
Passive p (OT) 366 87.59 245 131
p (HE) 427 67.01 431 41.71
Active ok 5444 5.54 5488 5.52
Honest p 1639 16.96 1463 19.53
Majority Passive 2 15096 0.49 15182 0.49
» 11492 0.96 7640 1.53

Table 3: Throughput and communication for running secure comparisons using Rabbit in contrast to
prior art over WAN. All numbers were produced using 2 million comparisons with 8 threads, except in
the active security, dishonest majority field cases where we used only 32,000 comparisons due to time
constraints. Note that for the active security, dishonest majority field case with HE preprocessing, the
54GB RAM machines ran out of memory due to the large ciphertexts kept in memory by MP-SPDZ -
for Rabbit there were no memory issues as the memory footprint is reduced to half due to ciphertexts
that only need to accommodate 64-bits plaintexts.

4 Discussion

In this section, we provide a deeper discussion on the following aspects of this work.
We (1) elaborate on our central contribution of removing the slack and how it enables
computation over smaller data types; (2) we discuss applications of these protocols;
and (3) provide an analysis of the statistical security provided by our protocol along
with the choice of modulus for the case of fields.

4.1 Elimination of “Slack” in Comparisons

One important contribution of this work is the elimination of a “slack” between the
inputs (in other words the computable part of the data) and the actual size of the
datatypes used in the MPC engines. Note that prior work in the dishonest majority
setting requires a slack to accommodate for the statistical parameter. Commonly, this
statistical parameter, which is necessary to ensure security, is at least 40-bits. This
implies that the actual datatypes used in the MPC are at least 40-bits longer than
the values we need to compute upon. As a consequence, prior work requires 128-bit
datatypes for the MPC, necessary to support 64-bit computations. On the contrary,
our comparison protocol achieves exact comparison without the need for any slack
and thus operates on smaller, 64-bit datatypes. As shown in Section 3.2, when the
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slack removal is combined with recent advances such as the contributions of the work
of Chen et. al. [7], the smaller MPC datatypes enable faster triple generation, reduce
the communication and computational overhead and increase the overall efficiency
of the MPC computations, beyond secure comparisons.

4.2 Applications to Machine Learning and Beyond

Privacy-preserving machine learning, which is of increasing interest in the field of
MPC, often relies on efficient protocols for computing ReLU, a non-linear function
that is given by ReLU(z) =max(z,0). Using fixed-point encoding, computation of the
ReLU function reduces to a comparison with an encoding of 0 (i.e., a constant). Given
that this non-linear function is the bottleneck of many state-of-the-art secure machine
learning protocols [21,18], our proposed protocol improves this entire line of work.

The thresholding operation is yet another application where we require a compar-
ison with a public constant. In image processing and computer vision, threasholding
is used for segmenting images (e.g., turn a grayscale image into a binary one). In
particular, it replaces a pixel with a black (resp. white) pixel, if the image intensity is
less (resp. greater) than a fixed constant. In yet another application, Cryptography
for #metoo [19], the system heavily relies on the use of public value thresholding.
In adversarial machine learning, algorithms for robustness that work over privacy-
preserving computation also require thresholdings with small public values. In all
these applications, the functionality can be efficiently achieved using our comparison
with constant protocol. Thus, our efficient comparison with constant protocol, Il ¢
(Sec. 2.2), is deployable on several application scenarios.

On the other hand, there are applications, where secure comparisons with a con-
stant do not suffice, but a comparison between two values that are both secret is
required. In such cases, our comparison with secret protocol, ITjts (Sec. 2.4) can be
deployed. Applications in this line of work go as far in the past as the first instance
of the problem: Yao’s millionaires’ problem [34], and include amongst others also
secure auctions [4], and secure linear programming [28].

4.3 Statistical Security

We remark that Il 1gits, IIi1c, IgeLy and s are all inherently information theo-
retically secure. However, the current implementation needs to account for a small
statistical security due to the use of edaBits [14]. The protocol for edaBit generation
produces shares:
m—1
[7],, and {[r:],}"" such that r= Zri-2i (mod M) (11)
i=0
In particular, for the correctness of Il ¢ in Sec. 2.2, we require that T=Zri-2i7 and
this condition is different from Eq. 11 in a subtle yet important way. In the case
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where M =2, this does not raise an issue. However, in all other cases, in particular
including the field case, we have 2"~! < M < 2™ and so we can have r=(Yr;-2')— M.
In this case, the correctness of Ijtc does not hold, as the set of sharings {[r;],}7";"
does not correspond to the bit decomposition of r. To address this issue, we note that
this failure probability depends on the size of the gap between the modulus and the

bounding power of 2 in relation to the modulus. The failure probability is given by:

om_ N[

o (12)

which is simply the probability that r is between M and 2. Thus, if 6§ =2"— M, the
failure probability can be made small for suitable choice of §/2™. Thus, in practice,
we choose the largest 64-bit prime p = 264 —59 for our implementation. This gives
our protocol a failure probability of less than 2. However, from a security point

Failure probability =

of view, for statistical hiding, we use the fact that rd {0,1,---,2™—1} when reduced
modulo M is still close to uniform in Zy; (to ensure the masked value is hidden). If
the former distribution is [y and the latter is Dy, then this statistical distance can
be computed exactly as given in Eq. 13. Thus, the statistical closeness can also be
made negligible by a suitable choice of §/2™. A union bound over the two expressions
(Eq. 12 and 13) allows us to achieve both correctness and privacy with a statistical
parameter close to 58-bits.

Statistical closeness = Distance(D;,D5)

(&2 1 S
S (S (B w

0-(M=3) _ 6

M.om " om

Furthermore, we note that one can use rejection sampling as follows: run II, 1g;s over
the bit decomposition of r and the modulus M to check if r> M. If this is the case
then reject the sample. This way we can eliminate such edaBits and note that the
rejections happen with probability similar to the expression in Eq. 12 and is thus
ideal once again when the prime p is close to a power of 2.

As an aside, the closer the prime is to the power of two, the lower is the failure
probability. However, when combining with other protocols, such as those mentioned
in Sec. 3.2, there are other considerations in choosing the prime. For instance, for
efficiency reasons BFV [15,5] requires special prime modulus, where p—1 has a large
factor (around 2! - 216). One such prime is p = 264 — 83, where 33196 | p—1 and
$(33196) =16128 (with ¢ the Euler’s Totient function), which would be secure given
the 16k degree and appropriately chosen modulus g.
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Lastly, we reiterate that when combined with a larger MPC platform, the overall se-
curity is set by the weaker between the MPC platform and the protocol or algorithm,
and hence when using implementations such as SPDZ [12], BDOZa [2], SPDZ2* [10],
as the underlying MPC platform, our security reduces to computational.

5 Comparison with Related Work

After the seminal work of Yao [34], which operates in the two-party setting, and is
based on garbled circuits, many works studied the problem of secure comparisons,
both in the two-party [8,29,35], as well as in the multi-party setting [9,23,6,20]. In
this work, we focus on the general n-party setting. Damgard et. al. [9] were the first
to tackle the challenge of secure, constant-round bit decomposition of secret shared
inputs, which is a necessary building block for most comparison protocols. In the
same work [9], they extend and apply their bit-decomposition protocol to develop
a secure comparison protocol (amongst other applications). Their comparison proto-
col works in the general n-party setting, with any underlying linear secret sharing
scheme (LSSS), and provides unconditional security against active adversaries (as-
suming that the multiplication protocol of the LSSS is also actively secure), in the
honest majority setting.

Improving upon the complexity of Damgard et. al.’s [9] bit decomposition, com-
parison, equality, and interval test protocols, Nishide and Ohta [23] provide new,
simplified protocols. In addition, Nishide and Ohta [23] construct new secure com-
parison, equality, and interval test protocols, which do not rely on bit decomposition.
For their deterministic equality test protocol that is independent of bit decomposi-
tion, Nishide and Ohta [23] apply a masking technique similar to the one we use in
our comparison protocol: they use a random shared value that the parties possess
both in its F, and in its bit decomposed form to mask and afterwards open the secret
shared input of the equality test.

In an attempt to design comparison protocols with concrete efficiency instead of
asymptotic, Catrina and de Hoogh [6] propose several versions of secure equality
and comparison tests. Their protocols run in logarithmic number of rounds, in the
bit-length of the values to be compared, but also with logarithmic communication
cost (instead of the usually linear communication cost). The efficiency of these pro-
tocols comes also at the cost of statistical, instead of unconditional security and have
been adopted and implemented in a number of MPC platforms (e.g., [13,1]). Our
comparison protocol, in combination with the recent advances in the generation of
daBits [25], and edaBits [14] performs concretely better than the one of Catrina and
de Hoogh [6], while offering unconditional (instead of statistical) security in Zor.

Lipmaa and Toft [20] propose three different comparison protocols. Only one of
these comparison protocols works for the general n-party setting with active security,
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Communication Computation

Protocol Rounds Security Adversary Setting
Offline Online Offline Online
[9] - O(llogt) - Ollogt) O(1)  perfect active HM
[23] - o(0) - o() O(1)  perfect  passive HM
6] - O(log?) - Ologt) O(logl) statistical — passive HM

[20] O@) O(logt) O(logl) O(logl) O(logl) statistical — active HM
Rabbit  O() O(logl) OF) OF) Ologl) perfect* active DM

Table 4: Comparison of the related work in the n-party setting in terms of offline, and online

communication and computation complexity; in terms of rounds; in terms of security; and in terms of
adversarial model and adversarial settings supported. In the context of adversarial setting HM stands
for honest majority, while DM stands for dishonest majority. *perfect security holds only when the
underlying secret sharing scheme operates over Zop.

and while it offers sublinear online communication complexity, it is not constant-
round and it has linear offline communication cost. Like other protocols in the
literature [29,8], the core of [20] lies in the idea of splitting the two strings to be
compared into smaller, equal length blocks, and perform the comparison on the first
block where they differ. This way the problem of comparison only needs to be ad-
dressed on smaller strings (the blocks), and equality testing can be applied to the
larger strings (to allow for the necessary reduction of the size of the blocks on which
comparison is to be performed). Other recent concretely-efficient comparison proto-
cols such as [16,32,33,31] also eliminate the need for a slack but operate in fixed
adversarial models and are tied to a 3-party MPC setting.

In Table 4 we detail the asymptotic costs and security features of the related
work in secure comparisons for the general n-party setting. It is important to remark
that most prior secure comparison protocols require the values to be compared to
be smaller than the space where the comparison takes place. Although this may re-
sult in efficient protocols for the particular comparison operations, it also requires a
larger MPC engine to perform all (other) computations. Essentially, this means that
all adjacent computations should be performed in a larger space, and all values to
be communicated throughout the protocol need to be larger by a factor proportional
to the necessary slack for the secure comparison. Our protocol crucially overcomes
this limitation.

6 Conclusion

In this work, we propose novel comparison protocols for general n-party computa-
tion. Our protocols enjoy perfect security, when we operate over Zor, and crucially
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eliminate the need for “slack” — a larger dataspace to compute secure comparisons,
enabling computations over smaller datatypes. In terms of concrete efficiency, our
protocols improve prior art by twice for most adversary structures, while keeping a
smaller communication complexity. Given that comparisons are a fundamental secure
computation primitive, many MPC applications can benefit from our protocols.
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Abstract. In this work, we show how to garble arithmetic circuits with full active
security in the general multiparty setting, secure in the full-threshold setting (that
is, when only one party is assumed honest). Our solution allows interfacing Boolean
garbled circuits with arithmetic garbled circuits. Previous works in the arithmetic
circuit domain focused on the two-party setting, or on semi-honest security and as-
suming an honest majority — notably, the work of Ben-Efraim (Asiacrypt 2018) in
the semi-honest, honest majority security model, which we adapt and extend. As an
additional contribution, we improve on Ben-Efraim’s selector gate. A selector gate
is a gate that given two arithmetic inputs and one binary input, outputs one of the
arithmetic inputs, based on the value of the selection bit input. Our new construction
for the selector gate reduces the communication cost to almost half of that of Ben-
Efraim’s gate. This result applies both to the semi-honest and to the active security
model.

Keywords: Arithmetic Garbling - Active Security - Efficient Selector Gate

1 Introduction

Garbled circuits have been an indispensable cryptographic tool in the field of
secure computation since the seminal work of Yao [26]. From a theoretical point
of view, garbled circuits are important as they provide the means by which we
can construct constant-round secure computation protocols, originally only in
the two-party setting, but later generalised to the multiparty setting, following
the paradigm of Beaver et al. [5]. In the two-party setting, garbled circuits are
typically Boolean circuits executed between two asymmetric parties — a garbler
and an evaluator. However, many secure computation problems require arith-
metic operations to emulate integer arithmetic, which are inefficient to realise
with a Boolean circuit (e.g., requiring 1000 AND gates for an addition mod p
and 100000 AND gates for a multiplication mod p, for p ~ 2'%). Towards the
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goal of efficient constant-round computation of arithmetic circuits, one theoret-
ical approach was given by Applebaum et al. [2] and more recently a practical
solution was proposed by Ball et al. [4], in the two-party setting.

In this work we focus on multiparty arithmetic garbling. The work of Ben-
Efraim [6] was the first to explore multiparty garbling of arithmetic circuits,
and gave protocols secure in the presence of a passive adversary in the honest-
majority setting. The goal of multiparty arithmetic garbling protocols is the
functionality Fac for computing an arithmetic circuit, given in Figure 1. This
functionality is the goal of all Multiparty Computations (MPC), but offers only
security with abort instead of full robustness, in which honest parties can always
obtain the correct output after the initial inputs are provided, or fairness, in
which honest parties always receive the output if the corrupt parties receive it.

Functionality Fac

Let S denote the ideal-world adversary and A C [n] the indexing set of corrupt parties.

Evaluate On input (Evaluate, C, x?) from each party P, or Sifi € A, if C' is an arithmetic
circuit over F, and x* € Fl for all 4 such that 77, #; is the arity of C, send y :=
C(x!,...,x") to S and await a message Abort or OK from S. If the message is OK, then
send y to all honest parties and halt; otherwise, send the message Abort to all honest
parties and halt.

Fig. 1: Functionality Fac for evaluating an arithmetic circuit, secure with abort.

In our approach, we allow a (limited) combination of arithmetic and Boolean
circuits, as this appears to be desirable for many real-world applications. From
the simplest motivating example that one can consider, such as the one of condi-
tional summation that Ben-Efraim [6] suggests, to the most complicated compu-
tations, such as evaluation of Machine Learning (ML) algorithms, a combination
of arithmetic with Boolean gates is required to yield an efficient solution. Ma-
chine Learning as a Service is becoming increasingly popular, and when privacy
concerns arise, secure computation solutions should be deployed. The most com-
monly used ML algorithms (e.g., Support Vector Machines (SVMs) and Neural
Networks) contain one or more components that require linear operations — for
which arithmetic operations are more appropriate — and one or more components
that require non-linear operations, such as argmax or sign computation — where
Boolean computation is best. Thus it seems sensible to attempt to support both
types of gates to achieve efficient solutions to realistic applications.

Related Work. Our work combines the work of Ben-Efraim [6], and Ball et
al. [4], and extends them in such a way as to achieve full-threshold active secu-
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rity by using recent actively-secure secret-sharing-based MPC to construct the
circuit, a technique initiated by Lindell et al. [19]. In the work of Ball et al.,
which is based on some of the techniques discussed also in the work of Malkin
et al. [20], the authors propose a two-party arithmetic garbling scheme, secure
in the presence of a semi-honest adversary, where the arithmetic takes place
in a ring isomorphic to a cyclic group of primorial modulus. They show how
to use a Chinese Remainder Theorem (CRT) representation of the inputs (and
intermediate values) of the circuit to achieve great performance gains over the
straightforward conversion of ring elements to binary. In this approach, garbling
of linear gates (e.g., addition and scalar multiplication) requires no communica-
tion and can be viewed as an arithmetic analogue of the FreeXOR technique due
to Kolesnikov and Schneider [18] for Boolean circuits; multiplication, exponenti-
ation by (public) constant, and high fan-in gates are also significantly improved
beyond the naive implementations. However, operations such as comparison of
two numbers remain challenging, and prohibitively costly in the CRT represen-
tation. To overcome this issue, Ball et al. suggested a method to convert CRT
numbers to a positional number system other than the binary system, namely
the primorial mixed radix (PMR) system. Although highly improved over the
straightforward (convert to binary) approach, the solution is still costly.

The work of Ben-Efraim [6] is secure in the presence of a passive adversary
and assumes an honest majority, and involves a circuit construction comprising a
mixture of arithmetic and Boolean gates. Ben-Efraim’s construction also allows
linear operations to be performed for free, while for multiplication gates a “des-
ignated” solution is proposed, inspired by the half-gates approach of Zahur et
al. [27], extended to the multiparty setting. This is because projection gates (that
is, gates that convert values in one ring to the equivalent values in another ring)
are difficult to achieve in the multiparty setting, unlike the two-party setting,
where as shown by Ball et al. [4], general projection gates are feasible.

Unfortunately, row-reduction techniques [21,23] in the Boolean setting, and
also applied in [4], cannot be directly applied in the multiparty setting as proto-
cols for more than two parties are (usually) symmetrical — that is, every party
acts both as garbler and evaluator. However, by elegantly re-applying a variation
of the half-gates approach [27], Ben-Efraim proposes a construction for a “desig-
nated” selector gate solution (i.e., a gate which selects one out of two arithmetic
inputs u and v, based on a third, binary input b) that reduces computation cost.
Specifically, after describing the construction of a straightforward selector (pro-
jecting the bit to characteristic p, and then performing a multiplication using
the standard multiplexing equation u + (v — u)b), Ben-Efraim demonstrates the
designated selector gate, which has the same communication cost as the straight-
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forward one (2p + 2 ciphertexts), but it improves the computation cost by 33%
(i.e., 2 decryptions for the designated construction, instead of 3).

Concurrently and independently of our work, Ball et al. [3] propose a series

of optimisations over the previous state-of-the-art in the two-party setting [4],
which is tailored to the garbling of neural networks. One of their main techni-
cal contributions is the new mixed-modulus half-gate, which allows efficiently
multiplying circuit wires from different domains. This can be thought of as a
generalisation of the alternative selector gate that we present in this work, as
we can only multiply bit wires by arithmetic wires, while their construction is
not limited to bits. While our method can only treat mixed-modulus half-gate
multiplications if one of the two domains is the Fy, the approach of Ball et al. [3]
is generalisable to multiplication of wires from any (different) domain. This is
achieved by exploiting the asymmetry between the parties in the two-party case,
where we can choose certain labels to only be used in one of the parties’ half-
gates. This does not extend to the multiparty garbling setting, which is our focus,
because all parties play the role of the garbler. Still, we maintain that garbled
multiplication of an integer by a bit is indeed the most commonly occurring
mixed-modulus multiplication (e.g., selector gates). Note that the communica-
tion cost of our approach is almost the same as the cost of the approach of Ball
et al. [3] (in the case of multiplying by a bit). The second contribution of that
work is an improved mixed-radix addition, which is important for increasing
the efficiency of the non-linear parts of a garbled neural network. Mixed-radix
operations (other than the ones where the one operand is base 2) do not appear
to extend readily to the multiparty case.
Our Contribution. We continue the study of Ben-Efraim [6] of multiparty gar-
bling of circuits that contain both arithmetic and Boolean gates. Ben-Efraim [6]
showed how to construct a designated selector gate in this setting, based on an
extension of the half-gate technique. The communication cost of Ben-Efraim’s [6]
selector gate is the same as in the straightforward construction, while that work
manages to reduce the computation cost by approximately 33% (i.e., 2 decryp-
tions instead of 3 at evaluation time). We propose an alternative designated
selector gate, which while it requires again 3 decryptions at evaluation time, it
reduces the communication cost to almost half of that of Ben-Efraim’s solution.
We achieve this by making use of preprocessed data called daBits, proposed by
Rotaru and Wood [24] and improved on in [1].

The other contribution of this work is to show how to perform multiparty
garbling of both arithmetic circuits with active security in the full-threshold
multiparty setting. We achieve this by using an authentication subprotocol akin
to those in MASCOT [16] and in SPDZyx [11] to apply the Boolean circuit
garbling approach by Hazay et al. [14] to arithmetic garbling. One can view our
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contribution as extending the work of Hazay et al. [14] to the arithmetic case
and combining it with recent arithmetic garbling techniques.

2 Preliminaries

Security Model. The protocols in this work are proved secure in the universal
composability (UC) framework of Canetti [10]. We consider an active, static
adversary that can corrupt up to n — 1 out of the n total parties. An active
adversary may deviate arbitrarily from the protocol description, and a static
adversary can choose which parties it will corrupt at the beginning of the protocol
execution but not thereafter. Consequently, the functionalities are assumed to
know at the beginning of their execution the set of corrupt parties: in the more
general setting, the ideal-world adversary sends special “corruption” messages
so that the functionality knows how to interact with different parties. Security
is parameterised by the statistical security parameter, o, and the computational
security parameter, k. We do not provide an implementation but typically one
sets k € {64,96,128} and o € {40,80} with 0 < k. We will make use of the
standard functionalities Frang given in Figure 2 and Fcommit given in Figure 3.

Functionality Frand

On input (Rand, X) from all parties, sample x & x uniformly and send z to all honest
parties and S.

Fig.2: Functionality Frang for agreeing on random strings sampled uniformly
from a specified domain.

Functionality Fcommit

The ideal-world adversary is denoted by S and the indexing set of corrupt parties by A.

Initialise On input (Initialise, sid) from all honest parties, initialise a database DB.
Commit On input (Commit, z, 4, sid) from party P;, sample id, ;, store (id, ;, «) in DB, and
send id,; to all honest parties and S.
Open On input (Open, id, ;,sid) from all parties and S, retrieve (id, ;, =) in DB;
— If i € A then await a message OK or Abort from S. If the message is OK then send
z to all honest parties; otherwise, send the message Abort to all honest parties and
halt.
— If ¢ € [n] \ A, then send x to all honest parties and S and continue.

Fig. 3: Standard commitment functionality.
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Secret-Sharing. We use the notation (x) to denote that the secret x is addi-
tively shared amongst the n parties: that is, the dealer samples {z ?:_11 uniformly
at random from F, sets x,, := 2 — >/ 2, and for each i € [n] sends ' (i.e., the

i" additive share of x) to party P;.

We denote an authenticated shared value x by [z], which means that z is
shared as above, and additionally there is some procedure for verifying that
the sharing of x is not modified by the adversary. In the full-threshold setting,
this is typically achieved by secret-sharing an information-theoretic Message
Authentication Code (MAC) on every secret, as is done in BDOZ [8], TinyOT
[22] and SPDZ [12]. The details of how secrets are authenticated in F, and
verified for correctness are not important for this work. If an error is introduced
on any variable written as [x], this will be detected by the honest parties.

Garbling. We assume the reader is familiar with circuit garbling, but provide
an overview here. A garbled circuit is a randomised version of a circuit that
allows multiple parties to evaluate a function on the union of their private in-
puts without revealing anything more about their private inputs than what can
be inferred from their own inputs and the output alone. In the two-party set-
ting, this procedure is asymmetric; the high-level idea is as follows: one party,
called the garbler, generates a “garbled” version of a circuit, hardwiring its own
inputs in the circuit; then the other party, called the evaluator, evaluates the
garbled circuit on its inputs (given some encoding information by the garbler
that is provided in such a way that the garbler does not learn the evaluator’s
inputs) to obtain a “garbled” encoding of the output. At the end, the two parties
communicate to reveal the final output to both.

Now we make things more concrete. Each fan-in-2 gate ¢ : F? — F in the cir-
cuit with input wires u and v and output wire w is expressed as a table with one
row for each (a, 3) € F? so that a row in the table has the form (o, 3, g(a, 3)).
The garbler then samples a key for each possible value of «, § and v := g(«, ).
These keys typically live in some finite extension of the base field F* where ¢ is
O(k) so that the keys live in O(2"), but general garbling does not prescribe how
these keys should look except that certain garbling optimisations constrain the
encryption scheme to have certain properties. The values in the input/output
table are replaced with their corresponding encryption keys. Finally, the keys
corresponding to the output wire w of the table are encrypted first under the
key corresponding to the input on wire u input, and then under the key corre-
sponding to the input on wire v input. In practice, the encryption function is a
pseudorandom one-time-pad using a pseudorandom function (PRF) taking two
keys, and using the gate index as a nonce so that the entry for input («, 5) in
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the table representation of gate g is converted to a ciphertext:

gflﬁ = Fku.ouk'u,[i (g) + kw,_q(oz,/i)a

where g is a gate index and acts as a nonce for the encryption, and ky, 4(4,5) is the
key. All of these |F|? ciphertexts (i.e., the final column of the table) are handed to
the evaluator. To begin evaluating, the evaluator is handed keys corresponding
to its inputs and decrypts gates by computing g, s — Fi, ..k, 5 (¢)- This results in
a key that can be used to decrypt the next gate in the circuit (after the evaluator
has also obtained the output key of another gate from elsewhere in the circuit).
The evaluation involves proceeding iteratively through the circuit in this way,
decrypting using pairs of keys, until a final output key is obtained.

To hide the inputs of the evaluator from the garbler when obtaining the ini-
tial gate input keys, the keys are sent using oblivious transfer (OT). Oblivious
transfer is a channel in which a sender sends many messages, and the receiver
selects one, with the guarantees that the sender cannot know which option the
receiver selected and the receiver learns nothing about the messages it did not
pick. In circuit garbling, for each wire on which the evaluator has input, the
garbler sends the |F| different possible keys and the evaluator chooses the one
corresponding to its input.

The circuit has the values of the garbler hardwired in. This is achieved, for
example, by only encrypting under the “v” keys if the garbler provides the in-
put on wire u for a given gate. However, this way the order of the ciphertexts
may reveal to the evaluator the input of the garbler. To hide the garbler’s input
from the evaluator, the ciphertexts are randomly permuted using so-called per-
mutation or masking values chosen by the garbler. In the arithmetic case, this
is a rotation of the table rows. In order to evaluate the gates correctly, when
evaluating a gate, in addition to learning the output key, the evaluator must
learn a so-called external or signal value, which is the real value v masked with
the masking value A, that is, e := v + A, so that it knows which ciphertexts to
decrypt for each gate despite the rows being permuted. The ciphertexts are then

%,/3 = Fku,a,kv,g (g) + <kuz,g(a7/\u,[ﬁf)\v)+/\w (9(04 - )\ua 5 - )\’U) + )\w> s

where g(a— Ay, B—Ay) + Ay is the masked output wire (i.e., external) value. (The
reader should think of the key as being in F’ for some ¢ of size O(k), and the
external value as being in F, and F : F* x F¢ x {0, 1}/°&(9) — F1) The reader
is referred to the original work of Beaver et al. [5] for a complete discussion of
the permutation method (known as point-and-permute).

A technique known as FreeXOR, generalised for arithmetic circuits by Ben-
Efraim et al. [7], can be employed to allow linear gates to be evaluated for free:
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the garbler chooses a global difference R and then for every non-linear gate, the
wire key for the value 0 is a random element k,, o of F and the wire key for each
value v € F), \ {0} is set to ky := kyo + 7 - R. Then for linear (i.e., addition)
gates, the output 0 wire key is defined as ky, o := ky,0+ky,0 and the corresponding
mask as A, := A, + A,. Other gates are computed as:

Gop =Fi, ks (9) +
+ (kw,o +(gla— A, B — A) + )\wR)H(g(a B — A+ Aw)) .

Note that instead of encrypting a concatenation of the masking bit with the
key, the garbler can use a form of authenticated encryption, and then the evalu-
ator decrypts ciphertexts until it finds a valid decrypted message and considers
this the output key. This technique will be used in the garbling described later.

Half Gates. During the evaluation of the circuit, the signal values learnt by the
evaluator “contain” the real values (in the sense that they are linearly dependent
on them); likewise, the keys contain information regarding the real values. The
idea behind half-gates is to exploit this information to reduce the amount of
garbling required: during evaluation, the evaluator can compute the product
of a signal value e, with a key k,., to obtain “almost” a key for the product
Uy - Uy, and then can correct the errors that arise from the masking values using
garbled gates (i.e., ciphertexts) in the more usual way*. In a sense, the difficult
part of the multiplication gate, namely the cross-term v, - v, in the output key
ke, = Ku,0+ (Aw+0,0,) R, is computed by computing e, -k, ,. The reason this is
useful is that the errors that must be corrected in the product are each functions
in the value of only one of the two real wire values v, or v, (and a combination
of the (fixed) masking values). This means that the ciphertexts containing the
corrections can be generated independently for each pair of inputs in FIQ) into the
gate, which means only p+ p ciphertexts are needed, rather than p-p as required
by garbling in the conventional manner.

To design a half gate, one observes what can be obtained from products of
signal value with keys of input wires, namely from e, -k, ., , or from e, - k., . For

4 This is analogous to the key-switching operation required for relinearisation of ciphertexts in
somewhat-homomorphic encryption (SHE) schemes, where one first does a “naive” multipli-
cation, and then corrects the errors.
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example,

eukv,ev = (Uu + )\u)(kv,U + (U’U + )\17)R>
= Vyky o + Aukoo + V0 R + Ay R + 0, A R 4+ AR
= V0 R + v ko F v AR+ AU R+ Ak + AR
Y — SN—— | S —

Dependent on v, Dependent on v, Dependent on neither

Now since the goal is to obtain k., = ky.0+ (Ay +v,0,) R, for every v € F,, the
garbler generates two ciphertexts: one encrypting

kw,g.O + /\wR - ((7 - /\u)(kv,() + /\vR) + (/\ukv,() + >\u/\vR)) ’
and the other encrypting
kw,e,() - (7 - /\v)()\uR) .

The output wire key is set to ko := Kugo + Kweo. The evaluator will decrypt
the ciphertexts corresponding to v = e, for the first half gate and v = ¢, for
the second; since e, — A\, = v, and e, — A, = v,, they will obtain the correct
key by summing the two resulting plaintexts and the value ek, ,. Note that in
the original two-party protocols, one gate input was assumed to come from the
garbler and the other from the evaluator, so the evaluator would also be involved
in the garbling of the half gates. This results in reduced communication since
each party knows one of the wire masks. In the multiparty setting described
later, no party knows the wire masks, so the main saving comes from reducing
the quadratic cost p? to the linear cost 2 - p.

Some recent papers evaluate over a ring of primorial modulus rather than over
a prime field in order to reduce the size of multiplication gates from (Z§=1 pi)? to
25:1 p7? total ciphertexts. However, using the half-gate technique, the cost is the
same regardless of the modulus, at 2 - Zle p; ciphertexts. The CRT approach
is also useful for performing non-linear operations such as computing powers.
These operations are quite expensive even in the passive security setting. While
it may be useful to have an actively-secure protocol for arithmetic circuits over
a composite modulus ring, there are difficult challenges to overcome arising from
the presence of zero divisors; thus we leave this to future work.

We evaluate the garbled circuits in F,,, for which the straightforward garbling
approach requires that p be small enough to allow parties to send O(p) cipher-
texts per multiplication gate, but large enough so that the PRF keys used for
encryption are computationally secure. To do this, we evaluate circuits in [F),
but take keys in an extension field, specifically F,.., where £, := 1 + [x/logp].
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Multiparty Garbling. In multiparty garbling, originally developed by Beaver
et al. [5], all parties act as garbler and evaluator. Lindell et al. [19] showed how to
use actively-secure secret-sharing-based MPC to compute a multiparty garbled
circuit with active security. Using MPC, each party generates keys for a circuit,
and the masking values are chosen randomly and are unknown to the parties.
This way for each gate, each party holds n ciphertexts, indexed by j:

gaﬁ - Z Fk g j <kw() ( ( - )\ua /6’ - )\U) + )\u))Rj) .

Since each party P; generates one set of keys (those indexed by i), the external
values on the wires can be learnt by each party examining the output plaintext
m' from its own circuit and setting e,, := (m' — ki, ) - R and ki, :=m'".

In many ways, the protocol we present in this work is a straightforward gen-
eralisation of garbling protocols over Fy. Notice that for a Boolean circuit, the
half-gate approach is no more efficient than the naive approach, unless we are
in the two-party setting in which one party is the garbler and one the evaluator,
rather than all being both as in the multiparty setting.

PRF Assumption. To encrypt a gate, a single-keyed PRF is evaluated on a
nonce and used to one-time-pad encrypt a key. To make use of the (generalised)
FreeXOR technique, the following assumption is required.

Let F': Fpu. x N — F,u. be a keyed pseudorandom function (PRF). Define the
oracle Op g in the following way:

Orp : Fpuw xFp X NXF, — Fp.
OF,R(ka77J:7 6) = Fk+’y~R (JJ’) +d-R

Now define Fro to be an oracle that, on input a query m = (k,7v,z,0) €

Fp X Fy, X N x Fy, if m has not been queried before, samples r & Fpe. and
outputs r, and otherwise outputs whatever was sampled previously.

The following definition was given by Hazay et al. [14] for Boolean functions,
and a similar definition for arithmetic circuits was given by Ball et al. [4].

Definition 1 (Circular Correlation Robustness). For the oracles above,

define legal queries as those with inputs in the correct domain, and additionally:

1. The oracle may not be queried when v = 0.

2. The oracle may not be queried twice for the same § unless at least one other
variable changes.
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Then we say that F is circular correlation robust if for all probabilistic polynomial-
time distinguishers D, it holds that

Pr [DOx(1%)] — Pr[D7*(17)]| = O(27%)

$
R(—FP[K

In the garbling protocols, the PRF is queried on values (g, j), where g € N
is the gate index and j € [n] is the party index, parsed as a natural number
[logn/log10] - g + j.

The choice for this definition comes from the fact that parties should not be
able to distinguish between keys generated using global differences and uniform
keys in the field. Note that while the keys generated for each wire are only in
some coset ky o+ {yR : v € F,} of Fy., the distinguisher is only allowed to
query once per key per nonce for a fixed §. This corresponds to the fact that in
the garbling, the evaluator(s) can only decrypt a single ciphertext.

3 Full-Threshold Active Security

We define an n-party arithmetic garbling protocol by extending the state-of-the-
art techniques used by Hazay et al. [14] for Boolean garbling to arithmetic gar-
bling, using actively-secure MPC over [, as a black box, and using the half-gate
techniques described for arithmetic circuits by Ben-Efraim [6]. In this section
we describe the actively-secure garbling of the “standard” multiplication gate,
since using the classical garbling techniques one can replace the multiplication
function with any gate g : IFZ — F,; our techniques for active security also apply
to other gates, and indeed in the protocol later we garble multiplication half
gates. Many of the techniques due to Hazay et al. [14] apply almost immediately
to the arithmetic case and so the exposition here closely follows theirs. We will
first explain the components of the garbling protocol at a high level, then dis-
cuss how to realise these different parts, and finally we will give the complete
protocol.

3.1 Overview

In the arithmetic analogue of the multiparty garbling protocol of Beaver et al. [5],
with the optimisations of Section 2, we aim to produce a set of p?-n ciphertexts,
indexed by j € [n] and («, 8) € IF%, for each multiplication gate, of the form:

Toy = (Z Fk;,a,k;.ﬂ(g,j)) F kg + R (0= A0) - (8= Ao) + Au) s

i=1
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where the wire masks \,, A, and A, are not known to any party and the keys
indexed by ¢ are generated by F;. For now, the reader can think of k, o, ky 8, kw0
and R/ as lying in a finite extension of F, — the same space as the codomain
of the PRF. The approach of Hazay et al. for Boolean circuits to produce these
ciphertexts with active security is to generate a secret-shared version of §f¥ﬂ for
every j € [n] and open them, in the following way: '
1. Use a generic “Bit-MPC” functionality, Fgiwmpc, for parties to obtain authen-
ticated secret-shared random bits [A,], [A,] and [A,] and to compute [A,-A]-
2. Use correlated oblivious transfer (COT) to compute the products by the global
differences: for each j € [n] to compute secret-shared versions of:

RNy, RNy, R (D + - M)

3. Locally combine the secret-shared values with local PRF evaluations to obtain
a sharing of each gate g, ;.
4. Open all the sharings.
A key observation, first made by Lindell et al. [19], is that the sharings need
not be authenticated, as the parties will abort during circuit evaluation with
overwhelming probability if the adversary introduces errors. This means that
the PRF evaluations need neither be authenticated, nor proved correct using a
zero-knowledge proof. Authentication is required on the wire masks to ensure
the multiplication is performed correctly. Thus, only one secure Bit-MPC mul-
tiplication is required per AND gate, along with an amortised COT operation.
Our approach here is to give the simple generalisation for the field F,, noting
that the keys must live in the space F ., where ¢, := 1 4 [r/logp]. We first
describe the replacement of Fgiympc with MPC over a field, denoted by Fupc, and
second show how to replace COT with correlated oblivious product evaluation
(COPE) (also known as vector oblivious linear function evaluation (vOLE)).

3.2 Secret-Sharing-Based Wire Mask Arithmetic

For arithmetic circuits, the bit masks are replaced with masks in F, and the
functionality Fgiwmpc is replaced with Fypc, shown in Figure 4. Instead of any
generic Fypc functionality, we model here a secret-sharing-based functionality,
which can be instantiated with any actively secure protocol for secret-sharing-
based arithmetic MPC. We denote by [x] an authenticated secret shared value
that is stored internally by Fupc. Then, z¢ denotes party P;’s additive share of z.
In the garbling protocol, just as in the work of Hazay et al. [14], to obtain a wire

mask \,, each party samples \, & I, and calls Fypc to create an authenticated
sharing of this value; then they call Add to obtain [A,] = Y"1 ;[A,]. They do
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similarly for A, and A, so that the parties obtain [\,], [A\,] and [A,], and then
call Multiply to multiply [\,] and [\,], and obtain [A,,] = [Ay - Au]-

Functionality Fupc

The functionality assumes n parties Pi, ..., P,, and the ideal-world adversary S, who
controls a subset of parties I C [n]. If a command is received where sid differs from what
was sent during Initialise, ignore the command and await the next. At any point, the ideal-
world adversary S can send the message Abort and the functionality sends the message
Abort to all honest parties and halts.

Initialise On input (Initialise, F, sid), store the field F and initialise a new database, DB :=
.

Input On input (Input,,idy, ..., idg, 21, ... 2, sid) from P; and (Input,,idy, .. .idg, L, sid)
from all other parties, where x; € F and id; are distinct new identifiers, append the ¢
entries (id;, x;) to DB.

Add On input (Add,id,, idy,id,,sid) from all parties, where id, and id, are identifiers in
the database and id, is a new identifier, retrieve (id,,z) and (id,,y) from memory and
append the entry (id,,z + y) to DB.

Multiply On input (Multiply, id,, id,, id., sid) from all parties, where id, and id, are identi-
fiers in the database and id, is a new identifier, retrieve (id,, z) and (id,, y) from memory
and compute z := x-y. Receive shares 2* € F from S, for i € I, randomly sample honest
parties’ shares 2/ € F for j ¢ I s.t. Y., 2" = 2, send 2° to P,,i € [n], and append
(id,, z) to DB.

Output On input (Output,id,,sid) from all parties, retrieve the entry (id,,z) from DB,
send x to S, and await a message OK or Abort; if the message is OK then send z to all
honest parties, and otherwise send the message Abort to all honest parties and halt.

Fig. 4: Functionality Fupc for performing general MPC, secure with abort.

3.3 Wire Mask/Global Difference Products

In the garbling protocol, for every wire w the parties require (unauthenticated)
sharings of R’ -\, for every j € [n]. Since )\, is additively shared, the parties
actually compute sharings of R/ -\ for every j € [n] and i # j. Since the global
difference is fixed for all gates in the circuit, in the Boolean case such sharings
can be generated using COT, in which a sender chooses a fixed correlation,
namely R/, and the receiver inputs their sharing of the mask A\’ ; then the sender
obtains some ¢’ and the receiver some "/ such that ¢/ + '/ = X! - R/. Hazay
et al.’s [14] protocol for computing the wire mask/global difference products is
called ITgjtxstring, since R/ € Fy and the masks are bits.

We can apply essentially the same techniques here, and correctness of the
protocol follows in exactly the same way. The difference is that we are now
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interested in masks in F, and global differences in [F,... Thus, we must use the
correlated oblivious product evaluation (COPE) presented in Figure 5, which is
an extension of the protocol Mgitxstring [14], operating in any finite field, instead
of only in Fy. Note that Fcope accepts inputs from the sender in F., but in
our protocol the inputs are assumed to be in F, as they are circuit wire masks.
Thus a corrupt sender could send an element of F \ F, in the instance of
Fcope. However, the follow-up checks that take place during the execution of the
subprotocol ITvaskxpiff (Fig. 6) ensure that secrets lie in IF,,. A functionality such
as .FSEE by Ghosh et al. [13] that accepts input from the sender in a small field,
from the receiver in an extension field and outputs a sharing in the larger field
could be used, but for a technical reason it is not amenable to OT extension [15]
as is Fcope and is therefore less efficient when performing a large number of
multiplications. Realising a product functionality more efficiently would improve
the overall efficiency of the garbling protocol and we leave this for future work.

Functionality Fcope (from [16])

Let g : FloeFIl 5 7 be any map such that for every 2 € F, if x € {0,1}'°¢FI1 represents
its bit-decomposition, then g(x) = x. Let g~!(x) denote the bit-decomposition of z, which
is well-defined by uniqueness of decomposition.

Initialise On receiving the message (Initialise, F, P;, P;, sid;;) from parties P; and P;, await
A € F from P, store A, and set A :=g~1(A).

Extend On receiving the message (Extend,sid;;) from both parties,
1. — If P, and P; are honest then await = € F from F;, sample ¢ & F and set
t=x-A—q
— If P; is corrupt and P; is honest then await ¢ € F and x € FI°sIFIl from S and set
q=glx*A)—t

where * denotes the coordinatewise product.
— If P; is honest and P; is corrupt then await € F from P; and ¢ € F from S and
compute
t=x-A—q.

2. Send t to P; and ¢ to P;.

Fig. 5: Functionality for Correlated Oblivious Product Evaluation.

The subprotocol for mutliplying global differences with wire masks is given in
Figure 6.
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Subprotocol ITpaskxpiff

Initialise For every ordered pair of parties (P;, P;), call an instance of Fcopg, de-
noted by Fé%igE with P; as the sender and P; as the receiver, with input
(Initialise, Fe.., P, P;,sid;;), and input R’ from P;.

Multiply To compute unauthenticated sharings ({z)- R"))T, from authenticated sharings
([z])i, for which the parties additionally hold ({xx))}*,, the parties do the following:
1. Mask The parties generate £, := [0/ logp] masks: for each [ € [(,],

(a) For each i € [n], party P; samples ¢ ,, & F, and calls Fupc with input
(Input,i,acinﬂ7 idm:nH) while each party Pj, j # 4, provides corresponding input
(Input, 7, L, idx:n“)-

(b) The parties obtain [z,,] = Y& [zf,,,] by creating a new identifier id
calling the Add procedure of Fypc multiple times.

2. Generate For each j € [n],
(a) For every i # j,
i. P, and P; call Fle with input (Extend, sid; ;):
A. P; provides xi,...,z},,; as input.

oy a0d

B. P, receives (177)7] and Pj receives (")l
ii. It holds that ¢}’ + t;” = { /. Party P sets 2,7 = t}’.
(b) Party P; sets 2}/ := xR/ + D it ql’.
3. Check

(a) Call Frang with input (Rand,Fﬁ“Xf”) to obtain a matrix H = (Xu)ie[t,] ke[m)-

(b) Let x := (24)-, and X := (2,1;)i7,. The parties compute [c] := H - [x] + [X] and
call Fypc with input (Output,id,sid) to obtain c. If it aborts, then the parties
abort.

(c) Each party P; computes ¢/ := H - (2, + (20 )i7, and € i= —c - R' + H -
(2 )i + ()21 -

(d) Each party P; calls Fcommit with input (Commit, ¢/, 4,sid) for all j € [n].

(e) When idgi; has been received from Feommie for all 4,5 € [n]?, call Fcommir with
input (Open, idc:.s, sid).

(f) Check that >°7 ¢/ = 0 for all j € [n]. If so, then each party P; (locally) outputs
(zij )kem),jen); otherwise, they abort.

Fig. 6: Subprotocol ITyaskxpiff for multiplying global differences with wire masks.

For active security, it is necessary to check that each P; provides the same
global difference R’ with every other F;, and that every F; provides the same
sharing \;, with every other P;. Observe that

n

2RI @+ Y| =R (2l ) (¢ ) | =R D

i#] i#j j#i i=1
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where the first summand is computed by party P; and for each i # j, t*/ is
held by P,. The fact that this relationship must hold (by design) can be used
to check correctness of a batch of secrets {[x;]}7, as follows: parties can take
an additional mask [x,,11], reveal a random linear combination ¢ := x,,11 +
S XkTks Xk € FyVk, and check for all j € [n] that (z7) defined by

m

M=l Y e (i # J)
k=1

and

m
= e R4 @)y R+ quﬂ + ZXk | @ R+ qu’l
i#] k=1 i#]

is an additive sharing of 0. It will be shown in the proof of Lemma 1 that
the probability that parties are inconsistent but all of the n sharings {(z%)}%,
are zero is bounded above by p~!; thus the check is performed independently
U, := [o/logp]| times in parallel to ensure at least o bits of statistical security.
Concrete instantiation. One of the reasons that the protocol of Hazay et al. [14]
is so efficient is that the functionality Fgimpc can be realised using the n-party
variant [9] of the TinyOT [22] protocol, in which bits are authenticated exactly
via sharings of b’- R/, where R/ is taken to be the secret key of P;. Thus sharings
of the wire mask/global difference products are immediately available to the
parties by the correctness of the Fgiympc functionality, without the need for a
separate IIpitxstring Protocol. However, currently the most efficient protocols in
the setting of a large prime field use a different form of authentication and so this
optimisation cannot be directly applied here. Instead, we can use, for example,
the most recent version of the SPDZ protocol [12] known as Overdrive [17].
Note that in MASCOT [16], pairwise MACs are generated and then combined
to create global MACs, so it may be that this approach, which then obviates the
need to perform the protocol I1uaskxpiff separately, is better in practice.

Lemma 1, states that an adversary succeeds in cheating without detection in
Ivaskxpiff with negligible probability in the statistical security parameter, o.

Lemma 1. For the outputs (z,i‘j)i.je[n] of the subprotocol Il paskx pisr it holds that
Stz = - R for all j except with probability at most 27°.

Notice that in order to establish a unique signal value after decrypting cipher-
texts, it is necessary to multiply by R, which means that R must be invertible.
However, since R is sampled from a field, the random choice is invertible except
if it is 0, which happens with probability p~/ < 27% < 279,
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Proof. The proof follows the same line as that of Hazay et al. [14, Lem 3.1] and
Cramer et al. [11, Thm 3]. There are two possible ways to cheat in the protocol:
(a) one or more parties use different inputs to the initialisation of Fcopg with
different honest parties; (b) one or more parties use different shares zj with
different honest parties. We show that if these errors are non-zero then the
protocol aborts with overwhelming probability, by showing that the probability
that the checks pass but a non-zero error has been introduced is negligible.

Fix an honest party P, arbitrarily’ and for each i # i* let R be the global
difference provided by P, into the instance }'ZOPE and let xk be the input of P,
into the instance ]-"COPE. Then for each ¢ # i*, for each j # i let R+ be the input
of P; into the instance Fgpg, or the local contribution to z” when i = j, and
let £/ := ¥ — R Similarly, for each j # i*, for each i # j let 7" be the input
of P; into the instance ]-"éOPE, or the local contribution to z;” when i = j, and
let 6/ := ﬁL — .

Let €/ be the error introduced when creating ¢/# and e; be the sum of the
errors introduced just before the I commitment. Now since the checks pass, for
all j € [n] and all [ € [{,] it holds that

n
0= E C;’] — CgJ + E C;’J
i=1

i#j
m m
:<51_CZR]+<,”H+ZXM Z ))‘FZ(mH‘FZXlk Zk’]>
i#]
=g — CZR] +sz+l + ZZXUC . Z]i’j
i=1

=1 k=1

o J A’Jd i, J Jst
=& ClR + rnJrIR Z qm+1 + Z thrI +

i#j i#j
k=1 i i

5 It can be shown that if there are multiple honest parties then the sum of the errors subse-
quently defined with respect to P« is well-defined (i.e., the sum is independent of the choice
of “reference” honest party).
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Suppose Pj is an honest party; then we aim to show that d;7 = 0 for all k € [m],
i € [n] and that /' = 0 for all i € [n], except with neghglble probability in o.

If 5{ # 0 then since R’ is generated by the honest party, the second summand
is uniform in F,. and unknown to the adversary, so the adversary can choose
the other errors so that the equation above holds with probability at most p~‘

If 6 = 0 then (52"7 = 0 for all k € [m] except with probability p~?!, since
the coefficients are unknown before the errors are introduced; thus the fourth
summand is also 0. The greatest upper bound on the probability is only p~!
and not p~, because although these errors are in ., the coefficients lie in IF,,.
Since the matrix H is sampled after the errors ¢/ are introduced on the global
differences — i.e., the values x; ; are unknown to the adversary when introducing
these errors — if one or more £/ is non-zero then the third summand is uniformly
random in IF,, so the adversary must choose each g to correct the error, which
can be done for a given [ with probability at most p~!. Thus the probability that
some &, or some £/ is not 0 but the equation above holds for all I € [(,] is at
most p~‘e. Thus for every honest party j € [n]\ A, all errors {6;”} and {7’} are
0 except with probability at most max{p~,p~%} <277 R
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3.4 The Complete Garbling and Evaluation Protocols

Following the analysis of the necessary components for garbling we now present
the complete garbling and evaluation protocols. The subprotocol for garbling is
given in Figure 7, and the one for evaluation in Figure 8.

Theorem 1. The execution of the subprotocol Ilgampe followed by the execution
of the subprotocol Ilg,,, making use of the subprotocol Ilyaskxpir, UC-securely
realises the functionality Fac in the presence of a static, active adversary that
corrupts up to n — 1 parties, in the Fcommit,F cOPEsF MPC,F Rand-hybrid model, as-
suming the PRF F satisfies correlation-robustness.

We define a security game in which a successful adversary breaks the circular
correlation robustness assumption of a PRF F in the following way:

Game
1. The challenger C samples a bit b & {0,1}; if b = 0 then it initialises the

oracle O := Fro; if b = 1 then it samples R & F,. and initialises the
oracle O := Opp.

2. The adversary D is provided with black-box access to O.

3. After polynomially-many queries to @, D outputs a bit b’ to C.

4. The adversary D wins the game if ' = b.

We are now ready to prove the theorem.

Proof. Note that, in contrast to the work of Hazay et al. [14], the output masks in

our work are not revealed after garbling; instead, the parties remove the masks

after evaluating the circuit. Opening the wire masks after the evaluation is a

common approach, taken for example by Wang et al. in their recent multiparty

Boolean garbling protocol [25] and leads to a more straightforward proof.

To prove that the protocol UC-securely realises the functionality Fac under
the assumption that the PRF is correlation-robust, we will construct a simulator
interacting with the real-world adversary A and the ideal functionality Fac such
that if an environment can determine that A is interacting with S instead of
real honest parties then it must have been able to break the assumption on the
PREF. To do this, we will construct a situation in which distinguishing between
worlds immediately leads to a way to break the PRF assumption. Consider the
simulator S defined as follows:

1. Execute Igamle honestly, sampling keys, masks and global differences as honest
parties would in the execution of ITyaskxpif and honestly executing internal
copies of the oracles Fcommits FcoPE, FMpc and JFrand. Recall that we have
shown in the proof of Lemma 1 that Ilyaskxpif provides statistical security
against an active adversary, except with probability at most 277.
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. Sample inputs uniformly in F, on behalf of emulated honest parties, compute
signal values honestly, and send these signal values to A; await the broadcasts
from corrupt parties and extract the inputs using knowledge of the masks from
the calls to Fipc in Step 1, and send the inputs to Fac. Store the signal values
for all of these input wires.

. Await the final circuit output from Fac.

. Determine the “evaluation path” through the circuit based on all the broad-
casted input signal values and the wire masks determined in the execution of
IHgarple, and then fix the wire mask for the final circuit output wire w to be
€w — Uy, Where v, is the output from Fac. (If there are multiple output wires
then do similarly for each.)

. For all honest parties, for all gates and wires, sample new wire keys uniformly
at random.

. Fix the shares of honest parties so that the gates are consistent with keys and
ciphertexts from Step 5 instead of the ones generated in the honest execution
of IIgamie in Step 1. Specifically, for each honest party P;, for every j € [n]\{i},
for every v € IF,,, set

~ji

Jgo = F (9,0) + Plggn
98y = Fi | (9,9) + Plgen

and then for every v € F), set

g = Fa,, (9,7) + kjﬂ»ew - Z pg,g,gw/
i#i
gé%? Fkiw (g’ e“kf 1Cv Z plvg ey
J#i

(Note that S knows the values of pj , . . for all (4, j) € [n]* because it emulates
the copies of Fcope locally, from which these values are computed.)

. Open the gates honestly by sending the shares of (emulated) honest parties
to corrupt parties.

. Await the call to Fypc to open the final output mask(s) and execute this
honestly. If an emulated honest party would abort, send Abort to Fac, and
otherwise send OK.

The execution of I1gape is simulated perfectly by the simulator, which samples

contributions to masks and keys for emulated honest parties. The fact that the
simulator samples inputs on behalf of emulated honest parties in Step 2 does
not affect the correctness of simulation or change the distribution as viewed by
the environment in any way, because each broadcasted external wire value is a
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real value masked by a uniform wire mask not revealed to the environment, and
the final output is fixed by the simulator to the correct value regardless of these
sampled values and the path traversed through the garbled circuit. In Step 6,
the simulator fixes shares as honest parties would for the contributions to ci-
phertexts encrypting keys generated by corrupt parties, but for honest parties
it fixes the shares so that the parties will compute the uniformly-sampled keys
from Step 5 instead of keys according to a global difference that was chosen in
Step 1. The reason for fixing keys and ciphertexts for honest parties in this way
is that the honest party’s actual global difference will be different from the sim-
ulator’s sampled random global difference (used in the simulation of IIpaskxpif)
with high probability, so instead of arguing that a set of ciphertexts generated
using keys with a fixed global difference is indistinguishable from another set of
ciphertexts generated using keys with a different global difference (which is an
alternative way to define the simulator), we show that such a set of ciphertexts is
indistinguishable from a set of ciphertexts generated using uniformly-randomly
sampled keys. This latter assumption is exactly the correlation-robustness as-
sumption. Furthermore, since this is the only point in the distribution as viewed
by the environment that is potentially different from a real execution, this is the
only way to distinguish. Thus any environment that can distinguish between the
hybrid and ideal worlds must do so by observing a difference in the distributions
of ciphertexts generated, which breaks the PRF assumption.

It remains to show how to use a distinguishing environment Z to construct
an adversary D (for the game outlined above). To this end, we first define a
modified simulator &’ that uses the oracle @ provided to D. The simulator S’
executes exactly as S, but it fixes an arbitrary choice of honest party P, and
when it fixes the keys and ciphertexts in Step 6, it alters the shares of P, for
each ciphertext as follows:

For every j € [n]\ {i*}, for every v € F,, \ {0}, set

Jgety = O (kf;eﬂ, 7,(9,5),0) + p;:'*-,ggaeuﬂ
Ej(]e:zv-F"/ =0 (kf),ev, e (g7j)’ 0) + p}79’e’€"+7

and set

gé:g; = Fki* (g»]) + pZ]"Tg,g,eu

u,ey

aé:(’zz = Fki* (%]) + p;:'tg,e,ev'

v, ey
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Then set

Toiutr = O (K7, (9:7),0) Ko, = D g,
J#*
.Ag/é,éiﬂ =0 (ki e Vs (97 )7 0) - euk;,ez, - § :pg*,g,e,e,,
J#

and set

~i* i ) )
Ige. = Fkr’u*,eu (9,7%) + kw e Z pi- 98:Cu
J#*
~ " i* j
ge,ev - Fkﬁ,fﬁ” (97 ¢ ) - eukvaev - Z pi*sgve»eu'
J#*

Now observe that all queries to the oracle O are legal because:
— In all queries, v # 0.
— Although the fourth entry is 0 for all queries, the remainder of the query
message is different in every query.
Thus both requirements on the oracle queries are met.
We now show that the execution of &’ with Z is the same as hybrid-world
and ideal-world executions with S.

Claim. The execution of Z with &’ when O = Fro is indistinguishable from the
execution of Z with S in the ideal world.

Proof. If the oracle is O = Fro, then in the execution with &', every ciphertext
indexed by " is a one-time-pad encryption. All the keys in S are uniformly
sampled (i.e., they are not generated using a global random difference), so if
there is a distinguisher between the distribution of each set of p ciphertexts under
the keys {kgﬁ}vep and the uniform distribution, then there is a distinguisher for
the PRF. Since this does not exist by assumption, the claim follows. B

Claim. The execution of Z with &’ when O = Opp, is indistinguishable from an
execution in the Fcommit,F COPE,FMPC,FRandg-hybrid world.

Proof. 1t is easy to verify that if the oracle is O = Opp, then the ciphertexts
generated according to the simulation with S’ follow exactly the distribution as
in a Fcommit,F COPE,FMPC,FRand-hybrid-world execution, where the honest party
P, has global difference R that is the same as the fixed value R in the oracle’s
definition, where effectively the key kue is sampled instead of the key kj:o,
in order to make the oracle queries legal (which makes no difference to the
distribution of the resulting keys). B
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Now we define the distinguisher D to execute the environment against the
simulator S’ using the oracle O provided the challenger of its game. If the envi-
ronment guesses the execution was the ideal world, then the distinguisher guesses
b = 0; if the environment guesses the execution was the hybrid world, then the
distinguisher guesses o’ = 1. Thus if there is an environment that can distin-
guish between worlds with non-negligible advantage, then the distinguisher D
defined above wins the security game defined above that breaks the correlation-
robustness assumption on the PRF, and thus the protocol UC-securely realises
Fac assuming the PRF satifies correlation-robustness. B

Subprotocol I1capie

For simplicity, the session identifiers for functionalities are taken as implicit.
Initialise
1. Agree on a new session identifer, a computational and statistical security parameter,
k and o, and a circuit C to evaluate, with circuit input wires Wiy, circuit output
wires Wour, and a set of gates G comprised of a set of multiplication gates Gy, a
set of addition gates Gapp, and a set of selection gates Ggg. Let PID() : Wiy — [n]
denote the map determining which party provides input on which wire.
2. Set £, := [k/logp].
3. For each i € [n], P; samples R & F,e. and then the parties execute the procedure
Initialise from I1yaskxDitf-
4. Call an instance of Fypc with input (Initialise, F,, sid).
Wire Masks and Keys

Circuit Input Wires For circuit input wire w € Wy, let i := PID(w) and then do the
following:
1. Party P; samples A, & F, and calls Fupc with this value as input.
2. Each party P;, j € [n], samples a key kin,(] & Fu. and for each a € F, sets
K, o 1= ki, o+ RV
Addition Output Wires For each wire w that is an output of an addition gate with
input wires « and v, do the following:
1. Compute [A,] = [M + A] by calling Fupc.
2. For each i € [n], party P, computes ki, , := ki + ki, and for each a € F, sets
k;in,(y = kqu,O +a- RZ
Multiplication Output Wires For a wire w that is an output of a multiplication
gate with input wires u and v,
1. For each x € {g, e},
(a) For each i € [n], party P; samples X, & F, and calls Fyupc with this value as
input.
(b) Compute [Ay] := [>iq AL ] by calling Fupc.
(c) For each i € [n], party P; samples a key ki, & F,e. and for each y € I, sets
ki kfu,x,O + v Rz

WX,y T

173



2. For each i € [n], party P; sets ki, := ki, o+ ki .o and for all v € F, sets
Ky =Ko+ R
Wire Mask/Global Difference Products

Multiplication Gates For each g € Gy, let u and v be the input wires and w the
output wire; then do the following:

1. Compute [Ay] := [Mu - A by calling Fupc.
2. Execute the procedure Multiply from Ilyaskxpir on  the  set

{ s Ay Muvy Mgy Awe FgeGu, 10 Obtain, for all ¢ € [n], (unauthenticated)
sharings

{R M) (B X0 (R M) (R ) AR Xewa)}

gE€GwuL

3. For each i € [n], for each v € F,, set

(Piggn) = =7 (R X)) + (R Xuw) + (R Ag )
<pixg!es7> = (Rz : )‘u> + (Rl : )\e,w>

Garbling

Multiplication Gates For each g € Gy, for each i € [n], for each v € F),
1. The parties compute the garbler half gate:
= P, sets gyl o= Fig,_ (9.1) + Kl g0+ flggr
— For every j # i, P; sets gil := K (g,1) + pf-;g’m
2. The parties compute the evaluator half gate:
— Party P sets gu!, == Fig_ (9,7) + Koo =7 Ko + Pl gy
— Every party Pj, j # i, sets ﬁ;fw =Fy (g,7) + pf-lgvm

Fig. 7: Subprotocol Ilgamie for garbling a circuit.

Subprotocol ITgy,

Input Wires For each wire w € W which is an input wire, the parties do the following:
1. Let ¢ = PID(w): then party P, computes and broadcasts e,, := vy, + A, where v, € Fp,
is P;’s input.
2. For each i € [n], party P; broadcasts ki, , .
Opening For each g € Gy, for each x € {g, e}, for each i € [n],
L. For each j € [n], for each v € F,,, P; broadcasts g’ .
2. All parties compute g} := Y7, g2d.
Circuit Evaluation Traversing the circuit in topological order, for every gate G with
input wires u and v and output wire w, the parties do the following:
— If g is an addition gate, each party does the following;:
1. Set the external wire value to be e, 1= e, + €,.
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2. Compute the output keys as: for each i € [n], ki, =ki . +ki .
— If ¢ is a multiplication gate, each party does the following:

1. For each i € [n], compute

Kipew gigﬁ E Fk; . (9,1 Jrgeﬁ E ka e i) +e, - ku,eu.
Garbler half gate Evaluator half gate
2. Each party P; determines the signal value e, by computing e,, := (ki, ew kfﬂ)o) .

(Ri)—l
Output To obtain the output of wire w € Wyyr, call Fyypc to execute the procedure
Output to reveal the value e, — [A,].

Fig. 8: Subprotocol Ilg,, for evaluating the garbled circuit.

All of the protocols in this section can be realised using protocols (with minor
modifications) given in MASCOT [16]; however, the two parts of the computation
outlined above are most optimally performed using a mixed approach: using the
Overdrive protocol [17] to realise Fypc, and using MASCOT-like protocols to
perform the Wire Mask/Global Difference products. The reason is that Overdrive
is more efficient over large prime fields, as opposed to large extension fields such
as For for which MASCOT is better.

4 Selector Gate

It was argued by Ben-Efraim [6] that a selector gate taking a Boolean selection
bit and choosing between field elements is a desirable feature of garbling proto-
cols as the selection bit is likely to come from the evaluation of some Boolean
subcircuit. Such a construction was given in [6]; in this section we give an alterna-
tive construction, which we call the alternative selector gate, which, specifically,
takes one input in Iy, held as a signal bit with a corresponding key in Fo» and
viewed as output from a Boolean circuit, and two inputs in F,,, and outputs one
of the field elements according to the selection bit. Note that if the selection bit
is also a field element then the standard 2 - p ciphertexts for general field/field
multiplication is required, as is the case in Ben-Efraim’s work [6].

Multifield Shared Bits Rotaru and Wood [24] showed how to generate secret-
sharings of uniformly-random bits shared in two fields with authentication in
each; these were called daBits, for doubly-authenticated bits. This can be viewed
as an actively-secure version of the multi-field bits discussed by Ben-Efraim,
which can be used in arithmetic garbling of selector gates. The protocol for
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generating such bits uses authentication in a black-box way, and so any actively-
secure MPC protocol can be used to generate them. In this work, we use daBits
shared in F, and Fa« for our selector gates.

4.1 New Selector Gate

Recall that the standard cost of multiplication in F, is p - p ciphertexts; the
garbler /evaluator half-gate approach reduces this to p+ p ciphertexts. The main
observation driving our alternative selector gate is that the actual selection op-
eration is a multiplication of a bit by an element in IF,, and thus the goal is to
reduce the naive 2 - p ciphertexts to (almost) 2 + p.

A selection gate based on selection bit b between the values on wires v and v
is computed via the standard multiplexer u + (v — u) - b. Since linear operations
are garbled without communication or preprocessing, we focus on the product
of the wire w := v —u € F,, with the bit b € Fy; the output wire is denoted by z.

The point is that while the previous approach by Ben-Efraim involved con-
verting the bit to I, using a so-called projection gate and evaluating a standard
multiplication gate in F,, we can use daBits to perform this projection directly.
We will now explain how to garble the new selector gate; this explanation is
followed by a formal protocol description.

Let 0’ be the Boolean wire, and let b be the F, wire to which we wish to
convert. We let the wire mask output of the Boolean wire be a daBit Ay € {0, 1}
and convert it to an [, wire using 2n ciphertexts in . as follows: for every
B € 40,1}, for every j € [n],

gh= Fa, (9.0) Tk + (B4  —2-5-M) +XN) - R,
i=1

where kj, ; € Fy« for all 4 € [n] and )y is a uniform mask in F,. Since the PRF
used in previous sections takes keys of length at least x bits, we may assume the
same PRF is used here, with additional padding if necessary. Here, we use the
fact that in any field, if @ and b are in {0, 1} then their XOR is computed as

a@b=a+b—2-a-b,

which means that we can remove the mask in F, since the mask Ay used in the
garbling of the Boolean circuit was a daBit. The two ciphertexts (for each i € [n])
are indexed by the two possible Boolean external values, which is denoted by ey;
the external value on the output, denoted by ey, is not needed in the next steps,
but can be computed by the evaluators in the usual way (i.e., by P; comparing
the output key indexed by ¢ to its own p keys). In doing so, the evaluators learn
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either 0 + \; or 1 + )y, but do not learn which they hold. In fact, this external
value ey is never used by the evaluators.
The multiplication gate is then computed in two halves:

gg,u : Z Fk’ g ]) + kgz() (k?)() + )\ij)
i=1

gl = ZFk (9,7) + kLo — (B+ Ny — 280\ R + AR

Now when evaluating, the parties will obtain e,, and ey, will compute a :=
Dec(gg.e,) and b := Dec(ge,, ) and will compute

Kie. = a+ b+ eykpg,

(Ko = cwlkl + MR ) + (Ko = (e + Ay = 2ep )N+ AR
+ ew(kst + e R7)

(Ko = codol??) + (Koo = wAuR! + AR ) + eye, B

( I = (0w + A ))\bRJ> ( o vb)\ij+>\sz)

= (&

+ (v + Aw) (0 + Xo) R
g0 m) (kézo w R+ )\ZRJ)
+ (v + Aw)vp + (Va5 TN B
=Ko+ (Koo + AR =280 + (00 + M) R
=K 0+ (vwy + AR

In total, this requires p + 4 ciphertexts per party: 2 for the conversion, 2 for
the first half gate and p for the second.

We do not provide a complete proof of the security of the alternative selector
gate as it follows straightforwardly from the security of the selector gate of Ben-
Efraim [6]. The high-level intuition is that the keys kj . ; and k] , ; are sampled
uniformly at random, and independently of one another, and so their sum k.
is also uniformly random, as is required of 0 keys; furthermore, the wire mask
A, is uniform and not known to any individual party, so the external value of
the output wire perfectly hides the real value v,, - v5. The complete protocol for
garbling these new selector gates is given in Figure 9. The evaluation protocol
is the same as the evaluation of a multiplication gate and is therefore omitted.
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Subprotocol IMseject

This subprotocol takes a gate with Boolean input wire ¥ and arithmetic inputs v and v
and output wire z = u + (v —u) - V.

Wire Masks and Keys
Wire Mask/Global Difference Products

Selection Gates If g is a selection gate with input wires v and v, selection bit wire

b, and output wire z,
1. If ¥/ is the Boolean input wire, let Ay be the F, daBit mask stored as [A]] in
Fupc.
2. Generate an F, wire mask [\p]:
(a) For each i € [n], party P, samples A} & F, and calls Fypc with this value as
input.
(b) Compute [Xp] := [> i, Mi] by calling Fupc.
3. Each party P; samples a key k;},o & Fpe.

. Generate an F,, output wire mask [X.] in the same way as for [Ay], above.

5. Let [A,] and [A,] be the masks stored in Fypc for wires u and v, respectively,
generated when garbling an addition or multiplication gate or input wire. Set
[[/\wﬂ = [[)‘vﬂ - [[/\u] by Calhng ]:MPC-

6. Let kf:,,o and kf/,}o be the keys previously generated by party P; for wires v and
v. For each i € [n], party P; sets ki, o := k. o — ki .

W~

7. For each i € [n], party P, samples a wire key kfu)gyo & F,e. and sets ki

) w,e,0 =
T ¥
kw,O - kw,g,O'

8. Compute [Apyy] := [\ - Aw] by calling Fupc.
9. Execute Iyaskxpiff to obtain

((B - ) AR ), (B M) (B ) (R0 .
10. For each i € [n], for each a € F, and € {0,1}, set

(Pigns) = (1—=2-B) - (R - Ay) + (R - \y)

(Pigga) = —a- <Rj - Ap)

<pi,g,e,5> = _ﬂ : <Rj : /\w> - (1 -2 ﬂ) : <Rj : >\b’w> + <Rj . /\z>'
Garbling

Selection Gates If g is a selection gate with input wires u and v and selection bit wire
b,
1. The parties generate ciphertexts for converting the Boolean input wire ¢’ to an F,
wire b: for every i € [n],
= Py sets gy o= Fig (9,9) + K0+ 8- R+ pig5
— For every j # i, P; sets gy := Fq, (9:9) + 0l 405
2. The parties compute the gates for the product of wire w := (v — u) with wire b:
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(a) The parties compute the garbler half gate:
— P, sets géla =Fai.. (g,1) + k;z,O —a- ki,o + Pﬁ_,g,g,a
— For every j # i, P sets g, := Fy.. (9,) + 0l yga
(b) The parties compute the evaluator half gate:
— P sets g5 = Fk;byﬁ (9:1) + Koo+ Piges

— For every j # i, Pj sets g7 := Fki.b,a (9,0) + 0l e

Fig. 9: Subprotocol Ilseec; for garbling a selector gate.

5 Evaluation in comparison to previous work

We evaluate our work in comparison to all previous works in the field of arith-
metic garbling; both in the two-party, and in the multiparty paradigm. As shown
in Table 1, we are the only work providing full-threshold active security, and
proving our garbling techniques UC-secure under the named assumptions. Pre-
vious work provided either two-party, passively secure constructions [3,4], or
multiparty, passively secure constructions in the honest majority setting [6].

Recall that, in the multiparty setting, projection gates (significantly increasing
the efficiency of previous work [3,4]) are non-trivial to construct, and are not
universal (i.e., tailored techniques per gate are required). Given that in the
multiparty setting all parties play the role of the garbler, we cannot exploit
the asymmetry between garbler and evaluator that two-party solutions enjoy.
In addition, as already pointed out by Ben-Efraim [6], each garbled table row
in the multiparty setting requires n ciphertexts, versus a single ciphertext in
the two-party setting, and each row decryption requires n?> PRF calls in the
multiparty setting, versus a single PRF call in the two-party setting. These
values are reflected in our cost description provided in Table 1.

For the works that did not suggest an improved version of a specific garbled
gate (e.g., multiplication gates in both our work, and the work of Ball et al. [3]),
we assume the same cost as the cost of the best previous technique of which
they make use. Our work almost halves the communication cost of the selector
gate, compared to the previous work in the multiparty setting [6], at the cost of
losing the ~ 33% improvement of computation cost that Ben-Efraim’s approach
enjoys (in addition to the generation of daBits). This is an overall improvement,
given that the main bottleneck is the communication cost, and that the com-
putation cost is dominated by hash function calls, which are efficient. Garbling
is a technique suitable for secure computation over unreliable networks, where
continuous connectivity cannot be guaranteed. Although most of the communi-
cation happens during the preprocessing phase, the communication cost remains
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the main bottleneck of garbling. Performing one additional PRF call during the
online phase, given that it comes at such a significant efficiency increase of the
offline phase, is less of a concern, since PRF's are a symmetric primitive, with
significant hardware optimisations on modern processors. Our selector gate re-
mains competitive even with the related work in the two party setting [3], where
we consider a selector gate to be the so-called cross-modulus multiplication for
q = 2. We require p + 4 ciphertexts per party, while Ball et al. [3] require p + 1.
This minor difference comes mainly from the fact that we cannot deploy the
row reduction techniques in the multiparty setting. Note that the cost of our
protocols that comes from applying actively secure MPC techniques, instead of
the passively secure approach in previous works, is not digested in Table 1.

Protocoll Model [Parties Multiplication Selection
#Ciphertexts|#Decryptions|#Ciphertexts|# Decryptions
[4] |passive| 2 6p—5 6 2p—1 2
[6] |passive| n 2p-n 2n? (2p+2)-n 2n?
[3] |passive| 2 6p—5 6 p+1 2
Ours |active| n 2p-n 2n? p+4)-n 3n?

Table 1: Comparison of our garbling techniques with the garbling of [4], [6],
and [3], in terms of security model supported, number of parties supported,
number of ciphertexts required per multiplication and selection gate, and number
of decryptions required per multiplication and selection gate.

6 Conclusion

Our work continues the study of multiparty arithmetic garbling initiated by
Ben-Efraim [6]. Specifically, we extend the previous work from the semi-honest,
honest majority setting, to the full-threshold actively-secure setting. Given the
practical importance of circuits, which combine Boolean and arithmetic gates, we
follow this paradigm, also considered in the work of Ben-Efraim [6]. We consider
a selector gate as suggested by Ben-Efraim [6] (essentially a multiplexer); we
extend it to the full-threshold actively-secure equivalent, and show how to garble
such a gate, while almost halving the communication cost it incurs.
Representations of Boolean circuits have clear advantages over arithmetic cir-
cuits when it comes to non-linear operations. On the other hand, appropriate
representations of arithmetic circuits are orders of magnitude more efficient than
Boolean circuits for linear operations on arithmetic values. Garbling techniques
that enable the construction of circuits, which integrate both Boolean and arith-
metic gates, are essential to treat numerous real-world application scenarios, and
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allow computation of arbitrary circuits in constant rounds. This is the reason
why the design of such garbling schemes is on the rise. It remains an interesting
open problem to devise techniques that allow a seamless and efficient conversion
between the two representations with active security in the multiparty setting.
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Abstract. Secure multiparty generation of an RSA biprime is a challenging task,
which increasingly receives attention, due to the numerous privacy-preserving ap-
plications that require it. In this work, we construct a new protocol for the RSA
biprime generation task, secure against a malicious adversary, who can corrupt any
subset of protocol participants. Our protocol is designed for generic MPC, making it
both platform-independent and allowing for weaker security models to be assumed
(e.g., honest majority), should the application scenario require it. By carefully “post-
poning” the check of possible inconsistencies in the shares provided by malicious
adversaries, we achieve noteworthy efficiency improvements. Concretely, we are able
to produce additive sharings of the prime candidates, from multiplicative sharings via
a semi-honest multiplication, without degrading the overall (active) security of our
protocol. This is the core of our sieving technique, increasing the probability of our
protocol sampling a biprime. Similarly, we perform the first biprimality test, requiring
several repetitions, without checking input share consistency, and perform the more
costly consistency check only in case of success of the Jacobi symbol based biprimal-
ity test. Moreover, we propose a protocol to convert an additive sharing over a ring,
into an additive sharing over the integers. Besides being a necessary sub-protocol for
the RSA biprime generation, this conversion protocol is of independent interest. The
cost analysis of our protocol demonstrated that our approach improves the current
state-of-the-art (Chen et al. — Crypto 2020), in terms of communication efficiency.
Concretely, for the two-party case with malicious security, and primes of 2048 bits,
our protocol improves communication by a factor of ~ 37.

1 Introduction

An RSA modulus, also known as a biprime, and usually denoted by the variable
N, refers to a number which is the product of two prime numbers, usually de-
noted by p and ¢; thus, N = p-¢q. The RSA modulus is a crucial component of
the first public key encryption scheme, the RSA scheme [33], as well as many
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other public key encryption schemes that followed it. The security of the RSA
cryptosystem is based on the hardness of factoring, and as such N is part of the
public key of the RSA scheme [33], while its factors p and g determine the secret
key. Specifically, the security of the cryptosystem is determined by the bit-length
of the biprime, and therefore efficient methods to generate (large) biprimes have
been of interest since RSA was devised.

Initially, the generation of the parameters of a public key cryptosystem (in-
cluding the biprime generation) was assigned to a trusted third party. However,
there are applications were no single party can be entrusted with such a task,
which gave rise to the study of distributed biprime generation. The problem of
secure distributed RSA modulus generation is being studied since 1997, when
the seminal work of Boneh and Franklin [5] appeared. After the initial interest
in the problem, in the years around the work of Boneh and Franklin, with lit-
erature attempting to improve the efficiency, or security aspects of the original
work, the subject ceased being studied for about a decade. Then, again, dur-
ing the last decade the interest on secure distributed RSA modulus generation
is increasing. This is due to the sheer number of recent applications, requiring
distributed RSA modulus generation.

Traditionally, the study of distributed RSA modulus generation has found
numerous applications in threshold cryptography [13-15, 19, 32]. Nowadays,
blockchain applications requiring permissionless consensus, also need to deploy
the techniques of threshold cryptography, which explains the recently revived
interest in RSA modulus generation. A concrete example of applications for the
RSA modulus generation in the context of decentralized systems and consen-
sus protocols is that of Verifiable Delay Functions (VDFs) [4, 30, 39]. Threshold
cryptography requiring the distributed generation of an RSA modulus is now
expanding beyond academia, as companies and foundations (e.g., Unbound, the
VDF Alliance, the Ethereum Foundation, Ligero) are providing services based
on top of these technologies to the public.

1.1 Related Work

The study of secure multiparty RSA modulus generation was initiated by Boneh
and Franklin [5]. Boneh and Franklin [5] devised a biprimality test to perform
the distributed RSA modulus generation, instead of individually testing the pri-
mality of the two prime factors of V. Given that N is the public output of their
protocol, this granted them an efficiency advantage, since their expensive multi-
party computations can be computed modulo the public N this way. On the other
hand, the biprimality testing approach, requires that two prime numbers are si-
multaneously sampled, which leads to an increased number of iteratively invoking
the subroutines of the protocol, since efficient primality testing is probabilistic

186



in nature. Trial division, applied individually on each of the prime candidates,
somewhat relaxes the abovementioned performance penalty. The blueprint of
Boneh and Franklin [5], which is also adopted by most of the follow-up protocols
in the literature, consists of three main steps: (1) pick prime candidates (via trial
division); (2) securely multiply candidates; (3) biprimality testing (followed by
the RSA key generation step, whenever key generation is actually needed).

The Boneh-Franklin protocol was implemented, together with some newly
introduced optimizations by Malkin et al. [29]. Malkin et al. [29] first deploy a
(simpler) Fermat test to check biprimality, which with low probability introduces
false positives. If this simpler test passes, then they deploy the Boneh-Franklin
biprimality test, to eliminate any potential false positives. The most important
optimization proposed by Malkin et al. [29] is a distributed sieving technique,
which results in a 10 x improvement in running time for the generation of a 1024-
bit biprime. The distributed sieving ensures that the candidate primes p and ¢
are not divisible by the first small primes, up to a predetermined bound. This is
done by each party randomly selecting multiplicative shares, which are coprime
to the predeterimined bound (and therefore their product is also coprime to the
bound), and then transforming these to additive shares to proceed with the rest
of the protocol.

Frankel et al. [16] were the first to propose a distributed RSA key generation
in the malicious security, honest majority setting. One of the main tools, devised
and used for the RSA key generation by Frankel et al. [16], is an unconditionally
secure multiplication protocol over the integers. To generate the RSA modulus
Frankel et al. [16] deploy a maliciously secure version of the Boneh-Franklin
biprimality test, and then show how to produce the actual RSA keys: a more
efficient version for small keys, and a less efficient one for larger keys. Although
their tailored protocol is more efficient than a solution merely deploying a passive
to active security compiler, it still remains inefficient.

Limited to the two-party case, Poupard and Stern [31] propose a maliciously
secure protocol for the RSA modulus generation, based on OT. Although their
protocol is less efficient than the Boneh-Franklin one, it is secure in a more
stringent security model, and it can serve two parties (instead of three that are
required by the Boneh-Franklin protocol), in application scenarios where this is
needed. However, the protocol suffers from a leakage of information in the pres-
ence of a malicious party, who can learn up to Zpep log(p)/p bits of the prime
factor p, with P being the set of tested primes. Another OT-based, two-party
protocol for the RSA key generation (and the RSA modulus generation) was pro-
posed by Gilboa [20]. Unlike Poupard and Stern’s solution, Gilboa’s protocol of-
fers only semi-honest security, but it is more efficient. The well-known OT-based
multiplication protocol of Gilboa, which by now is a classic, and adaptations
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thereof are frequently used in the construction of secure multiparty computa-
tion protocols, is also the basis of the RSA key generation protocol that they
devised.

Algesheimer et al. [1] perfom a distributed primality test, unlike the protocol
of Boneh and Franklin [5] that was based on biprimality testing. Specifically,
they show how to perform a distributed version of the Miller-Rabin primality
test, and do proceed with the multiparty computations modulo a secret prime,
that the previous work avoided. To achieve this, they deploy three types of secret
sharing schemes, and show how to convert shares from one to another. Moreover,
their constructions allow the generation of an RSA modulus, whose prime factors
are actually safe primes. Both the work of Algesheimer et al. [1] and the work
of Boneh and Franklin [5] are proven secure in the semi-honest, honest majority
security model, and require minimally three parties.

Damgard and Mikkelsen [12] were the first to efficiently achieve malicious
security for the task of distributed RSA modulus generation, though in the
honest majority setting. In fact, the first to adjust the protocol of Boneh and
Franklin to the active security model were Frankel et al. [16], but malicious se-
curity was achieved at the cost of protocol efficiency. The work of Damgard and
Mikkelsen [12] can be seen as a hybrid of two of its predecessors [1,5], trying
to combine the most efficient aspects of both of these approaches. Concretely,
by using replicated secret sharing they can do both multiplications, and the
modular reductions suggested by Algesheimer et al. [1], which require the pro-
tocol to work over the integers (instead of a field), without having to convert
between different secret sharing schemes. The downside of the Damgard and
Mikkelsen’s [12] protocol is that it does not scale well in the number of parties,
and it is not straightforward to extend to more than three parties.

Hazay et al. [22,23] deploy partially homomorphic encryption to complete
the two first steps of the Boneh and Franklin blueprint, and proceed to step 3
with biprimality testing. They achieve the first general n-party protocol (i.e.,
for any n > 2) in the active security model, and the dishonest majority setting.
Active security in this setting is achieved by deploying tailored zero-knowledge
proofs. Hazay et al. [22,23] build upon Gilboa’s technique [20] achieving two-
party actively secure RSA modulus generation a la Boneh and Franklin, but
they are the first to adapt also the trial division step of the protocol, achieving
therefore a significant efficiency boost. For the multiplication step that follows to
compute the candidate biprime, Hazay et al. [22,23] carefully use a combination
of the Paillier and ElGamal encryption schemes.

In the two party setting, Frederiksen et al. [17] propose an OT-based, ma-
liciously secure protocol for the distributed RSA modulus generation, which is
more efficient than previous work. The efficiency improvement is due to one
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single compact zero-knowledge argument of correct behavior at the end of the
protocol, instead of the numerous (one per message) tailored zero-knowledge
proofs required in the protocol of Hazay et al. [22,23]. The maliciously secure
protocol of Frederiksen et al. [17] is provably secure, and concretely efficient, as
shown by the authors with an implementation. However, it suffers from some
information leakage at the trial division step. This leakage is formalized in the
functionality, and taken into account in the security proof, and it is argued to
be justified both in theory and in practice, as leakage of a few bits of the prime
factors should not be able to break the RSA assumption, and therefore also not
the security of the protocol. Nevertheless, in the malicious case, this leakage may
lead to selective failure attacks, which also impacts the efficiency of the protocol.

Recently, Chen et al. [7] successfully ovecame the limitations of the proposal
of Frederiksen et al. [17]. Benefiting from the efficiency advantages that a CRT
number representation allows, Chen et al. [7] devise a maliciously secure n-
party protocol, tolerating n — 1 (active) corruptions, while avoiding both the
deployment of expensive cryptographic primitives, and the information leakage
incurred by the protocol of Frederiksen et al. [17]. Leveraging the CRT represen-
tation, Chen et al. [7] not only gain efficiency from the linearity of the smaller in
bit-size computations that can be performed locally, but they also constructively
sample their primes such that they are not divisible by the small primes used
for the CRT representation. This way they significantly increase the probabil-
ity of hitting a prime, and therefore also increase the overall protocol efficiency.
Their distributed RSA modulus generation protocol follows the general Boneh
and Franklin paradigm.

A large scale implementation of the distributed RSA modulus generation, and
improvement of the previous work of Chen et al. [7], named Diogenes [8], is the
most recent result in the area. From a scalability point of view, Diogenes [§] is
the first MPC implementation for a non-trivial task that scales to thousands of
parties. To achieve efficiency and scalability, Diogenes [8] deploys the so-called
coordinator model, which is a setting consisting of a powerful coordinator, and
thousands of relatively lightweight computation parties. The RSA modulus gen-
eration protocol proposed in Diogenes [8] is secure against n — 1 (out of the
n) malicious parties, and the coordinator. Although security of the protocol is
proven against a semi-honest coordinator, Diogenes [8] is actually secure with
identifiable abort for any active corruption of the coordinator, and upto n — 1
parties, as the coordinator’s actions can be verified by a public bulletin board
construction. Building upon the work of Chen et al. [7], Diogenes [8] also deploys
the CRT representation, and constructive sampling techniques. To avoid the
communication cost that pairwise messages incur, and to exploit the potential
of packing and SIMD to the fullest, Diogenes [8] is based on a Ring LWE addi-
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tively homomorphic encryption scheme (AHE), where the coordinator is tasked
to perform all the homomorphic additions necessary, as well as relay messages.
Malicious security for such a large scale application, is achieved by a composi-
tion of zero-knowledge techniques, the certification of which is aggregated and
verified only once, at the end of the protocol, and only for the successful protocol
iteration. In Table 1 the main functionality and security features of our work
and the related works are summarized.

Protocol Security Ti/llil}.ljg;liiilt #Parties Test No Leakage
5] Passive X n >3  biprimality v
[16] Active X n >3 biprimality v
[31] Active v n =2 Dbiprimality X
[20] Passive v n =2 Dbiprimality v
[1] Passive X n >3  primality v
[12] Active X n=23* primality v
Eg Active v n >2 biprimality v
[17] Active v n =2 biprimality x
[7] Active v n >2  biprimality v
8] Active** v n >2  biprimality v

Ours Active v n > 2  biprimality v

Table 1. Comparison of the related work.

1.2 Owur Contribution

In this work we show how to securely generate an RSA biprime in the standard
multiparty setting, where all parties contribute equally to the computation. We
assume a static active adversary who can corrupt up to n — 1 (out of the total
n) parties, but remark that our proposal works with generic MPC, allowing the
deployment of different security models, based on the needs of the application at
hand. This makes our protocol MPC-platform-independent, as it can be realized
with any MPC technology that is based on linear secret sharing techniques. For
example, Shamir’s secret sharing [37] can be deployed, if our goal is to produce
the RSA moduli in the honest majority setting; or (a variant of) the replicated
secret sharing scheme of Araki et al. [2,18], should high throughput be the main
goal of the MPC implementation.

*The protocol can be non-trivially extended to support more than 3 parties, but efficiency
does not scale.
**Diogenes achieves the stronger notion of (active) security with identifiable abort.
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Following the paradigm of recent work [7], we design a constructive distributed
sampling sub-protocol that increases the probability of our overall protocol gen-
erating a biprime. Crucially, we achieve this constructive sampling having the
parties first sample multiplicative sharings of a certain form, and then transform-
ing them into additive sharings, by computing their product in a semi-honest
fashion. This does not degrade the security of the RSA generation protocol,
because subsequently we reveal the public biprime N (i.e., the product of the
sampled candidate primes p and ¢). An adversary who succeeds in introducing
an additive error in the sharings of p or ¢ that is consistent with the error in their
product N, should effectively factor N, which is hard by the original assumption
for an RSA biprime. This semi-honest multiplication presents itself as a major
bulk of the protocol’s cost, so the savings from performing it semi-honestly are
substantial.

Another important technique we deploy is to run the biprimality test in terms
of checking the Jacobi symbol (which identifies most of the biprimes successfully)
without checking the consistency of the input shares in the test. Note that the
Jacobi test has to be repeated once for each candidate and sec times for a
candidate that passes the first iteration of the test, for sec a statistical security
parameter. This means that any cost savings in this part of the protocol impact
significantly the overall efficiency. The more computationally and communication
intensive consistency checks are only performed on the candidate for which all
repetitions of the Jacobi test have succeeded.

To perform the consistency check that follows the Jacobi symbol test, our pro-
tocol requires to convert a bounded additive sharing from its CRT representation
to a single additive sharing over the integers. This is to match the computations
performed in the exponent over the integers for the completion of the Jacobi
test. We design a protocol that performs the aforementioned conversion, and we
remark that in addition to being necessary for our RSA modulus generation,
this protocol is of independent interest. For example, one of the PRF construc-
tions in Grassi et al. [21], requires the MPC preprocessing field to be compatible
with an elliptic curve group G. Our exponentiation protocol, with public output
and secret exponent, would make their preprocessing field compatible with the
latest SHE techniques [3,28], since those require special primes, which might be
incompatible with elliptic curve groups. Our work might also improve the pre-
processing efficiency in other works, which need to compute ¢g* in public, where
x is secret shared [10,24, 38], but we leave this for future investigation.

Lastly, we analyze our protocol, and set concrete parameters to compute the
communication cost it incurs. We also show how the communication cost of our
protocol scales in the number of parties, and for different parameter sets. With
conservative estimations, and a statistical security parameter set to ¢ = 80, our
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protocol outperforms the current state-of-the-art [7] in all but one settings: the
semi-honest security with 16 parties setting. For malicious security, and primes
of 2048 bits, our protocol improves the previous work by over 30 times, both in
the two-party, and in the 16-party case.

To summarize, our main contributions are as follows:

1. Our RSA modulus generation protocol works for generic MPC, being able to
leverage any MPC technology based on linear secret sharing.

2. We constructively sample candidate primes, transforming multiplicative shar-
ings to additive sharings, by computing their product in a semi-honest fashion,
which is checked for maliciously inserted additive errors later in the protocol,
resulting in the protocol’s cost reduction.

3. The first biprimality check, implemented by means of checking the Jacobi
symbol, is costly and repeated sec times in our protocol. We show how to
postpone the even costlier consistency check on the shares contributed to the
Jacobi test, in order to again gain efficiency.

4. We design a protocol to convert an additive sharing over a ring to an additive
sharing over the integers, which is of independent interest.

5. We demonstrate that our protocol improves the communication cost over the
current state-of-the-art [7].

1.3 Technical Overview

Our main protocol, IIrsagen, works in five distinct phases: (1) the sampling phase,
aiming at generating two prime numbers p and ¢, secret shared among the proto-
col participants; (2) the combine phase, computing the product N of the previ-
ously sampled candidate primes, which is securely computed and then revealed to
all parties; (3) the Jacobi test, checking whether the computed N is a biprime;
(4) the consistency check, ensuring input consistency in the presence of mali-
cious adversaries, should the Jacobi test indicate a candidate biprime; and (5)
the GCD test, which checks again whether IV is a biprime, to ensure that the
protocol did not accept a false positive that the Jacobi test may not catch.
Our Sampling phase first deploys a technique similar to the one introduced
by Malkin et al. [29], which they term distributed sieving, and variations thereof
have been also deployed in more recent works [7,8,22,23]. Distributed sieving
entails each party sampling a multiplicative share for each of the two primes
p and ¢, then performing a (semi-honest) multiplication on these shares, and
then re-share them to transform them into additive shares. With the distributed
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sieving we increase the probability of sampling primes p and ¢. Similarly to
recent related work [7,8], we leverage the Chinese Remainder Theorem (CRT)
to further increase the efficiency of our protocol. To this end, we show how
to extend the standard actively secure MPC functionality to work on separate
MPC engines: one for each of the CRT components we consider. We call this
functionality Fmpc.crT-

In the Combine phase of ITgsacen, based on the aforementioned Fupc.crt func-
tionality, we perform an actively secure multiplication between the two sampled
primes, we reveal the result to all parties, and check whether the product falls
within the predetermined bounds, and whether it is coprime to a value Mgmple,
which is the product of ¢; primes. Should both of these checks pass, the combine
phase is completed and we proceed to the Jacobi test on the generated candidate
biprime.

The Jacobi test aims at establishing whether the product N is a biprime.
Although this test introduces no false negatives, it has a probability of 1/2
of introducing a false positive (i.e., accepting a non-biprime). To increase the
probability of N being a biprime to 27 (before proceeding to the ultimate
GCD test) we repeat the Jacobi test sec times. The core of the Jacobi test lies in
a secure exponentiation protocol, with public output, where the computations
in the exponent are performed over the integers. We deploy the exponentiation
protocol proposed by Grassi et al. [21] to compute the desired Jacobi symbol. If
the Jacobi symbol is 1, we proceed to the next phase, which is the Consistency
Check.

The consistency check ensures that the protocol will abort, in the presence of
active adversaries who have input inconsistent shares of the candidate primes.
To achieve this, we carefully mask the exponent of the Jacobi test, with bounded
randomness (for which we have devised a specialized protocol, ITrandox) S0 that
all computations are performed over the integers without wrap around. Then,
the masked value itself needs to be an additive sharing over the integers. To this
end, we have devised a protocol to convert an additive sharing over a ring, into
an additive sharing over the integers, named Ilconyint. By ensuring that indeed
no computation wrapped around, we check an equivalent relationship for the
exponentiation performed for the Jacobi symbol computation, which serves as a
proof of input consistency of the shares contributed by each party to the Jacobi
test. This ensures security against malicious adversaries.

The last phase of our protocol aims at eliminating any false positives that
are not filtered out by the Jacobi test. Concretely, in the GCD phase we wish
to verify that ged(N, [p + ¢ + 1]) = 1. This phase requires again the generation
of bounded randomness, for which we deploy the same protocol we devised for
the Jacobi test, as well as a careful selection of the bounds, and number of

193



necessary CRT components, ensuring that no wrap around happens during the
secure computations. Note that according to the original work of Boneh and
Franklin [5], the latter test introduces a false negative, in the particular case of
N = p-q, with p,q primes, and ¢ = 1 mod p.

2 Preliminaries

2.1 Chinese Remainder Theorem - CRT

Following the blueprint of the two most recent works in distributed RSA modulus
generation [7, 8], we deploy in our work the Chinese Remainder Theorem to
increase the efficiency of our protocol. We recall here the Chinese Remainder
Theorem [25].

Theorem 1. Let N = pg where p and q are relatively prime. Then Zn ~ Zy, X Zy,
and Zy =~ Z, X Z,. Moreover, let f be the function mapping elements x €
{0,...,N =1} to pairs (xp,x,) with x, € {0,...,p— 1} and x, € {0,...,q¢ — 1}
defined by f(z) = ([x mod pl, [x mod q]). Then f is an isomorphism from Zy to
Ly X Ly, as well as an isomorphism from Zy to Zs, X Z.

The CRT generalizes to any vector of pairwise relatively primes p1, po, ..., De,
whose product is N = Hle p;. Then the function f mapping elements x €
{0,..., N—1} to tuples (z,,, ..., zp,) withx, € {0,...,p;—1}, is an isomorphism
from Zy to Zp, X - - X Zj, and from Z}, to Z, x---x Z, . We refer to the tuples
(@py, .., xp,) as the CRT representation of z.

To convert an element from its CRT representation to its representation mod
N, we deploy the so-called CRT Reconstruction algorithm, which is presented
in Fig. 1.

Algorithm CRTrec((xp,, ..., Zp,), (D1, .-, De))

1. Compute N = Hlepi.
2. For all i € {1,...,¢} compute N; = N/p; and find M; satisfying N; - M; = 1 mod p;.
3. Compute z = Zf-:l xp, NjM; mod N.

Fig. 1. CRT Reconstruction Algorithm.

2.2 Notation

We define Mgmple = 35+ - - pp to be the product of the first b primes (excluding
2). This is the space from which we sample the first multiplicative sharings of the
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candidate primes p and ¢ in our protocol. Further, we define My, = py - po-- - py
to be the product of ¢ distinct primes of size 128 bits each. To achieve efficient
arithmetic over M, we use ¢ distinct MPC engines, each of which operates over
p;. At different stages of our protocols we work either with these distinct MPC
engines, or we perform the CRT reconstruction of the variables we work with
over an MPC engine M,.

To compress and simplify notation throughout this paper, we denote by (z, ¢)
the CRT representation of z mod M, that is all £ CRT components (z mod
P1, - - -, & mod pg). The local operation of CRT reconstruction of x mod M, from
its CRT representation is denoted as CRTrec(z, ¢).

We use square brackets to denote additively secret shared values, e.g., the
shared version of z is denoted by [z]. We use double square brackets for the
authenticated secret shared values, e.g., the authenticated shared version of z
is denoted by [z]. When the sharings are over the CRT representation with ¢
CRT components, we denote the sharings as [z, ], and [x, ¢], respectively, and
assume ¢ MPC engines operating in parallel, one for each CRT component.

3 Protocol Ingredients

Our main protocol for the biprime generation depends on several functionalities.
In this section we present all functionalities that are necessary for the realization
of the final Frsacen functionality, and elaborate on the non-standard ones. We
begin the description of the ingredients that comprise our final protocol with
a roadmap explaining the dependencies between the functionalities required to
realize FRrsaGen-

3.1 Roadmap

In Fig. 2 we demonstrate the functionality dependencies for the RSA modulus
generation. We denote functionalities with circles, and protocols with rectangles.
On the dependency vectors ‘H’ stands for hybrid (as in which hybrid model
do we assume for the protocol), and ‘R’ stands for realizing, and leads to the
functionality that the origin protocol realizes. In this section we show how to
reach the root of the depicted tree, namely the IIgrsagen protocol, which in turn
realizes the Frsagen functionality.

The first functionality that our protocol makes use of, is the FasswithErrors-
This is used in the sampling phase of IIrsagen, Where we resort to a semi-honest
multiplication protocol to compute the additive shares of the two primes con-
tributed by each party, from their multiplicative shares. This is realized by the
IInBBWithErrors Protocol, which in turn is constructed in the FagpwithErrors—Prep-
hybrid model (realized by IIagewithErrors—Prep)- The reader can think of this func-
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tionality as the standard MPC arithmertic black-box, secure against passive
adversaries. The preprocessing phase of the arithmetic black-box produces unau-
thenticated input tuples, and multiplication triples. We elaborate on the work-
ings of IIasBwithErrors i Section 3.2.

Then, the rest of the sampling phase, as well as the combining phase of ITrsagen
uses the Fupc.crt functionality, realized by the Ilpmpc.crt protocol, which is in
turn designed in the standard Fypc-hybrid model. For completeness, we present
the Fupc functionality in Fig. 17, Appendix B. In Section 3.3 we show how to
generalize the standard actively secure MPC functionality to support parallel
MPC engines operating over sharings of the CRT representation of the inputs,
designing therefore the Fypc.crr functionality.

The Jacobi test phase of ITrsagen makes use of the standard broadcast, and
randomness sampling functionalities, which are presented for completeness in
Appendix B, Fig. 18, and Fig. 19, respectively. The consistency check that fol-
lows the Jacobi test of IIrsacen requires two additional functionalities. To support
these two additional functionalities, we augment the Fypc.crt functionality with
two additional commands, and integrate them into the ITagwmpc_crT protocol,
realizing the corresponding Fadumpc_crt functionality. This is presented in Sec-
tion 3.4. Concretely, the first command implements a functionality that generates
bounded randomness to accommodate computations that would otherwise wrap
around in the original CRT representation. This construction is presented in
Section 3.4 and the protocol that realizes uses the additional F,gits command
of the Fupc.crt functionality. The latter functionality facilitates the generation
of multiply authenticated random bits [35]. Furthermore the consistency check
that follows the Jacobi test requires certain computations to be performed over
the integers. To realize this second command we need to convert a sharing from
its CRT representation to an additive sharing of the CRT reconstructed value
over the integers. We explain how to achieve this in Section 3.4.

3.2 Unauthenticated Arithmetic Black Box Functionality

FasBWithErrors (Fig. 3) is the functionality implementing an unauthenticated arith-
metic black box MPC. Our Ilgrsacen protocol makes use of this functionality to
perform a multiplication, in a more efficient manner than the actively-secure
version. This does not cause the overall security of our protocol to depreciate,
because the range in which the parties’ inputs lie are implicitly checked when
opening the product of the two sampled candidate primes, and the remaining
primitives used in Ilrspacen are actively secure.

For completeness, we detail the protocol realizing the unauthenticated ABB
functionality, ITagswitherrors, in Appendix A, Fig. 14. The ITaggwithErrors Protocol
implements the online phase of the unauthenticated arithmetic black box, and
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H

Fig. 2. Functionality dependencies for RSA modulus generation.

it works in the FapewithErrors—Prep-hybrid model. This functionality, realized by
IIABBWithErrors—Prep; 18 used to generate the necessary preprocessing material for
the online phase. Concretely, the required preprocessing material is (unauthenti-
cated) input tuples and multiplication triples. The protocol for the preprocessing
for tuples is listed in Mnputtuple (Fig. 15), while the protocol for the preprocess-
ing of triples is listed in IIripleGeneration (Fig. 16), in Appendix A. Note that the
ITripleGeneration Protocol makes use of the standard Frang functionality, which is
presented for completeness in Fig. 20, Appendix B.

For simplicity and clarity of presentation we present here (and in Appen-
dices A and B) the protocols implementing the standard unauthenticated arith-
metic black box functionality. We also invoke the corresponding functionality in
our protocol in the usual manner. However, we recommend this functionality to
be implemented over a CRT representation of the sharings and inputs, meaning
that we would need multiple MPC engines operating in parallel for each CRT
component. We detail how to achieve the standard actively secure MPC func-
tionality over CRT components in Section 3.3. The FapswithErrors functionality
can be also implemented over CRT components in the same manner. We have
assumed the aforemenioned implementation of the Faggwitherrors functionality for
the efficiency analysis of our protocol.

197



Functionality FagawithErrors

Initialize: Parties call FaBwithErrors—Prep tO Teceive preprocessing tuples and triples.
Input: Receive a value = from some party and store x.

Mult([z], [y]): Await for A from the adversary. Compute z = (z - y) + A and store [z].
Share([z]): For each corrupt party i € A receive z; from the adversary. Sample uniformly
honest parties’ shares ;. 4 such that S @ = . Send z; to P

Fig. 3. Arithmetic Black Box Functionality with Errors.

3.3 MPC on CRT Components

In this subsection we describe a new functionality and its associated protocol
to perform secure multiparty computation over a big composite modulus, by
relying on the Chinese Remainder Theorem. The functionality Fvpc_crr (Fig. 4)
essentially implements the standard MPC functionality, but on sharings in their
CRT representation. To accommodate computations on this type of sharings, we
deploy ¢ MPC engines, for ¢ the maximum possible number of CRT components
in the representation, as shown in ITypc_crt (Fig. 5). Each of these MPC engines
operates over one of the prime moduli of the CRT representation, and each of
these ¢ prime moduli is 128-bits long. All £ MPC engines operate in parallel,
in a much smaller space than the big composite modulus over which the final
reconstruction is performed. This has a profound impact on the efficiency of our
IIRrsaGen Protocol.

Functionality Fupc_crT

Let [z,] denote the identifiers for the ¢ components of the CRT representation a value x
stored in the functionality. Let A C {1,...,n} denote the index set of the corrupted parties.
Init: Receive py,...,pe primes from all parties, store them and compute My = Hlep,;.
Input: Receive a tuple (z,¢') € Zyy, with ¢ < ¢ from some party and store ([, £']).
Add([z, ¢, [y, ¢']): Check if (z,¢') and (y, ') exist in memory. If so compute z = z + y mod
My and store ([z, (]).

Mult([z, '], [y, ¢]): Check if (z,¢') and (y,¢') exist in memory. If so, compute z = x -
y mod My and store ([z, ¢']).

Open([z,¢']): Check if (z,¢) exists in memory.If so send the value z to all parties.
OpenTo([z, ('], j): Check if (z,¢') exists in memory. If so send the CRT represented values

(z, ) to party Pj.

Fig. 4. MPC over CRT Functionality
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Init(¢): To initialize ¢ CRT MPC engines, parties call Fypc.Init(F,,,) V ¢ primes
[m1,ma,...,myg.

Input(z, {'): To provide an input & € Zyy,,, ¢’ < ¢, any party calls Fypc.Input(z mod m;) V £/
primes [my,ma, ..., mg], and defines [z, '] as ((x, )N, (z, )P, ... (z,)™), where each
(z, L”)(j) represents the #/ CRT shares that each player j obtains.

Add([z, 0], [z, 0], [y, ¢]): To add two shared values [z,0],[y,¢] parties call
Fupc-Add([z, 6], [z, 4], [y, 4]) ¥ ¢ MPC engines operating over [my,ma,...,my],
and set [z, 0] < [z, 0] + [y, ¢].

Mult([z, ], [=, €], [y, ¢]): To multiply two shared values [z,¢],[y,¢'] parties call
Fupc-Mult([z, 4], [z, 4], [y, ¢:])) ¥ ¢ MPC engines operating over [my, ma, ..., mp], and set
szél]] — Hw>ﬂ]] ' ﬂy}f']],

Open([z,¢']): To open a shared value [, ('] all parties call Fympc.Open([z, 4]) V ¢ MPC
engines operating over [my, ma, ..., my|, and receive (z, ().

OpenTo([x, '], j): To open a shared value [z, '] party P; calls Fmpc.OpenTo([z, ¢;],7) V ¢/
MPC engines operating over [my,ma, ..., my|, and receives (z, ¢').

Fig. 5. Protocol for arithmetic MPC over CRTmoduli.

3.4 Advanced MPC CRT

Functionality Faqwmpc—cRT

This functionality reproduces all the commands of Fypc_crT and extends it with:
Rand2k(¢, k): Sample r & Zox and store ([r, £']), for £/ < ¢.

ConvInt([z, ¢']): Check if (z,¢) exists in memory. If so, uniformly sample shares xl(:li e

for each party P; s.t. ZLI mff}l = z, and send them to the corresponding parties. (Note: the
sum is taken in Z).
LevelUp([p, 4], [q, 4], ¢'): Receive pgy1,...,pp from all parties, store them and compute

!

My = Hle pi. Store ([p, ¢']) and ([g, ¢']).

Fig. 6. Advanced MPC over CRT Functionality

The functionality Fupc—crr (Fig. 4) is similar to the classic MPC functionality,
but over a direct product of finite fields. We also define Fagumpc_crt, Which is
the functionality Fypc_crt augmented with three additional commands. The
first one is the Rand2k command, which samples a random secret shared value
r < 2F in its CRT representation over ¢ moduli, used in our ITrsagen Protocol
to ensure no overflows during computation. The second one is the Convint com-
mand, which allows the parties to convert a CRT sharing to an integer sharing
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of the same value. The third one is the LevelUp command, which extends the
CRT representation of the sharings of the candidate primes p and ¢ to the CRT
representation of the same sharings, but with additional CRT components. This
augmented functionality Fagqumpc_crT is described in Fig. 6. We subsequently
detail how the three additional commands are realized.

Bounded Randomness in Shared CRT Representation. The Rand2k com-
mand allows us to sample a random CRT sharing, the reconstruction of which
falls within a predetermined range. This is necessary in our main protocol to ac-
commodate computations that would otherwise overflow over the intial (smaller)
CRT representation. The protocol implementing the Rand2k command is listed
in Mgandok (Fig. 8), and it uses an additional command of the Fupc_cgrr func-
tionality, namely the Fagits command. The Fpagits command itself, presented in
Fig. 7, is a slightly different version of the one presented by Rotaru et al. [35].
In our case, we modify the command so that it outputs the integer sharing of
the bit, which was discarded in the original paper. We need this integer sharing
later, in the Ilconyint protocol.

Functionality Fagits

1. For i = 1,...,m the functionality calls Fipc.GenBit() so as to store a bit b;.
2. The bits b; are retrieved from Fypc and are enterred into the Fupc.crt functionality.

3. The functionality samples a sharing of b; in Z, and send its share bgj ) to every party Pj.

bt
Zpb .

4. The functionality waits for a message Abort or Ok from the adversary. If the message is
Ok then it continues.

It also publicly outputs k; = |

Fig. 7. The ideal command for generating random bits
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IIRand2k
Rand2k: On input (¢, k), to generate a random CRT sharing [r, £'] with r < 2% parties do
the following:

1. All parties call Fiagits to generate k random bits {[b;, élﬂ}ie[k] shared across all MPC
engines, and receive k; which gives an integer sharing of b; w.r.t. the first CRT com-
ponent of [b;, ¢'].

2. All parties compute [r, £'] = Zie[k] 20 g, £1].

3. Output [r, ¢'] and the integer sharing [ri].

Fig. 8. Protocol for generating a random CRT sharing [r, ¢']], which CRT recon-
structs to a bounded random value r < 2*, and the corresponding integer sharing

Converting a CRT Sharing to an Integer Sharing. Our main protocol
requires a command which converts a CRT sharing to an integer sharing of the
same underlying secret. This is necessary during the Jacobi test of Ilrsagen,
because we need to ensure that all computations in the exponent are performed
over the integers, and hence the shares in the exponent are also reconstructed
over the integers; otherwise, the correctness of the protocol is not guaranteed due
to potential wrap around. To ensure that indeed the computations are done over
the integers, we realize the Convint command with the protocol Tconvint, listed
in Fig. 9. This protocol allows the parties to obtain an unauthenticated integer
sharing of the CRT sharings they already hold, without leaking any information
about the underlying secret value.

The execution of the protocol I1conint does not leak any information about the
secret. Indeed, the only opened value in the protocol is [z, £jac] + [, £1ac] with

ré [2BFs¢c] and x < 2B. Therefore, by Theorem 2, we have that the distance
between the distribution of this opened value and the uniform distribution is
upper bounded by 27,

This protocol only produces an unauthenticated integer sharing, but the con-
sistency of the shares is checked later in the ITrsagen protocol. During the broad-
cast at step 5 of the Consistency Check, a malicious adversary can broadcast
any arbitrary value, but if the value of the shared secret would be altered by
the adversary’s broadcast, then the equality check which follows will fail with
probability 1/2.
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Let B € N be an upper bound for the bit-length of the input; i.e. for any input z, we assume
x < 2B, We select £}, such that My, = fJ:l m; is the minimal moduli product bigger
than 2B+sec+1

ConvlInt: On input [z, £j,c], to convert the CRT sharing [z, £j,c] to an integer sharing [zt
that reconstructs to the same underlying secret, parties do the following:

1. Parties call Rand2k with input (¢j,c, B + sec) to get a CRT sharing [r, {jac] and an

integer sharing [rin:] of a random value r, with r < 2B+sec,

2. Parties call (¢, €jac) = Fmpc.crT-Open([z, £1ac] + [r, £1ac]) and do the local CRT re-
construction ¢ = CRTrec(t, £ja¢)-

3. To obtain an integer sharing of = parties locally compute 2D = ¢ @),

Int —
()

4. Parties store ) ; as their integer share of z.

Fig. 9. Protocol for converting a bounded CRT sharing to an integer sharing.

Theorem 2 ( [36, Appendix A]). Let M and K be positive integers, where
M < K. Let the random variable X take values from {0,..., M — 1} and let
the random wvariables U be uniform on {0,..., K — 1}. Then A(U,X + U) <
(M —1)/K is an upper bound for the distance between the two distributions.

Extending the CRT Representation. The LevelUp command extends the
CRT representation of [p, ¢] and [g, ¢], allowing us to compute over My > M, for
these two values. In our Ilgsagen protocol, we use LevelUp command whenever
a new operation on p and ¢ could overflow the current CRT modulus. This
happens twice: first during the consistency check, and then in the GCD test. We
note that we execute this command only on [p, ¢] and [g¢, ¢], which have passed
the biprimality test, and for which the product N is publicly known. We use
both of these properties in the I1jeyelup protocol (Fig. 10), which implements the
LevelUp command.
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For the execution of this protocol, we assume that the parties have access to an integer

sharing of the values they wish to extend, and that the product of the values to be reshared

has passed the biprimality test.

LevelUp: On input ([p, ], [g, (], !'), with ¢ > ¢, publicly known N = p - ¢ parties do the
following:

1. Each party P retrieves its integer sharings p) and ¢U) of [p, €] and [q,].

2. Each party P; calls Fupc-Input(p?) mod m;) and Fypc.Input(¢¥) mod m;) for i €
{+1,...,0}.

3. All parties call Fypc—_crT-Add to obtain [p,¢'] = Z’;‘:l[[pm,f']] and [g,0] =

Z;lil Hq(]>7 gl]] .

4. All parties call [N, 0] = Fupc_crr-Mult([p,?],[q,¢]) and then call
Fmpc_crT-Open([N, £']), abort if the result is not equal to the publicly known
N.

Fig. 10. Protocol for extending the CRT representation of [p, ¢] and [g, £].

The protocol ensures that the new [p, ('] and [g¢, ¢'] are sharings of the same
value as [p,?] and [q,¢]. Indeed, checking that both multiply to N acts as a
MAC check. To be successful, a cheating adversary would have to introduce
additive errors on [p,¢'] = [p,{] + 4, and [¢,¢] = [q,¢] + 4,, such that A, -
g+ A4, -p+ A, A, =0; that is an adversary would have to guess either p or ¢
from N. Because N is an RSA modulus, we assumed that factoring N is a hard
problem, thus making /1 eveyp secure.

4 Distributed Generation of an RSA Biprime

Our ideal functionality Frsagen, listed in Fig. 11, consists of 5 steps: Sample,
Combine, Jacobi, Consistency Check, and GCD Test. The first step, samples two
candidate primes p and ¢ of approximately 1024 bits each which are both coprime
with Msample, which significantly increases our chances of selecting a prime. The
second step computes the product of the previously sampled candidate primes,
and checks that it lies in the expected range (respecting the aforementioned
bit-length), and that it is not coprime with Mgmple. The third step follows the
blueprint of Boneh and Franklin [5], checking biprimality in a way similar to
Miller-Rabin primality testing, and returing Abort, if the product computed is
not a biprime. The fourth step serves as a constistency check, confirming that
all parties have input consistent shares in the so-called Jacobi step above. The
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last step is the GCD test, which catches some false positives that can potentially
be introduced by the Jacobi test.

Functionality Frsagen

For A the bit-length of each of the candidate primes p and ¢ we aim to sample, and o a
statistical security parameter, let ¢1 be the number of primes, the product of which (Msample)
serves as the space over which we sample the candidate primes p and ¢, such that Hf; LM =
Mgample > 2\ In addition, let £c be the number of primes, the product of which (My,)
serves as the space over which we compute without overflow the product of the candidate
primes p and g, such that ch:l m; = My > 22 (A\t0)

1. On receiving Sample from all parties, First query S for the values m, = p mod Mgample
and mg = ¢ mod Mgzmple together with the shares p9) ql9) of corrupt parties P eC.
Then, uniformly sample p(, ¢ and send them to honest parties P; € H with the
condition that Zj p) mod Mgample = My and Zj ¢ mod Msample = Myg.

2. On receiving Combine from all parties, send N; = (p - ¢) mod m; for all ¢ € [{] to all
parties. If ged(N, Mgample) 7 1 send Abortgcp to all parties; if N ¢ [22)‘,22'(”\+’7)] send
AbortoutofRange to all parties.

3. On receiving Jacobi(y) from all parties, First, compute y = ’y(N_p_qH)M mod N and
send y to S. Then, receive ¢ from S and send y' to all parties. Finally, if 4/ # 41 then
send Abort to all parties.

4. On receiving Consistency Check from all parties, if ¢’ received during the Jacobi command
was not equal to y, then send Abort to all parties.

5. On receiving GCD Test from all parties, compute b = ged(N, (p +¢ — 1)). If b = 1, send
(b, Biprime) to all parties, otherwise send (b, Non Biprime).

Fig.11. RSA Modulus Generation Functionality

We now concretely detail the protocol ITgrsagen (Fig. 12), realizing the Frsacen
functionality. Each party P; samples a multiplicative share pU). such that
gcd(Msamp|e,15(j)) = 1. The goal of the Sampling phase is to convert the mul-
tiplicative sharing p = pM---p" over the integers, into an additive sharing
po=pW 4+ 4 p™ over Z/(MampeZ), such that p' = pmod Megmpe =
P p ™ =5 5 mod Mgmple- So, each party Pj engages in a (semi-
honest) multiplication with their secret share pU). In the end, all parties hold
an additive sharing of the product pV) = ﬁﬁ” + o+ ]57(3) mod Mgample- After
the multiplication is done over Z/(MgmpleZ), parties set their local share as
p(j) = p’(j) + ). Msample and use this in the CRT Input procedure, over ¢, CRT
components, and thus ¢. MPC engines.

204



Once two candidate primes p and ¢ have been sampled in a secret shared
fashion as described above, the Combine phase begins. First, the parties sum the
contributions of each party into the additive sharing, over /.CRT components.
Then, the candidate biprime is computed, using an actively secure multiplication
over the CRT representation of the sharings of p and ¢. Lastly, the parties open
the resulting candidate biprime IV, and each party P; locally performs the CRT
reconstruction and obtains the biprime N in the standard form. Each party
checks that the biprime respects the bounds in which it should lie, and that it
is not coprime to the upper bound of the sampling range.

The parties then begin the biprimality testing with the Jacobi test, which
needs to be repeated 128 times. The core of the Jacobi test we design offers
passive security; to achieve active security, should the Jacobi test pass, we pro-
ceed with the Consistency Check phase. This step ensures that parties cannot
go undetected, if they use inconsistent sharings in the Jacobi test. To realize
this, first we need to increase our computing space to avoid potential overflows.
We do that by means of the LevelUp command, which allows us to receive the
same sharings in a CRT representation with additional CRT components (to ac-
commodate the computations). Concretely, we extend from /. components of
the combine step, to £j,c components, which suffice for the correctness of the
consistency check of the Jacobi. Then, using the Rand2k command, we receive
bounded shared randomness in the CRT form with ¢,,c components. Using this
randomness, we multiplicatively mask (guaranteed without overflow) the expo-
nent of the Jacobi test, where the parties’ shares have been contributed. This
latter product is then converted from a CRT sharing with ¢, components to an
integer sharing by calling the Convint command. The integer sharing is used to
exponentiate the public value v used in the Jacobi test, and it is then broad-
casted. The randomness used in the masking operation is revealed, so that the
parties can perform the final exponentiation of the Jacobi value computed to the
power of the randomness in the clear. From the broadcasted values, the parties
can also reconstruct again the masked version of the Jacobi test exponentiation.
If the two latter values do not match, then some parties have input inconsistent
shares, and the protocol aborts.

The last phase of our protocol is the GCD test, aiming at detecting (and
discarding) any false positive biprimes that passed the Jacobi test. The GCD
test is performed between the public biprime N, and the secret [p + ¢ — 1], and
if their GCD equals 1, the test passes. Let Qgeq > V - N, where V' = 23040 The

goal is to output the product a - (p+ ¢ — 1) + v - N mod Qgq, where a & [N],
and then perform the ged computation between N and a- (p+¢q—1)4+v- N
on public values. In our case v needs to statistically mask the product between
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a, which has 2(A 4 o) bits length, and p + ¢ — 1, which has A 4+ ¢ bits length.
Hence, logyv = 3(\ + o) + 0. Next, My, is computed, so that v - N fits Qgd,
which makes M5\ + 60 bits long.

On a step by step basis, for the GCD test we use again the LevelUp command
to extend the number of CRT components in our sharings of p and q. For the
masking, similarly to the Jacobi test, we sample bounded randomness in CRT
form with /g4 components, using again the Rand2k command. Before we open
and reconstruct the final value 2, the ged of which needs to be checked against the
public biprime N, we also perform an additive masking with a bounded random
value v. This ensures that no information about the sum of p and ¢, involved in
the multiplicatively masking, can be factored out upon opening. Upon opening
and reconstuction of the masked value, the final GCD test is performed, and if
the open value is not coprime to N the protocol outputs abort and restarts.

Theorem 3. The execution of the protocol Ilrsagen UC-securely realizes the
funCtionality FRSAGeny in the (FABBWithErrors’ FMPC; FAgreeRandomf FBroadcast)'hybrid
model with statistical security against a static, active adversary that corrupts up
to n — 1 parties.
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Sampling phase. All the steps below are done in parallel for p and q.

1.

ut

7.

Each party P; samples a multiplicative share ﬁ(j), such that ged(Mgample, ﬁ(j)) =1

. Each party P; calls FagpwithErrors-Input(p7)).
. The parties call fABBWithErrorsMU't(p"a]3(1)7 . ,]3(">).

. Parties call FaggwithErrors-Share(p’), such that P; receives the residues of P’ for all

primes in Mgample-

. Parties reconstruct p't) = CRTRec([p'(-j>7 3-050], [Msample, 4]) where 0, is the Kronecker

delta.

. Each party P; samples r(), and computes pt) = p/0) 4 ¢0) . 4. Msample, such that

pld) e [2*,2M9], for o a statistical security parameter.

Each party P; calls fMpc_CRT.Input(p<j), le).

Combine

1.

Parties call Fupccrr-Sum([p, L], [pW, &, - . ., [p™, ) and
Fupc.crr-Sum([g, ], [¢D, £, .., [¢™), £c]).

. Parties call Fmpc.crr-Mult([N, €], [p, €], [g, ¢c])-
. Parties call Fmpc.crT-Open([N, (]).
. Bach party locally reconstructs N = CRTrec(N, (), checks that N € [22},223+9)] and

GCD(Msample, N) = 1, abort if false.

Jacobi test This is executed sec times (Grassi et al. fashion but carefully so that adding

shares in the exponents is done over the integers).

1.
2.

Parties call FagreeRandom t0 sample a public v € Zy. Repeat until Jacobi symbol (%) =1
Using their integer shares of p and ¢, P; computes y(!) = V(N*p“)*q(l)“)/‘l mod N and
calls Faroadeast(¥!), and each party P;j,j # 1 computes yl) = %*Pmﬂ}(‘”)/‘l mod N and
calls -FBroadcast(y(J))'

. All parties compute y = H;}:l yU),
. If y # £1 Abort.

Fig. 12. RSA modulus generation protocol based on distributed sieving
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IIrspGen (continued)

Consistency Check

1.

5.
6.

Parties call Fagympc—crr-LevelUp with input (¢jac, [p, €], [¢, ¢c]) and publicly known
N = pq, and receive ([p, £ac] [¢, Caac])

. Parties call Fagumpc—crT-Rand2k with input (€),c,sec) to get a CRT sharing [, £j,c] of

a random value x, bounded by 2%¢¢.

. All parties call Fmpc.crt-Mult([t, €iac], [, Ciac]s [((N — p — g+ 1)/4), €)ac])), where the

multiplication result is actually bounded by M, and CRT shared in My, .

. Parties call Fagympc—crr-Convint([t, £1ac]) to obtain an additive sharing of ¢ over the

integers, denoted as [t]int.

)
Each party calls Faroadcast (Y ).

All parties call Fypc.crt-Open([z, £1ac]), and compute x = CRTrec(x, £)a¢).

7. All parties locally check that H;'L:1 “/tfnjt) = y®. Abort if equality fails.
GCD test
1. Parties call Fagumpc—cr LevelUp with input (lged, [p, £c]; [¢; £c]) and publicly known

N = pq, and receive ([[pv ggcdﬂa [[(L egcdﬂ)

. Parties call Fagumpc—crT-Rand2k with input (gcq, 2A+20) to get a CRT sharing [a, £gcq]

of a random value a, bounded by 22A+27.

. All parties call Fiypc.crT-Mult([z, €geq], [@, €ged], [(P + ¢ — 1), €geq])- Note that this is fine

because open N = p-¢q in MPC in the first steps of candidate generation to enforce input
consistency.

. Parties call Fagumpc—crT-Rand2k with input (€geq, 3X+40) to get a CRT sharing [v, £gcq]

of a random value v, bounded by 23*+47

. All parties call Fypc.crT-Add([2, Lgca]l, [2, Cged]s [v - N, Lgea])-
. All parties call Fiypc.crT-Open([2, £gca]), and compute £ = CRTrec(Z, (gcq)-
. Locally check whether ged(N, 2) = 1. Otherwise parties output Abort and restart the

protocol.

Fig. 13. RSA modulus generation protocol based on distributed sieving (continue)

Proof Sketch. Let A be a static malicious adversary, who interacts with the
parties running Ilrsagen and can corrupt up to n — 1 parties. We construct a
simulator S, simulating the ideal functionality Frsagen, such that no environment
Z can distinguish whether it is interacting with A and the IIgsagen, or with A
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and Frsacen- Let C denote the set of (up to n — 1) corrupted parties and let H
denote the set of honest parties. The simulator S proceeds as follows:
Sample: The simulator performs all the steps below in parallel for p and q.

1. For each honest P; € H, S samples pY) such that gcd(Msample7ﬁ<j)) =1

2. For each honest P; € H, S calls fABBW;thErrors.Input(ﬁ(j)). For each corrupt
Pj S C, S receives ]:ABBWithErrors-InpUt(ﬁ(‘i)) from A.

3. When all parties call Fagawitherrors-Mult, S waits for A, from A. After receiving
A,, S computes p' = A, + H?zlﬁ(j).

4. When all parties call Fagswitherors-Share(p'), S receives from A the shares p/ (7: )
for each corrupt P; € C. It then samples and stores the remaining shares p’ ()
for honest P; € H such that p/ = Z;‘; . P,

5. For each honest P; € H, S samples an appropriate r) such that p(j) =
P9 4+ 70 - Mgmle lies in the range [24, 2]

6. When each party calls Fupc.crT-Input(p¥), £) in Step 7, S receives from A
the inputs (pl?), £.) for each corrupt P; € C. With these, S can reconstruct p¥/)
for each corrupt P; and then compute m, = Z/ p(j) mod Mgample using also
its simulated shares. It then sends Sample to Frsagen 01 behalf of the corrupt
parties and, when prompted, submits m, and the pU) that it reconstructed.
To continue simulating the protocol, & inputs its own simulated pU) into
Fupc.crt on behalf of the honest parties P; € H.

By computing the residue of p and ¢ modulo Mg;mple as influenced by A in Step
6 of the protocol, S ensures that the distribution of N mod Msmple produced
by Frsacen is identical to the one in the protocol. At this stage of the protocol,
there is no transcript for S to simulate as the parties have only executed calls to
other functionalities. We also note that the simulated shares pU) are statistically
close to the random shares sampled by Frsagen, as measured by Lemma 1, and
identically distributed to the honest shares in a real execution.
Combine:

1. When all parties call Fupc.crr-Sum([p, €], [p™M, ¢, ..., [p™,¢]) and
Fupccrr-Sum([q, £, [[q(l),fc]], e [[q(")7 (]) in Step 1, S internally executes
the corresponding MPC sums.

2. When all parties call Fypc.crr-Mult([N, ¢], [p, €], [q, ¢c]) in Step 2, S inter-
nally executes the corresponding MPC multiplications.

209



3. When all parties call Fypc.crr-Open([N,¢.]) in Step 3, S sends Combine to
FRrsagen on behalf of the corrupt parties. Once the honest parties also send
Combine to the functionality, S receives N; for all i € [(]. To simulate the
Fmpc-crT-Open instruction, S then sends the N; values it received to each
corrupt party. S also updates its internal simulations of the Fypc.crT instances
so that they hold the correct values for V.

4. It § receives Abortgep or AbortoytofRange from Frsacen, it makes the simulated
honest parties also output the corresponding Abort in the protocol.

As the shares input by A are passed on Frsagen for the generation of N, and as

the shares simulated by S are statistically close to those sampled at random by

FRsaGen, the distribution of N output by Frsacen is statistically close to the one

produced by S, which is itself identically distributed to those of a real execution.
Jacobi:

1. When parties call FagreeRandom, S simulates the sampling of the public .
2. The simulator then queries Frsacen-Jacobi(7y) and receives y.

3. To simulate the broadcast calls, S samples 7; at random to compute yl) = A7
for the honest parties P; € H and then modifies one of these shares yt)
for P, € H such that y) = y - (1T yU)~1. Here, to compute y¥) for the
corrupt parties P; € C, the simulator uses the shares pY), ¢ that A input to
FaBBWithErrors during sampling. Then S uses these simulated honest y(j)’s as
the broadcast values of the honest parties.

4. When the'corrupt parties call ]-"Bmadcast(y(j)), S computes the new value of
y = ]_[j y'9) and sends it to Frsacen-

5. If S receives Abort from Fgrsagen, it makes the simulated honest parties output
Abort.

Since the simulated pt/) and ¢V/) values that S holds for P; € H are statistically
close to uniform, the distribution of the broadcast y/) values are statistically
close to the protocol and consistent with the correct Jacobi test result first
output by Frsacen- If A cheats by using inconsistent values during its broadcast,
then S correctly updates the result of the Jacobi test by passing the new 3/ to

JRSAGen-
Consistency Check:

1. When all parties call FAdVMpC,CRT.Ranko, S samples a random z < 2%
and receives the shares (x(]),€ Jac) for each corrupt P; € C from A. It then
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samples the remaining shares (219, ¢,c) for honest P; € H, such that x =

CRTrec(x, 1) = Z?Zl(x(j),fJac)~

. When all parties call Fupc.crr-Mult([t, £yac], [%, Ciac], [((N —p — g+ 1)/4), £3a]),
S internally executes the MPC multiplication.

fﬁt) for each

. When all parties call Fagumpc—crr-Convint([t, £1ac]), S samples ¢
party P; such that ¢ = Z?:l tfr]]t), and sends them.

. To simulate the broadcast calls, S modifies one of the honest shares vtl(niz for
P; € H such that 7*"(:2 =y" (1L vtfn]t))’l, where y is the value given to S by
FRrsacen during the Jacobi command and where S uses its internal values of

z and p), ¢ to compute t,(r]]t) of the corrupt parties. S then broadcasts vt'(ﬁ’t)

on behalf of the honest parties.

. When all parties call Fupc.crr.-Open([z, £)ac]), S simulates the opening and
sends Consistency Check to Frsagen 0n behalf of the corrupt parties.

. To reply to Frsacen @about the abort, S checks whether H]- 'ytl(rft) = y” using the
values that were broadcast. If the equality fails, S sends Abort to A on behalf
of the honest parties.

The values used by S in Step 2 are identically distributed to those in the protocol,
so the distribution of the modified share 71553 in Step 4 is statistically close, as
measured by Lemma 1. As z is sampled at random identically, and the influence
of A in the integer conversion of t is preserved, then the distribution of the
broadcast of Step 4 is statistically close to the distribution of a real transcript.
Finally, the probability of abort when A behaves honestly remains the same,
since Step 4 modifies the honest shares to be consistent with the y output. When
A acts maliciously in the broadcast of vtl(it), we claim that it has a negligible
chance of making the equality hold, if it had already cheated in the Jacobi test.
If it successfully makes the equality hold, this creates a difference between real
and ideal world as Frsagen would abort, since it received a modified 3y from S
but § would not abort. As we assume that A successfully cheated in the Jacobi
test, we can assume that N = (N —p—¢+1)/4 # 0 mod ¢(N) and that the
adversary introduced an error A; such that y' = v~ +4i = 4+1 mod N. When
the adversary cheats in the broadcast of the consistency check, the simulator
computes " +4 where A, # 0 represents the error introduced by A. Thus, for
the equality to hold, A needs to commit to A; during the broadcast, such that
eN+A — o — 4N 1od N. Since the distribution of zN is uniform with a
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min-entropy of 275 because of the sampling of z, A has probability at most
27 %+l of finding the correct A,. We finally note that A, cannot simply be the
right value in the group of exponents with higher probability than this, because
Rosser and Schoenfeld [34] showed that

N

N >_
(N) > e¥loglog N’

where 7 is the Euler-Mascheroni constant. This gives us that log,(¢(N)) > sec,
when log,(N) > 2048 and sec ~ 80.
GCD Test:

1. When all parties call Fagumpc—crT-Rand2k in Step 2, S samples a random
a < 2227 and receives the shares (al/), gq) for each corrupt P; € C from A.
It then samples the remalnlng shares (a( 7) Agcd) for honest P; € H, such that
a = CRTrec(a,lc) = >} (a9, £geq), and stores them.

2. When all parties call Fupc.crr-Mult([2, lgcd], [, Cged], [(p + ¢ — 1), Lged]), S in-
ternally executes the MPC multiplication.

3. When all parties call Fagumpc_crr-Rand2k in Step 4, S samples a random
v < 23219 and receives the shares (v ,Lgca) for each corrupt P; € C from A.
It then samples the remaining shares (v( 7) ,lgcq) for honest P; € H, such that
v = CRTrec(v, () = Z?:1('U(j)7€gcd)7 and stores them.

4. Before opening, S queries Frsacen.GCD Test and receives b = ged(N, p+q—1).
It then computes b’ = ged (N, a) and samples a new Z subject to the condition
that ged(V, 2) = max{b, b'}. It finally replaces Z by the new value 2 = Z4uv-N.

5. When all parties call Fupc.crt-Open([[2, lged]), S simulates the opening using
the modified 2 and outputs Abort if Frsacen output Non Biprime.

If ged(N,p+q—1)) =bthenbd | z+v-Nand b | z = a(p+¢g—1). Now, ged(N, 2)
in the protocol can differ from b = ged(N,p+ g — 1), if ged(N,a) =V > b; thus,
by sampling a random Z such that ged(N, 2) = max{b, ¥'}, the simulator remains
consistent with both b and the probability that gcd(N,a) = b > b occurs, since
a is sampled identically. By adding a sufficiently random v to z any information
about p+ ¢ — 1 other than b is masked, therefore the distribution of the modified
Z output by the simulator is both statistically close to the distribution of Z in
the protocol, and consistent with the (N, p, q) values generated by Frsagen- O

Lemma 1. In Step 5 of the Sampling Phase of IIrsacen, the distribution of
each pY) walue is within statistical distance (1 — €)eMaampie/ S of uniform over
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(2%, 2A7) where S = 27 — 2% s the size of the range and € = S/Msmple —
|.S/Msample| € [0,1) is the decimal remainder in the division of the range size by

sample -

Proof. We can write S = Mgmple([S/Msample | +€) with 0 < e < 1. When dividing
the range of size S into blocks of size Mgample, the last block will not be complete
(if Msample does not divide S). When reducing the elements of [2*,27) modulo
Mgample, some residue classes will therefore be present one more time than others:
those classes which have representatives in the included portion of the last block.
Let X7 denote the subset of z € [QA, 22+ whose residue class is more present,
and let Xy = [2},2X7)\ X; be those elements, whose residue class does not have
a representative in the included portion.

Let z € [2},2*7), by Euclidean division, z can be uniquely written as x =
aMgmple + b with a € N and b € [0, Maample). As p(j) is computed as p(j) =
P9 4+l Msample in Step 5 of the sampling phase, this implies:

1 1
Pr|p = o] =Pr[pV) =bAr®) =] = {%alm.e Pl €0
A'{sample ) LS/A/[sampleJ z 6 X27

as p'¥) is uniform in [0, Msample), because of Fagwitherrors-Share(p’) and r) s
uniform subject to the condition that pl) € [2*,2**7). Let P denote the above
probability distribution. To compute the statistical distance between P and uni-
form, we compute the size of both X; and Xy, which is

S S
X1| = eMsample - + 1) and Xol = (1 —e)Memple \‘J .
‘ 1’ P <\;Msamp|eJ ‘ 2| ( ) P Msample

This yields the following distance calculation:

A(P,U) = % > [Pr[P=a] - Pr[U = 4|

z€[2),22+0)

1 1 1
:2<|X1|- Pr[P=$|J;€Xﬂ—S’+|X2|' PT[P=$|CL’€X2}_S'>
B 1 EMsampIe (\‘ﬁmpleJ + 1) 1 (1 - E)Msample [M:mp\eJ
AL S i s
_ 1 EJw’sample ('5 - 1) + (1 - E)EMsamlﬂe

2 S S
_ (= O)eMampie

S 0
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5 Parameters and Efficiency Analysis

We generate biprimes of various bit-lengths, and hence security levels; namely
A = {1024, 1536, 2048} as in the work of Chen et al. [7]. In the cases where a
statistical security parameter o needs to be considered, such as in the Sampling
Phase, Jacobi test, masking and underlying MPC engines, we make sure to set
o = 80 to have a fair comparison with the analysis of Chen et al. [7], since they
also used o = 80, when measuring their concrete costs.

Given that our protocol requires several types of MPC engines, e.g., the
ABBWithErrors, or the MPC-CRT, we use the MP-SPDZ framework [26] to get
concrete communication costs for different adversary structures. In the case of
dishonest majority, we instantiate ABBWithErrors using the semi-honest version
of the MASCOT protocol [27], whereas for the malicious case, which we need
for building the MPC-CRT, we use LowGear [28], with TopGear [3] as the un-
derlying ZK proof. For the 16 parties case, we use the HighGear protocol with
the TopGear ZK-proof, which is also implemented in MP-SPDZ. The reason for
choosing HighGear over LowGear is that for HighGear communication scales
better in the number of parties.

We also give concrete costs for RSA-Sieve in the semi-honest, dishonest ma-
jority model. The only difference with the malicious case is that MPC-CRT can
be instantiated with a cheaper protocol and no zero-knowledge proofs. For this
variant, we use the classical SPDZ triple generation with no ZK proofs [6,11],
for which we get concrete costs by running the hemi protocol in MP-SPDZ [26].
The results are given in Table 2 for the two party case, while in Table 3 we
have results for the 16 party case, where we also compare them with the the
protocol of Chen et al. [7]. As shown in Table 2, for two parties, our protocol
is a factor of 3.3-3.9 more communication-efficient than the state-of-the-art [7]
in the semi-honest case, and by a factor of 32-37 in the malicious case (ranging
for different bit-lengths of the birprimes generated). For the 16 party case, the
protocol of Chen et al. [7] outperforms ours by a factor of approximately 2 in
the semi-honest case. We left the corresponding cell in Table 3 empty, to avoid
confusion, as the rest of the improvement factors refer to our work outperfom-
ing that of Chen et al. Then again, for the malicious case and for 16 parties,
our protocol improves the communication cost over the state-of-the-art [7] by
approximately 14-30 times.

Although Diogenes [8] works in a model much different than ours, namely
the coordinator model, it is interesting to compare our estimates of the com-
munication cost with theirs. An important feature of Diogenes [8] is that the
communication cost per party, scales logarithmically in the number of parties,
which is due to the message aggregation and relaying function of the coordina-
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tor. For generating a 2048-bit modulus, running a semi-honestly secure version
of their protocol, Diogenes [8] incurs a communication cost of 150MB per party,
for 1024 parties. This makes the two-party instantiation of our protocol 3.6x
more efficient than Diogenes [8], while the effect of better scalability becomes
evident when compared to our 16-party instantiation, where Diogenes is 29x
more communication efficient. Looking at the actively secure variant of Dio-
genes [8], again for the generation of a 2048-bit modulus with 1024 parties, the
communication cost is 170MB per party. Thus, for the actively secure version of
the protocols, Diogenes outperfoms both our two-party, and our 16-party instan-
tation, by 3.8, and 405 x, respectively. Note, however, that the abovementioned
communication cost estimates do not account for the coordinator, which receives
and relays messages from all 1024 parties.

Scheme [7] Ours [7] Ours [7] Ours Improve
Factor
Range
K 1024 1024 1536 1536 2048 2048
semi- 139 41.68 416 116.55 910 243.30 3.3-3.9%
honest
(MB)
malicious 20.81 0.64 43.42 1.188 74.52 1.99 32.5-37.4%
(GB)

Table 2. Communication per party (two parties). For [7] the cost of the semi-honest protocol is
based on the use of the OT extension of Keller et al. [27]. We consider this to be a fair comparison,
as the sampling protocol is the major bottleneck and can be implemented using SilentOT. In
our case the underlying MPC engine for sampling also used the same OT extension.

In the following, we give an example of how we compute the cost using A =
1024, in the dishonest majority case with malicious security. The number of
primes used in the distributed sieving is fixed to 130, as in the work of Chen et
al. [7], to achieve the same number of Sample iterations. Note that the product of
the first 130 primes is 1019 bits long. Frankel et al. [16] select /) in the sampling
phase at random from [0, 2" /Mgample] where n was the desired bit-length of p.

For A being the bit-length of the candidate primes, we need to take their
product in a space of double the size to avoid wrap around. Hence, M, , the
product of primes in which the biprimes live, needs to be of length at least
2\ + 20 bits, which results in /. = 18 (i.e., we need 18 CRT components of 128
bits each). Similarly, we compute £j,c = 21 and fgq = 46.
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Scheme [7] Ours [7] Ours [7] Ours Improve

Factor
Range
K 1024 1024 1536 1536 2048 2048
semi- 2.09 4.34 6.24 12.17 13.65 25.23
honest
(GB)
malicious 1020 68.8 4734 153.20 8100 281.91  14.8-30.9x
(GB)

Table 3. Communication per party malicious case (16 parties). For [7] the cost of the semi-honest
protocol is based on the use of the OT extension of Keller et al. [27].

1. Sampling phase. The cost per semi-honest multiplication per party with
ABBWithErrors is (n — 1)(128 - k + k?), where n is the number of parties
and k is the field size [27]. Since the cost is quadratic in the field size, our
ABBWithErrors will work over all the small primes composing Mgample-

This brings the communication cost per triple at 17.027 kilobits with a
total communication including the Beaver openings. The Input calls to
ABBWithErrors in Step 4 amount to 0.264kbits. This makes step 3+4 hav-
ing a cost of 17.556 kbits.

The remaining cost here comes from the Input calls to Fupc.crt. This is in-
stantiated using LowGear with TopGear as ZK proof, where the input tuple
cost is 1.35 kbits for a 128-bit prime. This makes Step 6 in the Sampling
phase amount to 48.67 kbits. One iteration of this phase has a total cost of
66.23 kbits.

2. Combine. The cost per multiplication triple using Fupc.crtr amounts to
12.862 kbits per party. This brings the cost of one execution of Step 2 to
231 kbits. The opening (Step 4) takes another 2.176 bits. One iteration of
this step has a total cost of 233 kbits.

3. Jacobi test. The cost of this step is simply logy(N) - n, which is 2n - X or
about 4 kbits.

4. Consistency check. This step begins with a call to LevelUp from ¢; to £,,
thus requiring 21 — 18 = 3 inputs per party, as well as a multiplication and
an opening in the additional CRT components. Summing up to a total of
8.1+ 38.6 + 0.4 = 47.1 kbits. Next, parties call Rand2k, which costs sec bit
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generations in one of the CRT components, sec outputs in this CRT compo-
nent, and sec inputs in all the CRT components per party, for a total cost of
sec-(12.862+20-2-1.35+0.128) = 8575 kbits for sec = 128. As before, the mul-
tiplication cost is simply 21-12.862 = 270.1 kbits. The call to Convint requires
a call to Rand2k and one opening, which amounts to 177084 + 2.7 = 177087
kbits. Finally, the parties need to broadcast an element in Zy and then open
an element in all the £, CRT components, which requires communicating 4.8
kbits. One iteration of this phase has a total cost of 185984 kbits.

5. GCD test. Here again we start with a call to LevelUp, which costs 358.6 kbits,
and then a call to Rand2k for a cost of 297387.2 kbits. Next is a multiplication
on all the 46 CRT components for a total cost of 591.7 kbits. Second to last,
we do a final call to Rand2k with bigger parameters, so the cost this time is
583999 kbits. Finally, we open Z for 5.9 kbits. This phase thus requires a total
of 882423 kbits.

We present the detailed per-phase cost for 2 and 16 parties, and for A =
{1024,1536, 2048} in Table 4 for the malicious case, and in Table 5 for the
semi-honest case.

Reducing the number of Input calls in generating bounded random-
ness. In the maBit protocol designed in [35], each random bit [b] produced in
the main MPC engine producing randomness is later fed into the other MPC
engines by every party calling Input command on a different sharing of b. By
plugging their method directly into our Rand2k protocol, in order to generate
np shared bits with n parties shared across £ engines will require ng - n Input
calls to each of the ¢ 128 bit prime MPC engines.

We can reduce the number of input calls by a factor of ~ 128 — (o + logy m),
where m is the batch size for generating maBits. The key insight is for parties to
batch their bit shares instead of inputting them one by one. For example, if they
want to batch 16 bit inputs at once, they can call Fypc.Input( ,1;’:0 kag) mod
m;), where b,(j ) would be party P;’s share of the k' bit in the maBit protocol.
We need to take into account now that the random linear combination at the
end is done over slightly larger secrets (16 bits instead of a single one), so we
need to increase the random coefficients by 16 bits in order for the security
reduction to go through easily. The proof of this small optimization is relatively
straightforward, since one can use this as an oracle to solve the MSSP problem
described in [35] by simply scaling the random coefficients. To fit everything in
a 128-bit prime MPC engine, we pack 16 inputs together, while maintaining a
maBit batch of 2! bits produced at once.
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K 1024 1536 2048

n 2 16 2 16 2 16
per-phase cost for one instance (Megabits)
Sieving 0.36 51.2 0.5 73.5 0.68 95.7
BP test 0.004 0.03 0.006 0.04 0.008 0.06
Check 45.63 4296 67.63 8071 92.4 13029
expected cost to sample a biprime (GBytes)
E[Iterations] 3607 3607 7251 7251 11832 11832
E[Total] 0.64 68.8 1.18 153.2 1.99 281.91

Table 4. Communication per party: malicious case. The GCD test is included in E[Total], as
that is an one-time cost. Check step happens o times.

K 1024 1536 2048
n 2 16 2 16 2 16
per-phase cost for one instance (kilobits)
Sieving 82.97 9391 118.10 13175 152.44 16784
BP test 4.096 32 6.144 49.152 8.192 65.536
expected cost to sample a biprime (megabytes)
E[Iterations] 3607 3607 7251 7251 11832 11832
E[Total] 41.68 4346 116.55 12173 243.3 25230

Table 5. Communication per party: semi-honest case.

The honest majority case with active security. Since our protocol works
with any actively secure protocol, where the secret reconstruction is linear, we
can instantiate it with the most efficient protocols for MPC for large field arith-
metic [9]. The cost analysis of such an instantiation can be seen in Table 6.

K 1024 1536 2048

megabytes 105.26 222.99 401.452
Table 6. Communication per party: malicious honest majority case (3 parties).
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A  Unauthenticated Arithmetic Black Box Protocols

ITABBWithErrors
Initialize: The parties create the necessary preprocessing material for the online phase,
receiving a number of multiplication triples ([al, [b], [c]), and mask values (3, [r;]).

Input: To share an input z;, party P; takes an available mask value (r;, [r;]) and does the
following:

1. Broadcast € < x; — r;.
2. The parties compute [z;] + [r;] + €.
Multiply: On input ([z], [y]) the parties do the following:

1. Take one multiplication triple ([a], [0], [¢]), compute [¢] + [z] — [a], [p] < [y] — [b], and
open these shares to get ¢, p, respectively.

2. Set [z] = [c] +e-[b]+p-[a] +€-p.

Share: On input [z], each party P; retrieves its own share @ of z from its local memory.

Fig. 14. Protocol for passively secure MPC adjusted for passive security from

MASCOT [27].

HlnputTuple
Input: On Input (Input, P;) from all parties do the following:

1. P; samples r EF

2. All parties output [r] and P; outputs r.

Fig. 15. Protocol for passively secure Input Tuples as presented in MASCOT [27].
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I ripleGeneration
Multiply:
1. Each party samples a(® & F,5® EF
2. Every ordered pair of parties P;, P; does the following:
(a) Both parties call ]:ROT7 where P; inputs (ag )7 . an)) =g 1(a®) e Fh.

(b) Pj receives qé];), qijhl) € F, and P; receives 9}1’]) = q(j(l) Jfor h=1,... k.

)
)
c sends d;”’ oAyt 1€
P d d(] Z) (J Z) (4,0 h> b(]) )i kl.

(d) P sets t(”) (w) +a® ,du,) _ q(L )+a(2) b9 for h=1,... k. Set q(] ) _ q(()th).
) ()

)

)

)

e) P;sets c¢;; = (g, t) € I, for t the above k-element vector.

(
(f
(g) Now we have c( 9 + c(]) a®.pld) ¢ F

Pj sets c; —(g,q) € I, for q the above k-element vector.

)

3. Each party P; computes: ¢?) = o . p0) + Z + cm)

Combine:
1. Sample r, 7 & Frand ().
2. Each party P; sets:
(a) a = (@ r), @ = (D7) and
(b) @D = (a®,#), e = (O 7)

Output: ([a], [b],[c]) as a valid triple.

Fig. 16. Protocol for Triple Generation adjusted for passive security from MAS-
COT [27].

223



B Standard functionalities

Functionality Fyupc

Let [z] denote the identifier for a value x stored in the functionality. Let A C {1,...,n}
denote the index set of the corrupted parties.

Input: Receive a value x € IF), from some party and store .

Mult([z], [y]): Compute z = z - y and store [z].

Share([z]): For each i € A receive z; € F) from the adversary. Sample uniform honest
parties’ shares Tjiga s.t. Z?:l z; = x. Send z; to P;.

Random: Sample r & F, and store [r].

Sum([z1], ..., [zx]): Compute z = z1 + - - - + x1 and store [z].

GenBit(): Sample b & {0,1} and store [b].

Open([z]): Send the value z to all parties.

OpenTo([z], j): Send the value x to party P;.

Fig. 17. Arithmetic MPC Functionality

Functionality Fgroadcast

1. Receive a value x from party P;.

2. Send z to all parties P;, i # j.

Fig. 18. Broadcast Functionality

Functionality FagreeRandom

1. Receive a value x; from all parties P;.
2. Compute z = Y x;.
3. Send z to all parties P;.

Fig. 19. Functionality to Agree on a Common Public Value
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Functionality Frand

Init: On input (Init,sid, F) from all parties await for incoming messages.

Random: On input (Random, sid) from all parties sample r Eu (F) and send it to S. Wait
for S reply: if message is OK then send 7 to all parties. If the message is Abort and send
Abort to all parties and halt.

Fig. 20. Rand Functionality
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