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Abstract
End-to-end (E2E) spoken language understanding (SLU) sys-
tems avoid an intermediate textual representation by mapping
speech directly into intents with slot values. This approach
requires considerable domain-specific training data. In low-
resource scenarios this is a major concern, e.g., in the present
study dealing with SLU for dysarthric speech. Pretraining
part of the SLU model for automatic speech recognition tar-
gets helps but no research has shown to which extent SLU
on dysarthric speech benefits from knowledge transferred from
other dysarthric speech tasks. This paper investigates the ef-
ficiency of pre-training strategies for SLU tasks on dysarthric
speech. The designed SLU system consists of a TDNN acoustic
model for feature encoding and a capsule network for intent and
slot decoding. The acoustic model is pre-trained in two stages:
initialization with a corpus of normal speech and finetuning on
a mixture of dysarthric and normal speech. By introducing the
intelligibility score as a metric of the impairment severity, this
paper quantitatively analyzes the relation between generaliza-
tion and pathology severity for dysarthric speech.
Index Terms: dysarthric speech, spoken language understand-
ing, pre-training, capsule networks

1. Introduction
A spoken language understanding (SLU) system that converts
speech into the desired intent and/or a set of actions is a cru-
cial part for spoken user interfaces like personal assistants and
home automation agents [1]. A traditional SLU system is im-
plemented as a pipeline which consists of an automatic speech
recognition (ASR) module followed by a natural language un-
derstanding (NLU) module and suffers from error propagation
generated by the separate training of these two modules [2].
End-to-end (E2E) SLU addresses this [3], by directly mapping
speech to the pre-defined semantic slots, e.g., a command “turn
on the light in the bedroom” would be directly mapped to an
intent and associated slot values: “{action: switch on, location:
bedroom, object: light}” without an intermediate text represen-
tation.

However, it is believed that E2E SLU is data-hungry since
it is typically constructed as a deep learning approach requiring
in-domain training data to achieve good generalization across
the differing linguistic habits of its users. Therefore, SLU tasks
in low resource languages or domains usually fail to achieve
a performance comparable to what we are acquainted with to-
day in e.g., state-of-the-art personal assistants in English. Even
stronger problems are experienced by speakers with a voice
pathology because this type of speech is usually not included
in the training and the broad umbrella encompassed by “speech

disorders”. Training data is very scarce for several reasons in-
cluding the increased effort required to collect data from this
population [4, 5].

[6, 7, 8] present a remedy for low resource SLU by design-
ing a user-taught SLU system. “User-taught” refers to the strat-
egy in which the SLU agent learns from scratch only based on
spoken commands and corresponding task demonstrations from
its users. This implies the system becomes speaker-dependent
and does not need to make any assumptions on the diverse
grammatical and lexical preference of its users. Therefore, its
requirement on training data size is naturally lower. However,
users will have to provide the training samples themselves. To
ensure the involved user effort is moderate, the designed SLU
system typically has a compact and highly efficient structure
that can quickly converge after only a few training samples.

Another solution to deal with the data scarcity issue could
be pre-training [3, 9, 10, 11, 12]. In our past work, we have
shown the combination of pre-training strategies and the user-
taught SLU helps with normal speech [12]. We know of no
previous work to investigate whether pre-training on dysarthric
speech would benefit the dysarthric SLU task, while such stud-
ies are available for the ASR task [13, 14]. An essential differ-
ence is that in user-taught SLU, the E2E training might learn to
correct ASR errors, reducing benefits of pretraining.

In this paper, the implementation of the aforementioned
user-taught SLU system is adapted to focus on dysarthric
speech. Previous studies have demonstrated bottleneck features
(BNF) yield stable representations of dysarthric speech [13, 14],
while [15] shows improvements in dysarthric ASR by explor-
ing a time-delay neural network (TDNN). Inspired by these, we
explore to pre-train a TDNN based acoustic model on a mix
of normal and dysarthric speech with ASR targets and extract
layer activations of the TDNN model as BNFs. The extracted
speech encodings are fed to a 2-layer capsule network decoder
to achieve the E2E SLU task. Since the acoustic model is not
likely to learn well from dysarthric speech directly, we utilize
a two-stage training. The acoustic model is initially pre-trained
on a corpus of normal speech and then fine-tuned on a mix-
ture of dysarthric and normal speech. As speech impairments
also differ with the severity of the disorder, [16] attempts to
utilize the percentage of consonant correct (PCC) index to di-
agnose the disordered severity and reveals a potential relation
between severity-level and speaker adaptation in the ASR task.
We furthermore introduce the speaker’s intelligibility score (IS)
as a metric of the severity of impairment severity for both the
pre-training corpus and the target utterances. By comparing
ASR results and SLU accuracies of the multiple acoustic mod-
els pre-trained on impaired utterances collected from different
IS ranges, we quantitatively analyze opportunities for adapta-



Figure 1: Structure of the dysarthric SLU system.

tion towards pathological speech. The contribution of this paper
is hence:

1) presenting a usable implementation of knowledge trans-
fer for the acoustic model pre-trained on the dysarthric speech
to the dysarthric SLU task.

2) quantitatively analyze the relation between pathological
speaker adaption and impairment severity.

In section 2 we detail the pre-trained acoustic model, pre-
training material as well as the two-stage training strategy. The
overall structure of the designed dysarthric SLU system and
capsule network decoder are introduced in this section as well.
Section 3 discusses the specific experimental setting for evalua-
tion, and the corresponding results will be presented in section
4. In section 5 we will conclude our work.

2. Model
The overall structure of the dysarthric SLU system consists of
the pre-trained acoustic model and a capsule network decoder,
as shown in the Figure 1. The acoustic model is pre-trained on
a dysarthric speech corpus as well as on a larger-scale corpus
of normal speech. After training, the acoustic model will be
frozen. In the SLU task, the pre-trained acoustic model is uti-
lized to extract the high-level BNFs of the input speech from its
final network layer. The BNFs will be decoded by the 2-layer
capsule network to yield the intent labels and slot values.

2.1. Pre-trained ASR acoustic model

2.1.1. ASR acoustic model

The ASR model is built with the Kaldi software [17]. We
use the HMM-GMM model to first align audio features with
a sequence of context-dependent phonemes. The obtained
phoneme-audio alignments are then used to train the 16-layer
TDNN acoustic model with 1536 dimensions for each layer. We
use 40-dimensional MFCC features for acoustic model training.
To learn deviations of intra-speakers [10], 100-dimensional I-
vectors are appended to the MFCC features before feeding them
into the TDNN model.

After pre-training the acoustic model, the model’s parame-
ters are frozen during the SLU task. For each utterance in the
SLU task, we extract its 160-dimensional BNFs from the 16th
TDNN layer as the encoded features and feed them to the intent
decoder for the E2E SLU task training.

Table 1: Statistics of the Copas corpus

Severity(IS) # of speakers # of hours

Mild (> 85) 99 1.95
Moderate (70–85) 63 1.41

High (60–70) 8 0.2
Severe (< 60) 12 0.4

Total 182 3.96

2.1.2. Pre-training data

The pre-training data originate from two corpora.
Corpus Gesproken Nederlands (CGN) [18] is a corpus of

normal Dutch speech as spoken in Flanders and The Nether-
lands. We include all data from the Flemish part except the
narrow-band recordings (corpus components c and d) and the
spontaneous conversations (component a). The training data is
composed of 138297 utterances containing 76115 word forms,
which is about 133 hours in total.

Copas is a Dutch corpus of pathological speech recorded
in Flanders [19], including data for Dutch intelligibility assess-
ment (DIA) for each speaker. It contains 10792 utterances with
1160 word forms, of which 575 words occur in CGN. We sum-
marize the speaker information and IS in Table 1. The IS is
the percentage of correctly perceived phonemes by experienced
speech-language-pathologists. The speech recordings are di-
vided into 4 severity levels based on these scores. The highest
IS is 100, i.e., normal speech, and the lowest score is 28 which
is considered as severely impaired.

2.1.3. Pre-training strategy

Pre-training is organized in two stages. In the first stage, we
build an initial acoustic model on the normal CGN corpus to
map to 218 context-dependent phone states. To improve the ro-
bustness, the CGN corpus is augmented with speed perturbation
with ratio 0.9, 1.0 and 1.1. The initial training takes 2 days on
a single GPU for 182 iterations with learning rate varying from
0.00025 to 0.000025. The initial acoustic model will serve as
the baseline to analyze the efficiency of pre-training with the
dysarthric speech corpus.

In the second stage, we fine-tune the initial acoustic model
with the dysarthric Copas data. To prevent the finetuned model
from forgetting knowledge learned from the normal speech, we
combine 4.86 hours speech from CGN with Copas to conduct
the joint training during finetuning. The combined fine-tune
data is augmented with the same speed perturbation as the for-
mer stage to triple the training samples. The finetune training
takes around 2 hours for 14 iterations with learning rate varying
from 0.00025 to 0.000025 as well. In both pre-training stages,
we utilize the HMM-GMM model to generate phoneme-audio
alignments before updating the TDNN acoustic model.

As argued in the introduction, training on low IS data may
degrade the acoustic model due to strong deviations in pronun-
ciation and timing. To further investigate the influence of pre-
training with data from different dysarthria severity levels, in
the finetuning stage, we combine the full Copas data, Copas
data with IS > 60, and Copas data with IS > 70 with the same
part of the CGN data respectively to conduct the joint training
and build three finetuned models. We will compare the results
of the SLU task with BNFs extracted from these three models
in the experiment section.



2.2. Capsule network decoder

The intent decoder is a 2-layer capsule network [20]. There are
32 hidden capsules with 64 dimensions in the primary capsule
layer and one output capsule for each output label with 8 di-
mensions in the output capsule layer. The detailed structure of
the capsule network can be found in [6, 20]. In general, a cap-
sule activation is characterized by a vector with length between
0 and 1 which represents the probability of the capsule’s (pre-
sented label) occurrence, and its orientation containing latent
information of the capsule.

Referring to Fig 1, the encoded features F extracted from
the pre-trained acoustic module are converted to primary cap-
sule vectors Si by an attention and distributor mechanism:

Si = Squash(ws ·
∑
t

αtδtiFt) (1)

Here, Si is the vector activation for capsule i. Squash()
is soft normalization function in capsule network to ensure the
length of Si lies between 0 and 1. ws are trainable weights
of the squash layer. αt is the attention weight for each time
step, which is used to filter out the unimportant time frames in
the sequence (e.g., silence). δti are the distribution weights of
distributor to assign each time step t to the hidden capsule i.

αt and δt are calculated from:

αt = sigmoid(wa · Ft + ba) (2)

δt = softmax(wd · Ft + bd) (3)

Here, wa and ba, wd and bd are weights and biases of the
sigmoid and softmax layers respectively. A second capsule
layer maps Si to the intent and slot value labels via dynamic
routing [20]. Essentially, the second layer learns which acous-
tic evidence that triggered the first layer can be pieced together
as evidence for an intent or slot value.

3. Experiments
3.1. Task-specific dataset

The speech used for SLU task is from the Domotica database
[21]. It contains Dutch dysarthric speech commands related to
home automation. Commands can be encoded in 27 slot values.
A typical utterance is “turn on the kitchen light”. The corpus
is recorded by 17 speakers at different times. It composed of
4174 utterances of 38 words, in which 36 words are covered by
CGN and 15 words are covered by Copas. We list the severity
levels based on automatically derived IS for each speaker in Ta-
ble 2 (except for two children, speaker 31 and 37, for whom the
automatic model does not work).

3.2. Baseline

The dysarthric SLU system is verified in two aspects: 1)
whether the dysarthric SLU task can benefit from pre-training
with ASR targets on a corpus of dysarthric speech; 2) the influ-
ence of pre-training with data from different dysarthric severity
levels. Therefore, comparison experiments will be conducted
on five models:

Table 2: Task-specific corpus (Domotica) statistics

Severity(IS) Speaker IDs

Mild (> 85) 17, 40, 43, 44, 48
Moderate (70–85) 28, 29, 34, 35, 46, 47

High (60–70) 30, 32, 33, 41

Without pre-training: The baseline without pre-training
model is from [6]. It is a state-of-art user-taught SLU sys-
tem constructed as a 2-layer GRU encoder and a 2-layer cap-
sule network decoder. This model also runs under the speaker-
dependent setting and gets convincing results dealing with
dysarthric speech. However, as explained in [6], the model fails
to obtain the desired performance levels when it comes to lim-
ited training samples, such as less than 70 samples.

Pre-train on CGN: The initial acoustic model only trained
on CGN corpus of normal speech is denoted as “Pre-train on
CGN” model.

Finetune on full Copas, Finetune on IS >60, Finetune
on IS >70: The three acoustic models finetuned from the initial
“Pre-train on CGN” model with the full Copas data, Copas data
with IS > 60, and Copas data with IS > 70 respectively.

3.3. Experimental setup

We first compare the learning curves of the accuracy for intent
label classification under the speaker-dependent setting. The
learning curve records the model’s performance on an increas-
ing amount of training data and tests on all remaining data using
5-fold cross-validation for each speaker. In each fold, the utter-
ances from each speaker are randomly shuffled and are divided
into 15 blocks [6]. We increase the amount of training data from
one to 14 blocks and test the model on all remaining blocks. The
final learning curve is the average accuracy across all speakers.

We secondly simulate the insufficient training data situa-
tion and compare the accuracy for each speaker with features
extracted from the four pre-trained acoustic models. For each
speaker, we randomly select around 15% of data as the train
set, in which each command type recorded by the speaker oc-
curs twice, the remaining samples serve as the test set. Since
not all speakers record the full 27 commands, the size of the
train set for each speaker varies from 18 to 54 utterances. We
conduct 5-fold validation, and the final result is the average of
the five results.

4. Results
In Figure 2, the smoothed average accuracy (the micro-averaged
F1-score of detected slot values) of different models are plot-
ted as a function of the number of training samples available
for all intents. Comparing the learning curves “without pre-
training” and “pre-train on CGN”, it is clear, after involving
pre-training, the performances improve by up to 10% points,
which shows that the SLU task on dysarthric speech can benefit
from the pre-training, even using only normal speech. More-
over, it is remarkable that with finetuning on only 3.96 hours of
dysarthric speech, the accuracy increases further by up to about
5% points with extremely small task-specific training data (at
the very left of the learning curve). The results illustrate that
knowledge transfer from a normal and dysarthric speech ASR
task to the SLU task is possible. On the other hand, a user-
taught SLU system requires user effort, therefore, an important
evaluation criterion is the amount of training samples required
for a given accuracy. For instance, a system without pre-training
would require about 40 additional demonstrations to reach 95%
accuracy compared to pre-training on Copas.

As aforementioned, it is hard to get accurate alignments
for speech recorded from severely impaired speakers, which
may cause adverse effects on the SLU task. We therefore con-
duct the ASR task on the Domotica dataset with acoustic model
“pre-train on CGN”, and “finetune on full Copas” to figure out



whether the knowledge learned from different dysarthric speak-
ers could transfer to other speakers within different IS ranges.
The word error rate (WER) is used as the evaluation criterion
and results are shown in Figure 3 (a). The numbers listed near
the symbols are the corresponding speaker IDs.

From Figure 3 (a), speakers with IS in the 60-75 range tend
to get higher gains when the model is trained with the full Co-
pas data. The IS of the Copas data varies from 28 to 100, and
10% of the speech is recorded as severely impaired speech (IS
below 60). With increasing IS, utterances are closer to normal
speech. For instance, speakers with an IS above or close to 90
(speaker 17 and speaker 43) can be regarded to produce almost
normal speech. Therefore, the improvements for speakers with
IS from 75 to 85 are limited. Even worse, an adverse effect
occurs with IS above 88. Inspired by the results shown in the
ASR task, we further compare SLU accuracy results of four pre-
train models. As we explained in the section 2.1.3, the training
data of each model are collected from different IS ranges. The
accuracy results for each speaker with “pre-train on CGN” are
shown in Figure 3 (b). This result serves as the baseline. We
consequently show the relative improvements against this base-
line with the three finetuned models in Figure 3 (c). As demon-
strated by Figure 3 (b), the pre-training strategy performs well
with very limited training samples, especially for speakers with
high IS, e.g., over 85. Pre-training on normal speech provides
enough knowledge for utterances with high IS and therefore we
should not expect a significant performance gain after involving
the knowledge from dysarthric speech since their accuracies are
relatively high (e.g., speaker 17 and 43). In general, the SLU
accuracies show similar trends as the WER results. The knowl-
edge learned from one dysarthric speaker tends to transfer to
other speakers with similar IS. For example, Domotica speakers
with IS below 65 get the best performance when pre-trained on
the full Copas data which includes the speakers with IS below
60, while Domotica speakers with IS from 65 to 72 get better
results when pre-trained on data exclude the part with IS < 60.
For speakers with IS above 73, the acoustic model pre-trained
with data with IS above 70 does the best. In our application,
since collecting moderate impaired (with IS above 70) or nor-
mal speech needs less efforts than collecting severe dysarthric
speech, we would consider pre-training on IS > 70 as the most
beneficial choice which achieves fairly good improvements in
most of cases without suffering any degradation dealing with
speech from all impairment severities.

Besides that, in Figure 3 (a), the WER for dysarthric speech
is mostly above 35% and up to 80%. Even with moderately
impaired speech (IS ranges 70 to 75), the WERs are above
50% in general. Therefore, the conventional pipeline structure
with separate ASR and NLU modules cannot be applied to the
dysarthric SLU task since errors generated during the ASR pro-
cedure would inevitably undermine the upstream NLU, which
confirms our approach to extract knowledge from pre-trained
ASR task and apply it to the user-taught E2E SLU task.

5. Conclusions
In this paper, we design a SLU system for dysarthric speech and
investigate to which extent the dysarthric SLU task can benefit
from pre-training with ASR targets on dysarthric speech.

The designed SLU system consists of a 16-layer TDNN
based acoustic model which encodes the input features to the
high-level bottleneck features and a 2-layer capsule network
which decodes the bottleneck features to the intent slots. The
acoustic model is pre-trained with ASR targets in two stages.

Figure 2: Learning curve for the Domotica corpus.

(a) (c)

(b)
Figure 3: Per speaker (a) WER (in %) with and without fine-
tuning on dysarthric data; (b) SLU accuracy with “pre- train
on CGN”; (c) relative improvements compared with “pre-train
on CGN” on the 15% task-specific data sorted by intelligibility
score.

We firstly construct an initial acoustic model trained on a large
corpus of normal speech to learn the general knowledge, and
then finetune the initial model with the mixture of dysarthric and
normal speech corpus to model the distribution of dysarthric
speech.

The designed SLU system is verified on a public Dutch
dysarthric dataset. The performance gains reach up to 15%
absolute in terms of slot F1-score compared with the previous
state-of-the-art model without pre-training. Average gains up
to 5% are found with respect to pre-training on normal speech,
showing our pre-training strategies work. By introducing the IS
to quantize impairment severity and comparing pre-training on
utterances belonging to different severity levels, we conclude
it is wise to adapt the models with speech of similar impair-
ment severity levels, in order to avoid degradation. Finally, un-
like the ASR task which fails miserably without pre-training on
dysarthric data, the user-taught SLU approach still reaches vi-
able accuracies without pre-training or with pre-training on nor-
mal speech. Hence omitting dysarthric data collection might be
an option in some deployments, though a price needs to be paid
in terms of learning speed.
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