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#### Abstract

In this paper, we develop a quadrature framework for large-scale kernel machines via a numerical multiple integration representation. Leveraging the fact that the integration domain and measure of typical kernels, e.g., Gaussian kernels, arc-cosine kernels, are fully symmetric, we introduce a deterministic fully symmetric interpolatory rule to efficiently compute its quadrature nodes and associated weights to approximate such typical kernels. This interpolatory rule is able to reduce the number of needed nodes while retaining a high approximation accuracy. Further, we randomize the above deterministic rule such that the proposed stochastic version can generate dimension-adaptive feature mappings for kernel approximation. Our stochastic rule has the nice statistical properties of unbiasedness and variance reduction with fast convergence rate. In addition, we elucidate the relationship between our deterministic/stochastic interpolatory rules and current quadrature rules for kernel approximation, including the sparse grids quadrature and stochastic spherical-radial rule, thereby unifying these methods under our framework. Experimental results on several benchmark datasets show that our fully symmetric interpolatory rule compares favorably with other representative random features based methods


## 1 Introduction

Kernel methods [SS03, SVGDB ${ }^{+}$02, KE19] have demonstrated to be powerful in statistical machine learning. Key to the kernel methods is the kernel trick for efficiently computing the inner product in a high-dimensional (or even infinite-dimensional) feature space. In particular, the inner product in a reproducing kernel Hilbert space (RKHS) $\mathcal{H}$ can be computed as $k(\boldsymbol{x}, \boldsymbol{y})=\langle\varphi(\boldsymbol{x}), \varphi(\boldsymbol{y})\rangle_{\mathcal{H}}$ using a kernel function $k(\cdot, \cdot): \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}$. The implicit non-linear mapping $\varphi: \mathcal{X} \rightarrow \mathcal{H}$, which need not be known explicitly, transforms elements of the input space $\mathcal{X}$ into $\mathcal{H}$.

One well-known bottleneck of applying kernel methods is their huge space and time complexities $\left[\mathrm{LHG}^{+} 20\right.$, OG19, $\mathrm{DLG}^{+}$20]. For example, given $n$ observations in $\mathbb{R}^{d}$, kernel ridge regression (KRR) takes about $\mathcal{O}\left(n^{3}\right)$ time for training and $\mathcal{O}\left(n^{2}\right)$ space to store the kernel matrix. To make kernel methods feasible for large scale problems, random Fourier features (RFF) [RR07] provides a practical alternative using an explicit nonlinear mapping $\Phi: \mathbb{R}^{d} \rightarrow \mathbb{R}^{D}$ to approximate a kernel function $k(\cdot, \cdot)$ such that $k(\boldsymbol{x}, \boldsymbol{y}) \approx \Phi(\boldsymbol{x})^{\top} \Phi(\boldsymbol{y})$ for any two samples $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{X}$. Then the linear learning is conducted in the resulting feature space with $\mathcal{O}\left(n D^{2}\right)$ time and $\mathcal{O}(n D)$ memory while preserving the expressive power of nonlinear kernel methods. Therefore, RFF can be used for scaling up traditional kernel methods [LPSS ${ }^{+}$14, SGT18], recent convolutional neural tangent kernel (CNTK) $\left[\mathrm{ADH}^{+} 19 \mathrm{~b}\right]$, and also demonstrates its feasibility to analysis over-parameterized neural networks [Dan17, $\left.\mathrm{ADH}^{+} 19 \mathrm{a}, \mathrm{dRBK} 20\right]$. It spawns the new direction on kernel approximation with a flurry of research papers for variance reduction, including quasi-Monte Carlo (QMC) [YSAM14], orthogonal random features (ORF) [YSC $\left.{ }^{+} 16\right]$, random orthogonal matrices (ROM) [CRW17], and quadrature based methods with sparse grids quadrature (SGQ) [DDSR17] or the stochastic spherical-radial (SSR) rule [MKBO18]. Partly due to
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Figure 1. The benefits of fully symmetric property in our method against SGQ in time cost (a), and the reduction rate of required nodes (b).
its remarkable repercussions, Rahimi and Recht [RR07] won the test-of-time award for their seminal work on RFF at NeurIPS 2017.

In this paper, we focus on kernel approximation in which kernels $k(\cdot, \cdot)$ admit the following $d$-dimensional integral representation $I_{d}$ given by [MKBO18]

$$
\begin{equation*}
k(\boldsymbol{x}, \boldsymbol{y}):=I_{d}\left(f_{\boldsymbol{x} \boldsymbol{y}}\right)=\int_{\mathbb{R}^{d}} p(\boldsymbol{\omega}) f_{\boldsymbol{x} \boldsymbol{y}}(\boldsymbol{\omega}) \mathrm{d} \boldsymbol{\omega} \tag{1.1}
\end{equation*}
$$

where the random vector $\boldsymbol{\omega} \in \mathbb{R}^{d}$ is subject to the multivariate normal distribution $\mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$ and thus $p(\cdot)$ can be regarded as a weighting function. The integrand $f_{\boldsymbol{x} \boldsymbol{y}}$, short for $f$, is defined as $f_{\boldsymbol{x} \boldsymbol{y}}(\boldsymbol{\omega}):=$ $\left\langle\phi\left(\boldsymbol{\omega}^{\top} \boldsymbol{x}\right), \phi\left(\boldsymbol{\omega}^{\top} \boldsymbol{y}\right)\right\rangle$ with a mapping $\phi(\cdot)$. As demonstrated by [Lyu17, MKBO18], various kernel admits this $d$-dimensional integration representation by choosing different $\phi(\cdot)$. For example, the popular Gaussian kernel corresponds to $\phi(x)=[\cos (x), \sin (x)]^{\top}$; the zero-order arc-cosine kernel admits this representation by choosing $\phi(x)$ as the Heaviside function; and the first-order arc-cosine kernel corresponds to $\phi(x)=$ $\max \{0, x\}$.

To approximate the kernel function in Eq. (1.1), such $d$-dimensional integration can be approximated by quadrature rules

$$
\begin{equation*}
k(\boldsymbol{x}, \boldsymbol{y}):=I_{d}\left(f_{\boldsymbol{x} \boldsymbol{y}}\right) \approx \sum_{i=1}^{N} a_{i} f_{\boldsymbol{x} \boldsymbol{y}}\left(\boldsymbol{\gamma}_{i}\right) \tag{1.2}
\end{equation*}
$$

where $\gamma_{i} \in \mathbb{R}^{d}$ are called the quadrature nodes and $a_{i} \in \mathbb{R}$ are the corresponding weights. Accordingly, the kernel function can be approximated by a weighted sum of $N$ nodes. Here the nodes and weights can be chosen by various quadrature rules such that there is no approximation error in Eq. (1.2) whenever the integrand $f$ belongs to all polynomials with a total degree up to $2 L-1$, where $L$ is the accuracy level. For example, in the univariate integration, i.e., $d=1$ in Eq. (1.2), Gaussian quadrature (GQ) uses $L$ nodes to deliver the exact value of polynomials up to $(2 L-1)$-degree without approximation error for $\omega_{1}^{i_{1}} \omega_{2}^{i_{2}} \cdots \omega_{d}^{i_{d}}$ with $\sum_{j=1}^{d} i_{j} \leq 2 L-1$. If the integrand $f$ is not a $(2 L-1)$-degree polynomial but has $c$-order bounded derivatives, Gaussian quadrature has approximation error but converges to the true value at a certain $\mathcal{O}\left(N^{-c}\right)$ rate, which is better than $\mathcal{O}(1 / \sqrt{N})$ in the standard Monte Carlo sampling. In multidimensional cases $(d>1)$, the $d$-dimensional integration in Eq. (1.2), conducted by multivariate quadrature, works in the similar way as the univariate case. For instance, Gaussian quadrature directly extends the univariate case to multidimensional cases by product rules but suffers from "curse of dimensionality": the number of required nodes is $N=L^{d}$ in an exponential order of $d$. However, as an advanced quadrature rule, sparse grid quadrature (SGQ) [HW08] uses a linear combination of low-level tensor products of univariate quadrature rules, of which the number of nodes $N$ can be decreased in a polynomial order of $d$. Given an accuracy level $L, \mathrm{SGQ}$ is also exact for polynomials of the total order up to $2 L-1$.

Recall Eq. (1.1), the integral is not generic but has a nice property: both the integration domain $\mathbb{R}^{d}$ and the Gaussian weighting function $p(\boldsymbol{\omega})$ are fully symmetric. Benefiting from this property, the nodes and the weights can be efficiently obtained from a pre-given vector through permutations and sign changes of


Figure 2: Relationship between quadrature based methods.
its coordinates. Furthermore, such fully symmetric property is helpful to reduce the number of the required nodes $N$ in quadrature rules. For example, considering $d=25$ with an accuracy level $L=4$ for seventhdegree polynomial exactness approximation, Gaussian quadrature requires $4^{25}$ nodes; SGQ needs 24,751 nodes; while the fully symmetric rule needs 22,151 nodes, which reduces over $10 \%$ nodes. And even in some cases, the required nodes can be reduced over $50 \%$ [NR99]. Figure 1 demonstrates the superiority of the fully symmetric rule against SGQ on time cost and the reduction rate of required nodes ${ }^{1}$. One can find that, higher-degree rules results in higher reduction rates on the number of required $N$.

Based on the above analysis, inspired by the deterministic fully symmetric interpolatory rule [GK96], we develop a deterministic scheme to efficiently approximate such $d$-dimensional integration for kernel approximation. Besides, we propose a new stochastic version with unbiased estimation and low variance properties for dimension-adaptive feature mappings. Furthermore, we elucidate the relationship between including SGQ [DDSR17], SSR [MKBO18] and the developed deterministic/stochastic fully symmetric interpolatory rule, thereby unifying these methods under our framework in Figure 2. We make the following contributions:

- we develop a deterministic quadrature rule based on the fully symmetric interpolatory rule for kernel approximation. We derive the third/fifth-degree rules and obtain an extremely sparse feature mapping in $\mathcal{O}(d)$ time and space complexity, see in Section 3.
- we randomize the above deterministic rule and thus propose a new stochastic version for dimensionadaptive feature mappings. We prove that the proposed stochastic fully symmetric interpolatory rule guarantees unbiased estimation for kernel approximation and admits a variance reduction property at a $\mathcal{O}\left(1 / d^{2}\right)$ convergence rate, see in Section 4.
- we build a unifying quadrature framework for kernel approximation as shown in Figure 2, that unifies our deterministic/stochastic fully symmetric interpolatory rules, SGQ and SSR. We show that i) with a suitable choice of parameters, our deterministic interpolatory rule recovers SGQ; ii) SSR can be regarded as a doubly stochastic version of our deterministic rule: one stochasticity comes from random projection scheme and another source is using a randomized generator; see in Section 5.

Besides, experimental results on several benchmark datasets show that the proposed deterministic/stochastic fully symmetric interpolatory rule achieves a promising quality of kernel approximation and also performs well on classification tasks.

## 2 Related Works and Preliminaries

In this section, we give an overview of representative random features based algorithms for kernel approximation, refer to a survey [LHCS20] for details. Then we briefly introduce the basic ideas behind deterministic fully symmetric interpolatory rules in numerical integration.
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### 2.1 Related Works

To approximate the kernel function, current kernel approximation methods for finding $\left\{a_{i}, \boldsymbol{\gamma}_{i}\right\}_{i=1}^{N}$ can be divided into Monte Carlo and quadrature based approaches.

Monte Carlo based methods are often equal-weight rules where the nodes $\left\{\gamma_{i}\right\}_{i=1}^{N}$ are obtained by variants of Monte Carlo sampling. For example, the standard random Fourier features (RFF) adopts $\boldsymbol{\gamma}_{i} \equiv \boldsymbol{\omega}_{i} \sim p(\cdot)$ by Monte Carlo sampling and the equal weights $a_{1}=\cdots=a_{N} \equiv 1 / N$. To reduce the approximation variance, orthogonal random features (ORF) $\left[\mathrm{YSC}^{+} 16\right]$ incorporates an orthogonality constraint on the transformation matrix $\boldsymbol{W}=\left[\boldsymbol{\omega}_{1}, \cdots, \boldsymbol{\omega}_{N}\right]$, demonstrated by theoretical guarantees on variance reduction [CRW17]. Sampling theory [Nie92] suggests that the convergence rate of Monte-Carlo used in RFF and ORF can be significantly improved by sampling in a deterministic scheme instead of i.i.d. version. Accordingly, QuasiMonte Carlo (QMC) sampling [ASYM16], as a possible middle-ground method, utilizes a low-discrepancy sequence for sampling, which achieves faster convergence rates $\mathcal{O}\left(\log ^{d} N / N\right)$. In fact, a series of empirical and theoretical results [Lyu17, CRCW19] have demonstrated that, coupling samples to be orthogonal to one another (i.e., uniformly distributed over the space), rather than being i.i.d., can significantly improve statistical efficiency. The above used sampling methods are data-independent. Another line in random features based algorithms is to utilize data-dependent sampling strategy for better approximation quality and generalization properties. Typical examples include leverage score based sampling [AKM ${ }^{+}$17], fast leverage score approximation [RCCR18, $\mathrm{LHC}^{+} 20$ ], Christoffel functions [PBV18], and Fourier sparse leverage scores [EMM20].

In quadrature based methods, the nodes are usually given by deterministic rules (can be extended to a stochastic version) and the weights are often not equal. Examples include Gaussian quadrature [Eva93] and sparse grids quadrature (SGQ) [DDSR17] based on the Smolyak formula [HW08]. Instead of directly approximating the $d$-dimensional integration, the stochastic spherical-radial (SSR) rule [GM98] transforms the integration in Eq. (1.1) to a double-integral over the unit $d$-sphere and over the radius, which are then approximated by a stochastic spherical rule and a stochastic radial rule, respectively. This rule has been successfully applied to kernel approximation [MKBO18] and achieves promising approximation quality.

If the integrand $f(\boldsymbol{\omega})$ belongs to a RKHS, the above polynomial quadrature schemes can be termed as kernel-based quadrature, such as kernel herding [BLJO12], Bayesian quadrature [BOC ${ }^{+} 17$, KS18, GS18], and leverage-score quadrature [Bac17]. Note that, kernel quadrature is in essence different from the previously studied polynomial quadrature in functional spaces, model formulation, and scope of application.

### 2.2 Preliminaries: Deterministic Fully Symmetric Interpolatory Rules

Here we briefly introduce the class of fully symmetric interpolatory rules [GK96]. It is based on fully symmetric sets [MS67, Coo97], where point sets are obtained from a given vector through permutations and sign changes of its coordinates.

To introduce the fully symmetric interpolatory rule, we need the following definitions. Denote an integervalued vector $\boldsymbol{p}=\left[p_{1}, p_{2}, \cdots, p_{d}\right]$ with $p_{i} \in\{0,1, \ldots, m\}$, and define $\mathcal{P}^{(m, d)}$ as a set of all distinct $d$-partitions of the integers $\{0,1, \ldots, m\}$, i.e.

$$
\mathcal{P}^{(m, d)}=\left\{\boldsymbol{p} \in \mathbb{N}^{d} \mid p_{1} \geq p_{2} \geq \cdots \geq p_{d} \geq 0,\|\boldsymbol{p}\|_{1} \leq m\right\}
$$

For example, when $m=2, d=4$, we have

$$
\mathcal{P}^{(2,4)}=\{(0,0,0,0),(1,0,0,0),(2,0,0,0),(1,1,0,0)\}
$$

It shows that any finite fully symmetric set can be decomposed into a finite number of disjoint subsets admitting that any member of a particular subset can be used to generate the whole subset. Then, let the node $\boldsymbol{\lambda}_{\boldsymbol{p}}=\left[\lambda_{p_{1}}, \lambda_{p_{2}}, \cdots, \lambda_{p_{d}}\right]^{\top}$ be real, distinct, and nonnegative, with $\lambda_{0}=0$. In quadrature rules, $\boldsymbol{\lambda}_{\boldsymbol{p}}$ is also termed as the generator, and accordingly the fully symmetric basic rule $f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right)$ is given by

$$
f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right)=\sum_{q \in \Pi_{p}} \sum_{\boldsymbol{\nu} \in \mathcal{V}_{d}} f\left(\nu_{1} \lambda_{q_{1}}, \nu_{2} \lambda_{q_{2}}, \ldots, \nu_{d} \lambda_{q_{d}}\right)
$$

where in the outer sum, $\Pi_{\boldsymbol{p}}$ denotes the set of all permutations of $\boldsymbol{p}$. In the inner sum, $\mathcal{V}_{d}$ is the set of all vectors with the form $\boldsymbol{\nu}=\left[\nu_{1}, \nu_{2}, \cdots, \nu_{d}\right]$ with $\nu_{i}= \pm 1$ for those $i$ with $\lambda_{i} \neq 0$. For example, when $d=4$ and $\boldsymbol{p}=(2,0,0,0)$

$$
\begin{aligned}
f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right)= & f\left( \pm \lambda_{2}, 0,0,0\right)+f\left(0, \pm \lambda_{2}, 0,0\right) \\
& +f\left(0,0, \pm \lambda_{2}, 0\right)+f\left(0,0,0, \pm \lambda_{2}\right) .
\end{aligned}
$$

Based on the above definitions, the $d$-dimensional integration in Eq. (1.1) can be approximated by a rule of the total polynomial degree up to $2 m+1$

$$
\begin{equation*}
I_{d}(f) \approx Q^{(m, d)}(f)=\sum_{\boldsymbol{p} \in \mathcal{P}(m, d)} a_{\boldsymbol{p}}^{(m, d)} f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right) \tag{2.1}
\end{equation*}
$$

where the weight $a_{\boldsymbol{p}}^{(m, d)}$ is

$$
\begin{equation*}
a_{\boldsymbol{p}}^{(m, d)}=2^{-K} \sum_{\|\boldsymbol{u}\|_{1} \leq m-\|\boldsymbol{p}\|_{1}} \prod_{i=1}^{d} \frac{b_{u_{i}+p_{i}}}{\prod_{j=0, \neq p_{i}}^{u_{i}+p_{i}}\left(\lambda_{p_{i}}^{2}-\lambda_{j}^{2}\right)}, \tag{2.2}
\end{equation*}
$$

where $\boldsymbol{u}=\left[u_{1}, u_{2}, \cdots, u_{d}\right]$ is the set of the integers $\{0,1, \ldots, m\}$. If $\boldsymbol{q}$ is one of the permutations of $\boldsymbol{p}$, then $a_{\boldsymbol{q}}^{(m, d)}=a_{\boldsymbol{p}}^{(m, d)}$. And $K$ is the number of nonzero components in $\boldsymbol{p}$ and $b_{i}$ satisfies

$$
\begin{equation*}
b_{i}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} e^{-x^{2} / 2} \prod_{j=0}^{i-1}\left(x^{2}-\lambda_{j}^{2}\right) \mathrm{d} x \quad(i \geq 1) \tag{2.3}
\end{equation*}
$$

with $b_{0}=1$. We can compute $b_{1}=1$ and $b_{2}=3-\lambda_{1}^{2}$.
Accordingly, $Q^{(m, d)}(f)$ stands for the weighted sum of evaluations of $f$ at the nodes of the fully symmetric set on the distinct $d$-partitions $\mathcal{P}^{(m, d)}$. The theory for fully symmetric interpolatory rules [GK96] shows that $Q^{(m, d)}(f)$ is an approximation to $I_{d}(f)$ that is exact for all polynomials with the total degree $2 m+1$ or less. That means, $m+1$ is the accuracy level that defined in GQ and SGQ before. Note that, although the mathematical foundations and derivations of the fully symmetric rule are relatively complex, the obtained feature mapping for kernel approximation in this paper is quite simple and easy to be implemented when the nodes and weights are given (or even directly obtained by a look-up table). We will illustrate this in the next section.
Different from previous works: When compared to the original work on fully symmetric interpolatory rules, [GK96, GM98], the contribution of this paper lies in the developed deterministic and stochastic kernel approximation schemes, the statistical properties of our stochastic rule, and casting quadrature rules in a unifying framework.

Besides, both our method and [KS18] shares the basic idea on the deterministic fully symmetric rule [GK96] but are totally different in the following aspects: 1 ) the function space of the integrand $f$ is different: $f$ in [KS18] is modeled as Gaussian process and belongs to RKHS; while $f$ in our method is actually an activation function mapping from $\mathbb{R}^{d}$ to $\mathbb{R}$. 2) the formulation is different: the fully symmetric structure in our model naturally stems from symmetry of the underlying measure and the integration domain, which is different from [KS18] that is about to construct fully symmetric sets in quite sophisticated schemes. Besides, the weights in [KS18] are chosen to minimize the posterior variance of the integral; while the weights in ours are directly computed by orthogonal polynomials. 3) the scope of application is different: Bayesian quadrature in [KS18] cannot be used for kernel approximation.

## 3 Deterministic Rules for Kernel Approximation

In this section, we present our third-degree and fifth-degree deterministic fully symmetric rules for kernel approximation.

In the deterministic fully symmetric interpolatory rule [GK96], $Q^{(m, d)}(f)$ is a weighted sum of fully symmetric basic rules $f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right)$. So the kernel $k$ (a.k.a. the $d$-dimensional integration) in Eq. (1.2) can be
approximated by a weighted sum of evaluations of $f$ at the nodes of the fully symmetric set on the distinct $d$-partitions $\mathcal{P}^{(m, d)}$

$$
\begin{equation*}
k(\boldsymbol{x}, \boldsymbol{y}) \approx Q^{(m, d)}(f)=\sum_{\boldsymbol{p} \in \mathcal{P}^{(m, d)}} a_{\boldsymbol{p}}^{(m, d)} f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right) \tag{3.1}
\end{equation*}
$$

where the weights $a_{\boldsymbol{p}}^{(m, d)}$ and generator $\boldsymbol{\lambda}_{\boldsymbol{p}}$ play significant roles in quadrature rules. Different generation schemes for $\boldsymbol{\lambda}_{\boldsymbol{p}}$ lead to various quadrature based approaches. For example, SGQ [DDSR17] uses deterministic values to generate $\boldsymbol{\lambda}_{\boldsymbol{p}}$; while $\boldsymbol{\lambda}_{\boldsymbol{p}}$ in SSR [MKBO18] is sampled from a probability distribution. Our fully symmetric interpolatory rule follows with [GK96] that selects $\boldsymbol{\lambda}_{\boldsymbol{p}}$ in a deterministic scheme. We will detail their relations in Section 5.
Third-degree rule: Based on Eq. (3.1), we present the third-degree rule (i.e., $m=1$ ) to approximate the kernel $k$ in Eq. (1.1) such that $k(\boldsymbol{x}, \boldsymbol{y}) \approx Q^{(1, d)}(f)$

$$
\begin{equation*}
Q^{(1, d)}(f)=a_{0}^{(1, d)} f(\mathbf{0})+a_{1}^{(1, d)} \sum_{i=1}^{d}\left[f\left(\lambda_{1} \boldsymbol{e}_{i}\right)+f\left(-\lambda_{1} \boldsymbol{e}_{i}\right)\right] \tag{3.2}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ is a unit vector with the $i$-th element being 1 . The weights are given by $a_{0}^{(1, d)}=1-d / \lambda_{1}^{2}$ and $a_{1}^{(1, d)}=1 /\left(2 \lambda_{1}^{2}\right)$ in Eq. (2.2). Finally, our third-degree rule outputs $\left\{a_{i}, \boldsymbol{\gamma}_{i}\right\}_{i=0}^{2 d}$ with

$$
\left\{\begin{array}{l}
\gamma_{i}=\mathbf{0}_{d \times 1} ; \quad a_{i}=1-d / \lambda_{1}^{2} ; i=0  \tag{3.3}\\
\gamma_{i}=\lambda_{1} \boldsymbol{e}_{i} ; a_{i}=1 / 2 \lambda_{1}^{2} ; 1 \leq i \leq d \\
\gamma_{i}=-\lambda_{1} \boldsymbol{e}_{i} ; \quad a_{i}=1 / 2 \lambda_{1}^{2} ; d+1 \leq i \leq 2 d
\end{array}\right.
$$

which results in the number of nodes $N=2 d+1$ in the third-degree rule. The generator $\boldsymbol{\lambda}=\left[\lambda_{0}, \lambda_{1}\right]^{\top}$ with $\lambda_{0}=0$ usually selects $\lambda_{1}$ by successive extensions of the one-dimensional 3-point Gauss-Hermite rule so that certain sets of weights vanish, i.e., $\lambda_{1}=\sqrt{3}$.
Feature mapping: We finally obtain the explicit feature mapping by the third-degree rule for kernel approximation

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\left[\sqrt{a_{0}} \phi\left(\boldsymbol{\gamma}_{0}^{\top} \boldsymbol{x}\right), \sqrt{a_{1}} \phi\left(\boldsymbol{\gamma}_{1}^{\top} \boldsymbol{x}\right), \cdots, \sqrt{a_{2 d}} \phi\left(\boldsymbol{\gamma}_{2 d}^{\top} \boldsymbol{x}\right)\right]^{\top}, \tag{3.4}
\end{equation*}
$$

such that $k(\boldsymbol{x}, \boldsymbol{y}) \approx Q^{(m, d)}(f)=\langle\Phi(\boldsymbol{x}), \Phi(\boldsymbol{y})\rangle$. Here the weight $a_{0}=1-d / \lambda_{1}^{2}$ might be negative, but we consider the complex number $\sqrt{a_{0}}$ as usual. It can be observed that, this generation process $\left\{a_{i}, \gamma_{i}\right\}_{i=0}^{2 d}$ is data-independent and deterministic. In kernel approximation, the transformation matrix $\boldsymbol{W}=\left[\gamma_{0}, \gamma_{1}, \cdots, \gamma_{2 d}\right] \in \mathbb{R}^{d \times(2 d+1)}$ can be obtained by Eq. (3.3)

$$
\boldsymbol{W}=\left[\begin{array}{cccccccc}
0 & -\lambda_{1} & \lambda_{1} & 0 & 0 & \cdots & 0 & 0  \tag{3.5}\\
0 & 0 & 0 & -\lambda_{1} & \lambda_{1} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & -\lambda_{1} & \lambda_{1}
\end{array}\right]
$$

For better illustration of our method, here we take the Gaussian kernel $k(\boldsymbol{x}, \boldsymbol{y})=\exp \left(-\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2} / 2 \sigma^{2}\right)$ as an example for kernel approximation and discuss the difference with RFF. According to Eq. (1.1), the Gaussian kernel can be approximated by $k(\boldsymbol{x}, \boldsymbol{y}) \approx \sum_{i=1}^{D} a_{i} \cos \left(\boldsymbol{\omega}_{i}^{\top}(\boldsymbol{x}-\boldsymbol{y})\right)$ with the transformation matrix $\boldsymbol{W}=\left[\boldsymbol{\omega}_{1}, \cdots, \boldsymbol{\omega}_{D}\right] \in \mathbb{R}^{d \times D}$ with $D$ features as follows.

In RFF, $a_{i} \equiv 1 / D$ and $W_{i j} \sim \mathcal{N}\left(0,1 / \sigma^{2}\right)$ by Monte Carlo sampling; while in our interpolatory rule, $D$ is equivalent to $N=2 d+1$. The weights $a_{i}$ and the transformation matrix $\boldsymbol{W} \in \mathbb{R}^{d \times(2 d+1)}$ are deterministic, given by Eq. (3.3). Note that, in our model, $\boldsymbol{W}$ is extremely sparse, i.e., has only $2 d$ non-zero elements with $\pm \lambda_{1}$. Accordingly, generating $\boldsymbol{W}$ needs space and time cost $\mathcal{O}(d)$. This is better than RFF, which requires $\mathcal{O}(D d)$ space and time complexity. More specifically, when $d$ is given, the nodes, the weights, and the transformation matrix in our deterministic rule can be directly determined, see Eqs. (3.3) and (3.5). That means, our deterministic rule can be much more efficient for kernel approximation when a look-up table is applied. Besides, as mentioned before, the formulation of the final feature mapping in Eq. (3.4) for kernel approximation is quite simple and easy to be implemented according to Eqs. (3.3) and (3.5).

Fifth-degree rule: When choosing $m=2$ in Eq. (3.1), we obtain a fifth-degree rule $Q^{(2, d)}$ with $\|\boldsymbol{p}\|_{1} \leq 2$ to further improve the approximation accuracy. To derive the fifth-degree rule, we cast it to three cases, i.e., $\|\boldsymbol{p}\|_{1}=0,\|\boldsymbol{p}\|_{1}=1$, and $\|\boldsymbol{p}\|_{1}=2$. Nevertheless, the derivation of fifth-degree rules is relatively complex, and we put it in Appendix A. In the fifth-degree rule, the number of required nodes in our fully symmetric rule is $N=1+2 d^{2}$, which is less than SGQ with $1+2 d^{2}+2 d$. Further, the feature mapping in our fifth-degree rule can be obtained in a similar way with that of the third-degree rule, and we omit it here.
Convergence rates of approximation error: Since the fully symmetric interpolatory rule can be regarded as a special case of sparse grids quadrature (we will detail this in Section 5), the convergence results of SGQ [Gar12] can be directly applied to it: $\left\|Q^{(m, d)}(f)-I_{d}(f)\right\|=\mathcal{O}\left(N^{-\Theta}\right)$, where the norm is a specific $L_{2}$-norm or $L_{\infty}$-norm and $\Theta$ is the convergence rate, determined by $m, d$, and certain smoothness conditions, refer to [Gar12] for details. More importantly, if we define $N_{\min }(2 m+1, d)$ as the minimal number of nodes needed by $Q^{(m, d)}(f)$ admitting a total degree $2 m+1$ of exactness, our interpolatory rule reduces $N_{\min }(2 m+1, d)$ when compared to the standard SGQ due to the fully symmetric property, see Theorem 1 in [HN07].

## 4 Stochastic Rules and its properties

The above fully symmetric interpolatory rules are determinstic. That means, given $d$, the number of generated nodes $N$ is fixed, which is infeasible to tune $N$ for dimension-adaptive feature mappings in kernel approximation. This is a common issue in deterministic rules, e.g., SGQ [DDSR17]. To tackle this issue in kernel approximation, we revise the randomization method [GM98] for deterministic interpolatory rules and propose a new stochastic version so as to achieve a tight approximation variance. Since current quadrature based methods, e.g., SGQ [DDSR17] and SSR [MKBO18], adopt the third-degree rule instead of higherdegree rules due to sufficient approximation and efficient computation [AH09], we consider the third-degree stochastic rule in this paper. In fact, our results can be extended to the fifth-degree stochastic rule under suitable modifications.

### 4.1 Formulation of stochastic rules

We introduce the random vector $\boldsymbol{\omega} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$ to $Q^{(m, d)}(f)$ in Eq. (3.1). Define a surrogate stochastic rule

$$
M^{(m, d)}(f, \boldsymbol{\omega})=\sum_{\boldsymbol{p} \in P^{(m, d)}} \tilde{a}^{(m, d)}(\boldsymbol{\omega}) f\left(\boldsymbol{\lambda}_{\boldsymbol{p}}\right)
$$

where the nodes $\boldsymbol{\lambda}_{\boldsymbol{p}}$ are the same as that of deterministic rules in Eq. (3.1). However, the weight $\tilde{a}_{\boldsymbol{p}}^{(m, d)}(\boldsymbol{\omega})$ is different from the deterministic one in Eq. (2.2), and is actually a function of the random vector $\boldsymbol{\omega}$

$$
\tilde{a}_{\boldsymbol{p}}^{(m, d)}(\boldsymbol{\omega})=\left\{\begin{array}{l}
1 ; \text { if }\|\boldsymbol{p}\|_{1}=0 \text { and }\|\boldsymbol{u}\|_{1}=0 \\
\frac{2^{-K}}{d} \sum_{\|\boldsymbol{u}\|_{1} \leq m-\|\boldsymbol{p}\|_{1}} \sum_{i=1}^{d} \frac{\prod_{j=0}^{u_{i}+p_{i}-1}\left(\omega_{i}^{2}-\lambda_{j}^{2}\right)}{\prod_{j=0, \neq p_{i}}^{u_{i}+p_{i}}\left(\lambda_{p_{i}}^{2}-\lambda_{j}^{2}\right)} ; \quad \text { otherwise },
\end{array}\right.
$$

where $K$ is the number of nonzero components in $\boldsymbol{p}$. Accordingly, by randomizing the weights, the stochastic version of the third-degree deterministic rule $Q^{(m, d)}(f)$ in Eq. (3.2) is given by

$$
\begin{equation*}
M^{(1, d)}(f, \boldsymbol{\omega})=\tilde{a}_{0}^{(1, d)} f(\mathbf{0})+\tilde{a}_{1}^{(1, d)} \sum_{i=1}^{d}\left[f\left(\lambda_{1} \boldsymbol{e}_{i}\right)+f\left(-\lambda_{1} \boldsymbol{e}_{i}\right)\right], \tag{4.1}
\end{equation*}
$$

where the weight is a function of $\boldsymbol{\omega}$, i.e.,

$$
\left\{\begin{array}{l}
\tilde{a}_{0}^{(1, d)}(\boldsymbol{\omega}) \equiv \tilde{a}_{0}^{(1, d)}=1-\sum_{i=1}^{d} \omega_{i}^{2} / \lambda_{1}^{2} \\
\tilde{a}_{1}^{(1, d)}(\boldsymbol{\omega}) \equiv \tilde{a}_{1}^{(1, d)}=\sum_{i=1}^{d} \omega_{i}^{2} / 2 d \lambda_{1}^{2}
\end{array}\right.
$$

Accordingly, the feature mapping associated with $M^{(1, d)}(f)$ is

$$
\begin{equation*}
\widetilde{\Phi}(\boldsymbol{x})=\left[\sqrt{\tilde{a}_{0}(\boldsymbol{\omega})} \phi\left(\boldsymbol{\gamma}_{1}^{\top} \boldsymbol{x}\right), \cdots, \sqrt{\tilde{a}_{2 d}(\boldsymbol{\omega})} \phi\left(\boldsymbol{\gamma}_{2 d}^{\top} \boldsymbol{x}\right)\right]^{\top} \tag{4.2}
\end{equation*}
$$

where $\boldsymbol{\gamma}$ is given by Eq. (3.3) and $\boldsymbol{\omega} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$. So $M^{(1, d)}(f, \boldsymbol{\omega})$ is a randomized rule such that $M^{(1, d)}(f, \boldsymbol{\omega}) \approx$ $\langle\widetilde{\Phi}(\boldsymbol{x}), \widetilde{\Phi}(\boldsymbol{y})\rangle$. Unfortunately, $\mathbb{E}_{\boldsymbol{\omega}}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]=Q^{(1, d)}(f) \neq I_{d}(f)$ is not an unbiased estimator of $I_{d}(f)$.

To pursue an unbiased estimator, by virtue of the classical control variate technique [RM85], we define

$$
\begin{equation*}
r_{m}(f, \boldsymbol{\omega})=f(\boldsymbol{\omega})-M^{(m, d)}(f, \boldsymbol{\omega})+I_{d}\left[M^{(m, d)}(f, \boldsymbol{\omega})\right] \tag{4.3}
\end{equation*}
$$

which is still an integration rule for $I_{d}(f)$ of the total polynomial degree $2 m+1$. Hence, our stochastic fully symmetric interpolatory rule is defined as $R_{m}(f)$ such that

$$
\begin{equation*}
k(\boldsymbol{x}, \boldsymbol{y}) \approx R_{m}(f):=\frac{1}{D} \sum_{i=1}^{D} r_{m}\left(f, \boldsymbol{\omega}_{i}\right) \tag{4.4}
\end{equation*}
$$

where $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$. Then by defining $\varphi(\boldsymbol{x})=1 / \sqrt{D}\left[\phi\left(\boldsymbol{\omega}_{1}^{\top} \boldsymbol{x}\right), \cdots, \phi\left(\boldsymbol{\omega}_{D}^{\top} \boldsymbol{x}\right)\right]^{\top} \in \mathbb{R}^{D}$, the final feature mapping associated with $R_{m}(f)$ is dimension-adaptive, which is given by

$$
\begin{equation*}
\widehat{\Phi}(\boldsymbol{x})=\left[\varphi(\boldsymbol{x})^{\top},\left(\frac{\mathrm{j}}{D} \sum_{i=1}^{D} \widetilde{\Phi}\left(\boldsymbol{x}, \boldsymbol{\omega}_{i}\right)\right)^{\top}, \Phi(\boldsymbol{x})^{\top}\right]^{\top} \in \mathbb{R}^{D+4 d+2} \tag{4.5}
\end{equation*}
$$

where $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$, the symbol $\mathbf{j}$ is called an imaginary unit, and the mappings $\widetilde{\Phi}\left(\boldsymbol{x}, \boldsymbol{\omega}_{i}\right)$ and $\Phi(\boldsymbol{x})$ are given by Eqs. (4.2) and (3.4), respectively. As a consequence, we have $k(\boldsymbol{x}, \boldsymbol{y}) \approx\langle\widehat{\Phi}(\boldsymbol{x}), \widehat{\Phi}(\boldsymbol{y})\rangle$.
Remark: We make the following two remarks.

1) In spite of $\widehat{\Phi}(\boldsymbol{x}) \in \mathbb{R}^{D+4 d+2}$, the feature mappings $\widetilde{\Phi}\left(\boldsymbol{x}, \boldsymbol{\omega}_{i}\right)$ and $\Phi(\boldsymbol{x})$ in Eq. (4.5) have only $2 d$ non-zero elements. The nodes are independent of the sampling process and can be pre-given by Eq. (3.3). Accordingly, the space complexity in our stochastic rule is $\mathcal{O}(D d+4 d)$, and thus our stochastic method achieves the same space and time complexity $\mathcal{O}(D d)$ with RFF.
2) Sampling $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$ is not limited to the standard Monte Carlo sampling. It can be extended to other advanced approaches, e.g., ORF, QMC, SSR, as an alternative way, which is able to pursue further variance reduction. Our experimental results also verify this, see Section 6.3 for details.

### 4.2 Statistical Properties

This subsection elucidates that i) our third-degree stochastic interpolatory rule is unbiased, see in Theorem 1; ii) exhibits a low variance property in Theorem 2.

Theorem 1. (Unbiased estimation) The stochastic fully symmetric interpolatory rule $R_{m}(f)$ in Eq. (4.4) is an unbiased $(2 m+1)$-degree rule for $I_{d}(f)$ in Eq. (1.1).
Proof Refer to Appendix B.1.
Remark: We have $Q^{(1, d)}(f)=\mathbb{E}_{\boldsymbol{\omega} \sim p(\cdot)}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]$, and thus $M^{(1, d)}(f, \boldsymbol{\omega})$ is an asymptotically unbiased estimator of $I_{d}(f)$.

Based on the above unbiased estimation, we derive the variance of our third-degree stochastic interpolatory rule for Gaussian kernel approximation. Before proceeding, we introduce some notations and definitions. When discussing the Gaussian kernel $k(\boldsymbol{x}, \boldsymbol{y})=\exp \left(-\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2} / 2 \sigma^{2}\right)$, we use the convenient shorthands $\boldsymbol{z}:=(\boldsymbol{x}-\boldsymbol{y}) / \sigma$ and $z:=\|\boldsymbol{z}\|_{2}$. For an algorithm $A$ with $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ sampled from the distribution $p(\cdot)$, we define its expectation $\mathbb{E}[A]:=\mathbb{E}_{\boldsymbol{\omega} \sim p}\left[1 / D \sum_{i=1}^{D} \cos \left(\boldsymbol{\omega}_{i}^{\top} \boldsymbol{z}\right)\right]$ and variance $\mathbb{V}[A]:=\mathbb{V}_{\boldsymbol{\omega} \sim p}\left[1 / D \sum_{i=1}^{D} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]$.
Theorem 2. (Lower variance) For the Gaussian kernel $k(\boldsymbol{x}, \boldsymbol{y})=\exp \left(-\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2} / 2 \sigma^{2}\right)$, denoting $Q:=$ $Q^{(1, d)}(f)$ for notational simplicity, then the variance of our third-degree stochastic interpolatory rule in Eq. (4.4) is

$$
\begin{equation*}
\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[R F F]=\frac{2}{D d}\left(\left[(1-Q)-\frac{1}{2} z^{2} e^{-\frac{z^{2}}{2}}\right]^{2}-\frac{1}{4} z^{4} e^{-z^{2}}\right) \tag{4.6}
\end{equation*}
$$

where $\mathbb{V}[R F F]=\left(1-e^{-z^{2}}\right)^{2} / 2 D$ is given by $\left[Y S C^{+} 16\right]$. Specifically, since $Q$ is the approximation of $I_{d}(f)=k(\boldsymbol{x}, \boldsymbol{y}) \in[0,1]$ for the Gaussian kernel, we can also consider $Q^{(1, d)}(f) \in[0,1],{ }^{2}$ then

$$
\begin{equation*}
\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[R F F]<0 \text { when } 1-Q<z^{2} e^{-\frac{z^{2}}{2}} \tag{4.7}
\end{equation*}
$$

Proof Refer to Appendix B.2.
Remark: The condition $1-Q<z^{2} e^{-\frac{z^{2}}{2}}$ in Eq. (4.7) is roughly equivalent to $z \leq 1.57$, which actually holds for most cases as demonstrated in Appendix B.2.3. In fact, this condition can be easily satisfied when we normalize $z:=\|\boldsymbol{x}-\boldsymbol{y}\|_{2} / \sigma$ to $z:=\|\boldsymbol{x}-\boldsymbol{y}\|_{2} / \sqrt{d \sigma^{2}}$ by a scaling factor $\sqrt{d}$. This operation is fair since it is quite common in high-dimensional statistics and random matrix theory [EK10, DW18, LR20], and our experiments employ this setting.

Here we compare it with other representative methods on the estimated variance reduction. Variance of ORF $\left[\mathrm{YSC}^{+} 16\right]$ is bounded by
with the function $g(z)=e^{z^{2}}\left(z^{8}+6 z^{6}+7 z^{4}+z^{2}\right) / 4+e^{z^{2}} z^{4}\left(z^{6}+2 z^{4}\right) / 2 d$. It can be found that, the function $g(z)$ actually increases in the exponential order of $z$, which leads to a loose bound for variance estimation. Further, Choromanski et al. [CRCW19] provide a refined analysis on orthogonal Monte Carlo sampling including ORF and ROM, the variance reduction of which is guaranteed at a certain $\mathcal{O}\left(d^{-3 / 2}\right)$ rate, slower than our $\mathcal{O}\left(d^{-2}\right)$ rate.
Variance of SSR [MKBO18] is bounded by

$$
\mathbb{V}[\mathrm{SSR}]-\mathbb{V}[\mathrm{RFF}] \leq \frac{1}{D} \underbrace{\left(\frac{8 d+12}{d-2}-\frac{\left(1-e^{-z^{2}}\right)^{2}}{2}\right)}_{\triangleq h_{\mathrm{SSR}}(z)>0}=\mathcal{O}\left(\frac{1}{d}\right)
$$

We find that, i) the above inequality for $\operatorname{SSR}[\mathrm{MKBO} 18]$ cannot strictly guarantee $\mathbb{V}[\mathrm{SSR}]<\mathbb{V}[\mathrm{RFF}]$ due to the positive $h_{\mathrm{SSR}}(z)$. While our theoretical result in Theorem 2 admits $\mathbb{V}\left[R_{1}(f)\right]<\mathbb{V}[R F F]$ under the condition in Eq. (4.7). ii) The variance of SSR converges at the $\mathcal{O}(1 / d)$ rate. Instead, by the sample average of $r_{1}(f, \boldsymbol{\omega})$ in $\mathrm{Eq}(4.3)$, our stochastic interpolatory rule $R_{1}(f)$ achieves a tighter approximation variance than SSR and a faster $\mathcal{O}\left(1 / d^{2}\right)$ convergence rate for variance reduction.

## 5 Relationship between Quadrature Methods

In this section, we investigate the relationship between our third-degree deterministic/stochastic fully symmetric interpolatory rules, SGQ [DDSR17], and SSR [MKBO18]. Subsequently, we cast them in our unifying framework for kernel approximation.

### 5.1 Relations to the third-degree SGQ rule

The sparse grids used in [DDSR17] is based on the Smolyak rule [HW08] with accuracy level $L \in \mathbb{C}$ for a $d$-dimensional integration. It can be approximated by a sequence of nested univariate quadrature rules in a tensor product fashion, i.e.

$$
\begin{equation*}
I_{d}(f) \approx A_{d, L}(f)=\sum_{q=0}^{L-1} \sum_{i \in \mathcal{C}_{q}^{d}}\left(\Delta_{i_{1}} \otimes \cdots \otimes \Delta_{i_{d}}\right)(f) \tag{5.1}
\end{equation*}
$$

[^2]with the index vector $\boldsymbol{i}=\left[i_{1}, i_{2}, \cdots, i_{d}\right]$. The $\operatorname{set} \mathcal{C}_{q}^{d}=\left\{\boldsymbol{i} \in \mathbb{N}^{d}: \sum_{j=1}^{d} i_{j}=d+q\right\}$ determines the possible accuracy level $i_{j}$ for each univariate quadrature and the nonnegative $q$ prescribes the range of the accuracy level $i_{j}$ in each dimension. $V_{i_{j}}$ is the univariate quadrature rule with the accuracy level $i_{j} \in \boldsymbol{i}$, which generates the difference $\Delta_{i}(f)=V_{i}(f)-V_{i-1}(f), \forall i \in \mathbb{N}$. This rule is a weighted sum of product rules with different combinations of accuracy levels $\boldsymbol{i}$.

To investigate the relationship between the third-degree SGQ and our third-degree fully symmetric interpolatory rule, we construct the third-degree SGQ in Eq. (5.1) using the symmetric univariate quadrature point set $\left\{-\hat{p}_{1}, 0, \hat{p}_{1}\right\}$ with the weight $\left(\hat{a}_{1}, \hat{a}_{0}, \hat{a}_{1}\right)$

$$
I_{d}(f) \approx\left(1-d+d \hat{a}_{0}\right) f(\mathbf{0})+\hat{a}_{1} \sum_{j=1}^{d}\left[f\left(\hat{p}_{1} \boldsymbol{e}_{j}\right)+f\left(-\hat{p}_{1} \boldsymbol{e}_{j}\right)\right] .
$$

If the nodes and their associated weights in the third-degree SGQ are chosen by the following scheme

$$
\hat{a}_{0}:=1-\frac{1}{\lambda_{1}^{2}}, \hat{p}_{1}:=\lambda_{1}, \hat{a}_{1}=\frac{1}{2 \lambda_{1}^{2}}
$$

then SGQ is equivalent to our deterministic fully symmetric interpolatory rule in Eq. (3.2), as shown in Figure 2. In this situation, the fully symmetric interpolatory rule can be regarded as a special case of SGQ [HN07].

### 5.2 Relations to the third-degree SSR rule

In the stochastic spherical-radial rule [GM98], the key step is a change of variable from the Cartesian vector $\boldsymbol{\omega} \in \mathbb{R}^{d}$ to a radius $r$ and direction vector $\boldsymbol{z} \in \mathbb{R}^{d}$. Let $\boldsymbol{\omega}=r \boldsymbol{z}$ with $\boldsymbol{z}^{\top} \boldsymbol{z}=1$, so that $\boldsymbol{\omega}^{\top} \boldsymbol{\omega}=r^{2}$ for $r \in[0, \infty)$, we have

$$
I_{d}(f)=\frac{(2 \pi)^{-\frac{d}{2}}}{2} \int_{U_{d}} \int_{-\infty}^{\infty}|r|^{d-1} e^{-\frac{r^{2}}{2}} f(r \boldsymbol{z}) \mathrm{d} \sigma(\boldsymbol{z}) \mathrm{d} r,
$$

where $\sigma(\cdot)$ is the spherical surface measure or the area element on $U_{d}$. SSR includes the following two stochastic integration rules.
stochastic radial rule: $R(h)=\sum_{i=1}^{\hat{N}} \hat{a}_{i} \frac{h\left(\rho_{i}\right)+h\left(-\rho_{i}\right)}{2}$ has the form of the weighted symmetric sums and approximate the infinite range integral $T(h)=\int_{-\infty}^{\infty} e^{-\frac{r^{2}}{2}}|r|^{d-1} h(r) \mathrm{d} r$. In its third-degree rule with $\hat{N}=1$, the node $\rho$ admits $\rho \sim \chi(d+2)$.
stochastic spherical rule: $S_{\boldsymbol{Q}}(s)=\sum_{i=1}^{\bar{N}} \bar{a}_{i} s\left(\boldsymbol{Q} \boldsymbol{z}_{j}\right)$, with a random orthogonal matrix $\boldsymbol{Q}$, approximate an integral of a function $s(\boldsymbol{z})$ over the surface of unit $d$-sphere $U_{d}$. Its third-degree rule can be constructed as

$$
\begin{equation*}
I_{\boldsymbol{Q}, U_{d}}(s)=\frac{\left|U_{d}\right|}{2 d} \sum_{j=1}^{d}\left[s\left(\boldsymbol{Q} \boldsymbol{e}_{j}\right)+s\left(-\boldsymbol{Q} \boldsymbol{e}_{j}\right)\right] \tag{5.2}
\end{equation*}
$$

where $\left|U_{d}\right|=2 \Gamma^{d}(1 / 2) / \Gamma(d / 2)=2 \sqrt{\pi^{d}} / \Gamma(d / 2)$ is the surface area of the unit sphere with the Gamma function $\Gamma$. Finally, the third-degree SSR rule in [MKBO18] combines the above two stochastic integrals

$$
I_{d}(f) \approx f(\mathbf{0})\left(1-\frac{d}{\rho^{2}}\right)+\sum_{j=1}^{d} \frac{f\left(-\rho \boldsymbol{Q} \boldsymbol{e}_{j}\right)+f\left(\rho \boldsymbol{Q} \boldsymbol{e}_{j}\right)}{2 \rho^{2}}
$$

with $\rho \sim \chi(d+2)$. And specifically, the random orthogonal matrix $\boldsymbol{Q}$ is substituted by butterfly matrices for space efficiency in their implementation.

Based on the above description, we find that there are two differences between the deterministic fully symmetric interpolatory rule and the SSR rule: one is the way of projection and the other is the selection scheme of the generator. For projection, our deterministic/stochastic interpolatory rules avoid constructing

Table 1: Relationship between kernel approximation methods.

| Methods | Parameters in Eq. (5.3) |
| :---: | :---: |
| SSR | $\beta:=d$ |
| $M^{(1, d)}(f)$ in Eq. (4.1) | $\rho:=\lambda_{1}^{2}$ and $\boldsymbol{Q}:=\boldsymbol{I}$ |
| ORF | $\beta:=d$ and $\rho \sim \chi(d)$ |
| $Q^{(1, d)}(f)$ in Eq. $(3.2)$ | $\rho:=\lambda_{1}^{2}, \boldsymbol{Q}:=\boldsymbol{I}$, and $\beta:=d$ |
| SGQ | $\rho:=\lambda_{1}^{2}, \boldsymbol{Q}:=\boldsymbol{I}, \beta:=d$ |
|  | $\left\{\hat{a}_{0}, \hat{p}_{0}, \hat{a}_{1}\right\} \leftarrow \lambda_{1}$ |

a random orthogonal matrix, which is not feasible to a high dimension $d .{ }^{3}$ For generator, our deterministic/stochastic interpolatory rules use a deterministic one instead of a randomized one. This is because, in a high-degree rule, it requires a large number of random generators and nodes to capture the underlying distribution [KS18].

Here we firstly study the relationship between our deterministic interpolatory rule and the stochastic spherical rule, and then investigate the relationship between our rule and SSR.
Theorem 3. The third-degree stochastic spherical integration rule in Eq. (5.2) can be obtained by the random orthogonal projection of our third-degree fully symmetric interpolatory rule in Eq. (3.2).
Proof Refer to Appendix C.
Accordingly, SSR can be obtained by our deterministic interpolatory rule in Eq. (3.2) with the following two randomized steps. i) random projection: by projecting our third-degree interpolatory rule to the spherical surface of $U_{d}$ with a uniform random orthogonal matrix $\boldsymbol{Q}$, we can obtain the third-degree stochastic spherical rule. ii) random generator: the deterministic generator $\lambda_{1}$ in Eq. (3.2) by Gaussian quadrature is substituted by a random variable $\rho$ with $\rho \sim \chi(d+2)$. By doing so, we can transform our interpolatory rule in Eq. (3.2) to SSR in Eq. (5.2), as shown in Figure 2. Similarly, in Eq. (5.2), if the random orthogonal matrix $\boldsymbol{Q}$ is chosen as the identity matrix, and the parameter $\rho$ equals to $\rho:=\lambda_{1}$, then the $\operatorname{SSR}$ rule is transformed to our deterministic fully symmetric interpolatory rule.

Apart from the relations between our deterministic rule and SSR, here we also study the relationship between our stochastic interpolatory rule and SSR. On the one hand, in Eq. (4.3), if we only consider $r_{m}(f, \boldsymbol{\omega})=f(\boldsymbol{\omega})$, and thus our stochastic interpolatory rule degenerates to RFF with the standard Monte Carlo sampling scheme. In the other hand, [MKBO18] point out that RFF or ORF can be regarded as a special case of the stochastic spherical-radial rule. Hence, our stochastic interpolatory rule and SSR can be connected together by RFF. Furthermore, if we only consider $M^{(1, d)}(f, \boldsymbol{\omega})$ in our stochastic interpolatory rule in Eq. (4.3), after the above two stochastic operations (random projection and random generator), it is a triple-stochastic rule with the following formulation

$$
\begin{equation*}
I_{d}(f) \approx f(\mathbf{0})\left(1-\frac{\beta}{\rho^{2}}\right)+\frac{\beta}{d} \sum_{j=1}^{d} \frac{f\left(-\rho \boldsymbol{Q} \boldsymbol{e}_{j}\right)+f\left(\rho \boldsymbol{Q} \boldsymbol{e}_{j}\right)}{2 \rho^{2}} \tag{5.3}
\end{equation*}
$$

where $\beta \sim \chi(d), \rho \sim \chi(d+2)$, and $\boldsymbol{Q}$ is a random orthogonal matrix. Specifically, we can easily verify that it is an unbiased estimator of $I_{d}(f)$. The deterministic fully symmetric interpolatory rule, ORF, SGQ, and the SSR rule can be regarded as some special cases of Eq. (5.3) with different parameters, see in Table 1.

## 6 Empirical Results

In this section, we empirically compare our deterministic/stochastic interpolatory rule with several representative approaches for kernel approximation, and then incorporate them into the kernel ridge regression (KRR) for classification on several benchmark datasets. Given nodes and weights in Eq (3.3), our algorithm is straightforward to be implemented for the feature mapping in (3.4) by our deterministic rule and Eq. (4.5) by our stochastic rule. We implement them in MATLAB and carry out on a PC with Intel ${ }^{\circledR}{ }^{\circledR}$ i7-8700K CPU $(3.70 \mathrm{GHz})$ and 64 GB RAM. The source code of our implementation will be public.
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Figure 3. Results on the RBF kernel in terms of approximation error (top), time cost (middle), and test accuracy (bottom).

Table 2: Dataset statistics and the number of nodes in fifth-degree rules.

| datasets | $d$ | \#training \#test | \#nodes $N$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | SGQ | Ours |
| magic04 | 10 | 9,510 | 9,510 | 221 | 201 |
| letter | 16 | 12,000 | 6,000 | 545 | 513 |
| ijcnn1 | 22 | 49,990 | 91,701 | 1013 | 969 |
| covtype | 54 | 290,506 | 290,506 | 5941 | 5833 |

### 6.1 Experimental settings

Kernel: According to the integral representation in Eq. (1.1), we choose the popular Gaussian kernel and the first-order arc-cosine kernel for experimental validation. Here we use the following formulation of the Gaussian kernel

$$
\begin{equation*}
k(\boldsymbol{x}, \boldsymbol{y})=\exp \left(-\frac{\|\boldsymbol{x}-\boldsymbol{y}\|_{2}^{2}}{2 d \sigma^{2}}\right) \tag{6.1}
\end{equation*}
$$

where the feature dimension $d$ is introduced into the kernel width for scaling that follows with [JŞS ${ }^{+} 20$, EK10, MKBO18], as suggested by Theorem 2. The parameter $\sigma^{2}$ is tuned via 5 -fold inner cross validation over a grid of $\{0.1,0.5,1,2,5,10\}$.

The used first-order arc-cosine kernel [CS09] is given by

$$
k(\boldsymbol{x}, \boldsymbol{y})=\frac{1}{\pi}\|\boldsymbol{x}\|_{2}\|\boldsymbol{y}\|_{2}(\sin \theta+(\pi-\theta) \cos \theta)
$$

with $\theta=\cos ^{-1}\left(\frac{\boldsymbol{x}^{\top} \boldsymbol{y}}{\|\boldsymbol{x}\|_{2}\|\boldsymbol{y}\|_{2}}\right)$. In this case, the nonlinear mapping $\phi\left(\boldsymbol{\omega}^{\top} \boldsymbol{x}\right)=\max \left\{0, \boldsymbol{\omega}^{\top} \boldsymbol{x}\right\}$ in Eq. (1.1) is actually a ReLU activation function.

Datasets: We consider four typical classification datasets including magic04, letter, ijcnn1, and covtype; see Table 2 for an overview. These datasets can be downloaded from https://www.csie.ntu.edu.tw/~cjlin/ libsvmtools/datasets/ or the UCI Machine Learning Repository ${ }^{4}$. We normalize all data sets to $[0,1]^{d}$ and use the pre-given training/test partition on the letter and ijcnn1 data sets. For the remaining two datasets, we randomly pick half of the data for training and the rest for test.
Compared methods: We compare the proposed deterministic/stochastic fully symmetric interpolatory rule with the following algorithms:

- RFF/MC [RR07]: The transformation matrix $\boldsymbol{W}_{\mathrm{RFF}}$ is constructed by the standard Monte Carlo sampling scheme with $W_{i j} \sim \mathcal{N}\left(0,1 / d \sigma^{2}\right)$ in Eq. (6.1) for Gaussian kernel approximation and $W_{i j} \sim$ $\mathcal{N}(0,1)$ for the first-order arc-cosine kernel approximation.
- ORF $\left[\mathrm{YSC}^{+} 16\right]$ : The transformation matrix $\boldsymbol{W}_{\text {ORF }}$ is constructed by a random orthogonal matrix with $\boldsymbol{W}=\boldsymbol{D} \boldsymbol{Q}$, where $\boldsymbol{D}$ is a diagonal matrix with diagonal elements sampled from the $\chi(d)$ distribution and $\boldsymbol{Q}$ is obtained from the QR decomposition of $\boldsymbol{W}_{\mathrm{RFF}}$. Note that, this approach can be applied to the arc-cosine kernel in practice but lacks theoretical guarantees.
- ROM [CRW17]: The transformation matrix $\boldsymbol{W}_{\text {ROM }}$ is constructed by a series of structural random orthogonal matrices with $\boldsymbol{W}=c \prod_{i=1}^{t} \boldsymbol{H} \boldsymbol{D}_{i}$, where $\boldsymbol{H}$ is a normalized Hadamard matrix and $\boldsymbol{D}_{i}$ is the Rademacher matrix with $\mathbb{P}\left(D_{i i}= \pm 1\right)=1 / 2$. Here $c$ is chosen as $\sqrt{2 / \sigma^{2}}$ for Gaussian kernel approximation and $\sqrt{d}$ for arc-cosine kernel approximation.
- QMC [ASYM16]: The transformation matrix $\boldsymbol{W}_{\mathrm{QMC}}$ is constructed by a deterministic low-discrepancy Halton sequence.
- SGQ [DDSR17]: This is a deterministic method that generates fixed-size feature mappings, which is constructed by the nodes and the weights. To make SGQ adaptively tune the feature dimension, we follow with [DDSR17] and subsample the grid nodes according to the distribution determined by their weights such that the mapping feature dimension is $D$.
- SSR [MKBO18]: The feature mapping is constructed by the third-degree stochastic spherical-radial rule. The required random orthogonal matrix $\boldsymbol{Q}$ in SSR is obtained by butterfly matrices.

Evaluation metrics: We evaluate the performance of all the compared algorithms in terms of approximation error, time cost, and test accuracy. The used kernel approximation measure here is the relative error in Frobenius form $\|\boldsymbol{K}-\hat{\boldsymbol{K}}\|_{\mathrm{F}} /\|\boldsymbol{K}\|_{\mathrm{F}}$ on a randomly selected subset with 1,000 observations. We record the time cost of each algorithm on generating feature mappings. Regarding to generalization performance, the classifier in this paper is chosen as the kernel ridge regression (KRR) with the closed-form formula [SVGDB ${ }^{+} 02$, JŞS $\left.{ }^{+} 20\right]$. The regularization parameter $\lambda$ in KRR is tuned via 5 -fold inner cross validation over a grid of $\{0.0001,0.001,0.01,0.1,0.5,1,10\}$. Denote $\boldsymbol{\eta} \in \mathbb{R}^{D}$ as the coefficient vector in KRR, for classification, we use the sign function $\operatorname{sign}\left[\operatorname{Re}\left(\Psi(\boldsymbol{x})^{\top} \boldsymbol{\eta}\right)\right]$ to output a binary classification label. It can be extended to multi-class classification using the one-versus-one/all scheme. All experiments are repeated 10 trials.

### 6.2 Evaluation for our deterministic rules

Our deterministic rule generates the fixed-size feature mapping $\Phi(\boldsymbol{x}) \in \mathbb{R}^{D}$, e.g., $D=2 d+1$ in our thirddegree rule $(m=1)$ and $D=1+2 d^{2}$ in our fifth-degree rule ( $m=2$ ). In this case, we consider a deterministic setting, in which RFF, ORF, ROM, QMC and SSR are conducted under the same feature dimension $D$ for fair comparison.
The third-degree case: The generated feature mapping dimension is $D=2 d+1$ for all of compared algorithms. Figure 3 shows the mean of approximation error, the time cost, and the classification accuracy (with one standard deviation denoted by error bars) across the Gaussian kernel, where the blue bar indicates the third-degree case. We find that, our deterministic rule significantly decreases the approximation error of RFF, QMC, and SGQ, achieves a comparable performance with ORF and ROM, but is slightly inferior
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Figure 4. Results on the first-order arc-cosine kernel in terms of approximation error (top), time cost (middle), and test accuracy (bottom).
to SSR. However, our deterministic rule obtains the similar time cost with RFF and is much efficient than SSR. In terms of generalization performance, most algorithms achieve the similar test accuracy on these datasets. Good kernel approximation quality indeed cannot guarantee the final good prediction. This is still an open question in theory, but, for the design of kernel approximation, it is reasonable to pursue small approximation errors. The reason may be that the approximated kernel is not necessarily optimal for classification/regression tasks, as discussed by [AKM ${ }^{+} 17$, ZMDR19, LHCS20].

Figure 4 shows the related results across the first-order arc-cosine kernel. The trends of the compared algorithms is analogous to those across the Gaussian kernel in Figure 3. To be specific, our deterministic rule performs better than RFF, ORF, QMC, and SGQ in most cases but is narrowly inferior to SSR and ROM. Nevertheless, our method is as efficient as RFF to generate the feature mapping while SSR requires several times computational cost. That means, our rule achieves a good trade-off between the approximation quality and computational complexity. Regarding to test accuracy, all of the compared algorithms perform well on the ijcnn1 and covtype data sets but prohibit distinct results on the magic04 and letter data sets. Nevertheless, our empirical results demonstrate that our approach achieves comparable quality on the final tasks with other representative random features based algorithms. Especially worthy of mention is, the approximation error of each algorithm on the arc-cosine kernel is generally larger than that of Gaussian kernel. One reason is that the integrand $f$ in the Gaussian kernel corresponds to trigonometric functions that is infinitely differentiable; while $f$ in the first-order arc-cosine kernel is actually a ReLU function that is non-differentiable. In fact, the differentiable property on the integrand significantly affects the approximation performance in Monte Carlo sampling, QMC, and quadrature based algorithms.
The fifth-degree case: The generated feature mapping dimension is $D=2 d^{2}+1$ for all of compared algorithms except SGQ. Note that, the fifth-degree SGQ requires a higher dimension with $D=1+2 d^{2}+2 d$, see in Table 2, which is still taken into comparisons. Figures 3 and 4 shows results across the Gaussian kernel and the first-order arc-cosine kernel, respectively, as illustrated by the yellow bar. It can be noticed that, all of algorithms achieve significant improvements on the approximation quality and generalization


Figure 5. Kernel approximation error on the RBF kernel (top) and the first-order arc-cosine kernel (bottom).


Figure 6: Time cost across the Gaussian kernel.
performance when compared to the third-degree case. More importantly, our fifth-degree rule achieves the best kernel approximation performance and is still as efficient as RFF. Although SSR performs well, it is relatively time-consuming on the feature mapping.

Based on the above results, we conclude that our deterministic third/fifth-degree rules are quite efficient to achieve promising performance on the approximation quality.

### 6.3 Evaluation for our stochastic rule

Apart from the above setting for deterministic rules, we also evaluate our stochastic rule under a dimensionadaptive setting, in which the feature dimension works in the $D=\{2 d, 4 d, 8 d, 16 d, 32 d\}$ order followed by [MKBO18]. In fact, our deterministic third/fifth-degree rules are associated with $D=2 d$ and $D=2 d^{2}$ order, which covers the low/high dimensional case, respectively. Since the feature dimension $D$ in our fifth-degree rule is quite high, we only consider the stochastic third-degree rule in our experiment. To purse a better approximation performance, our stochastic third-degree rule in Eq. (4.5) obtain $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ by SSR rather than Monte Carlo sampling. To incorporate SSR into our stochastic rule, we directly use a random orthogonal matrix $\boldsymbol{Q}$ instead of butterfly matrices in our implementation. Regarding to SGQ, following with [DDSR17], we use subsampled grids to output a dimension-adaptive feature mapping.
Kernel approximation quality: Figure 5 shows the mean of approximation errors across the Gaussian kernel and the first-order arc-cosine kernel (with one standard deviation denoted by error bars) under different feature dimensionality with $D=\{2 d, 4 d, 8 d, 16 d, 32 d\}$. We find that our method achieves a promising approximation performance on these data sets when compared to these representative kernel approximation


Figure 7: Classification accuracy of all the compared algorithms across the Gaussian kernel.


Figure 8. Comparisons of various sampling schemes in Eq. (4.5) for $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ across the Gaussian kernel on the magic04 data set.
methods. Especially on the letter and ijcnn1 data sets, our stochastic rule outperforms SSR with a significant margin due to the applied control variate technique. Besides, SGQ [DDSR17] with subsampled grids performs narrowly to RFF as reported by their findings. Our results verify this phenomenon, i.e., SGQ with subsampled grids almost always coincide with RFF on these data sets, which demonstrates the superiority of our used control variate technique to some extent. Similarly, approximation results on the arc-cosine kernel are similar to that of Gaussian kernel approximation.
Time cost: Here we choose two data sets, magic04 and covtype, to evaluate the time cost for generating randomized feature maps. Results of all the compared algorithms across the Gaussian kernel are shown in Figure 6. We find that RFF, ORF, QMC, and SGQ with subsampled grids achieves similar time cost. While our stochastic rule equipped with SSR takes a little more time but still in the same order. Interestingly, in the high dimensional case (e.g., $D=32 d$ in covtype), our stochastic method takes less time than SSR. This is because, we directly use a random orthogonal matrix $\boldsymbol{Q}$ instead of butterfly matrices as the Fast Discrete Walsh-Hadamard Transform in SSR is actually not efficient in high dimensions.
Generalization performance: As mentioned before, the compared algorithms achieve the similar test accuracy under $D=2 d+1$ and $D=2 d^{2}+1$ regimes. Figure 7 shows the test accuracy of each algorithm across the Gaussian kernel on the magic04 and covtype data sets under varying feature dimensionality. As we expected, there is no distinct difference of these approaches on the final classification accuracy.
Various sampling schemes: In our stochastic rule, $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ in Eq. (4.5) is obtained by SSR instead of the Monte Carlo sampling for better approximation quality. Here we experimentally evaluate the performance of our stochastic rule equipped with various sampling schemes, i.e., $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ are obtained by RFF, ORF, and QMC, termed as "Ours-RFF", "Ours-ORF", and "Ours-QMC", respectively. Figure 8 shows the approximation error and time cost of the compared algorithms across the Gaussian kernel on the magic04 data set. It can be found that, using different sampling schemes, our stochastic rule always achieves significant variance reduction when compared to the original RFF, ORF, and QMC, which demonstrates the effectiveness of our used control variate technique in Eq. (4.5). Besides, we observe that, the variance reduction effect weaken or
even disappear when $D$ is large. For example, "Ours-RFF" achieves the similar approximation performance with RFF when $D=32 d$. One reason might be that, the variance of our stochastic rule converges to that of RFF at a fast $\mathcal{O}\left(1 / d^{2}\right)$ rate, as demonstrated by Theorem 2 .

Regarding to the time cost, our stochastic rules including "Ours-RFF", "Ours-ORF", and "Ours-QMC", take more time than RFF, ORF, and QMC due to the extra computational cost on the applied deterministic fully symmetric rule. However, the time complexity of these algorithms are still in the same order $\mathcal{O}(D d)$.

## 7 Conclusion

We present deterministic/stochastic quadrature methods based on the fully symmetric interpolatory rule to approximate the shift-invariant Gaussian kernel and rotation-invariant arc-cosine kernels. Specifically, the weighting function $p(\cdot)$ can be chosen as other fully symmetric distributions, e.g., student-t distribution in [GM98], which is able to expand the usage of considered kernels. Our deterministic method achieves a good trade-off between approximation quality and space/time efficiency; Our stochastic rule exhibits nice statistical properties and performs well on real datasets. By studying the relations between quadrature based algorithms, our unified framework demonstrate that, i) our deterministic interpolatory rule recovers SGQ when choosing a suitable choice of parameters; ii) SSR can be regarded as a doubly stochastic version of our deterministic rule via a random projection scheme and a randomized generator.
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## A Fifth-degree Fully Symmetric Interpolatory Rules

When choosing $m=2$ in Eq. (3.1), we obtain a fifth-degree rule $Q^{(2, d)}$ with $\|\boldsymbol{p}\|_{1} \leq 2$ to further improve the approximation accuracy. To derive the fifth-degree rule, we can cast it in three cases, i.e., $\|\boldsymbol{p}\|_{1}=0$, $\|\boldsymbol{p}\|_{1}=1$, and $\|\boldsymbol{p}\|_{1}=2$.

If $\|\boldsymbol{p}\|_{1}=0$, we have $p_{i}=0, \boldsymbol{\lambda}=\mathbf{0}$, and $K=0$. Then the weight $a_{0}^{(2, d)}$ is

$$
\begin{equation*}
a_{0}^{(2, d)}=\sum_{\|\boldsymbol{u}\|_{1} \leq 2} \prod_{i=1}^{d} \frac{b_{u_{i}}}{\prod_{j=0, \neq 0}^{u_{i}}\left(\lambda_{0}^{2}-\lambda_{j}^{2}\right)}=1-\frac{d}{\lambda_{1}^{2}}+\frac{d(d-1)}{2 \lambda_{1}^{4}}+\frac{d\left(3-\lambda_{1}^{2}\right)}{\lambda_{1}^{2} \lambda_{2}^{2}} \tag{A.1}
\end{equation*}
$$

where $b_{2}=3-\lambda_{1}^{2}$ is obtained by Eq. (2.3). In our derivation, $\|\boldsymbol{u}\|_{1} \leq 2$ is cast into three cases: $\boldsymbol{u}=\mathbf{0}$, $\|\boldsymbol{u}\|_{1}=1$, and $\|\boldsymbol{u}\|_{1}=2$ for calculation.

If $\|\boldsymbol{p}\|_{1}=1$, only one element of $\boldsymbol{p}$ is 1 and the remaining are zero. We thereby have $K=1$ and $\boldsymbol{\lambda}=\lambda_{1} \boldsymbol{e}_{i}$ with $i=1,2, \ldots, d$, where $\boldsymbol{e}_{i}$ is a unit vector with the $i$-th element being 1 . Without loss of generality, assuming $\boldsymbol{p}=[1,0, \cdots, 0]$, the weight $a_{1}^{(2, d)}$ is computed as

$$
\begin{equation*}
a_{1}^{(2, d)}=\frac{1}{2} \sum_{\|\boldsymbol{u}\|_{1} \leq 1} \prod_{i=1}^{d} \frac{b_{u_{i}+p_{i}}}{\prod_{j=0, \neq p_{i}}^{u_{i}+p_{i}}\left(\lambda_{p_{i}}^{2}-\lambda_{j}^{2}\right)}=\frac{1}{2 \lambda_{1}^{2}}+\frac{3-\lambda_{1}^{2}}{2 \lambda_{1}^{2}\left(\lambda_{1}^{2}-\lambda_{2}^{2}\right)}-\frac{d-1}{2 \lambda_{1}^{4}}, \tag{A.2}
\end{equation*}
$$

where $\|\boldsymbol{u}\|_{1} \leq 1$ is cast into two cases: $\boldsymbol{u}=\mathbf{0}$ and $\|\boldsymbol{u}\|_{1}=1$ for derivation.
If $\|\boldsymbol{p}\|_{1}=2$, the derivation is a little complex and we cast it into two cases. One is that there are two elements in $\boldsymbol{p}$ being 1, i.e., $p_{i}=p_{j}=1$ with $i \neq j$. The other is only one element of $\boldsymbol{p}$ being 2 , i.e., $p_{i}=2$. For the $p_{i}=p_{j}=1$ case, we have $K=2$ and $\boldsymbol{\lambda}=\lambda_{1} s_{l}^{+}$or $\boldsymbol{\lambda}=\lambda_{1} s_{l}^{-}$, where the point sets of $s_{l}^{+}$and $s_{l}^{-}$are given by

$$
\begin{aligned}
& \left\{s_{l}^{+}\right\}_{l=1}^{d(d-1) / 2}:=\left\{\boldsymbol{e}_{i}+\boldsymbol{e}_{j}: i<j, i, j=1,2, \cdots, d\right\} \\
& \left\{\boldsymbol{s}_{l}^{-}\right\}_{l=1}^{d(d-1) / 2}:=\left\{\boldsymbol{e}_{i}-\boldsymbol{e}_{j}: i<j, i, j=1,2, \cdots, d\right\}
\end{aligned}
$$

Without loss of generality, assuming $\boldsymbol{p}=[1,1,0, \cdots, 0]$, the weight $a_{2}^{(2, d)}$ is

$$
\begin{equation*}
a_{2}^{(2, d)}=\frac{1}{4} \prod_{i=1}^{d} \frac{b_{p_{i}}}{\prod_{j=0, \neq p_{i}}^{p_{i}}\left(\lambda_{p_{i}}^{2}-\lambda_{j}^{2}\right)}=\frac{1}{4}\left[\frac{b_{1}}{\left(\lambda_{1}^{2}-\lambda_{0}^{2}\right)}\right]^{2}=\frac{1}{4 \lambda_{1}^{4}} \tag{A.3}
\end{equation*}
$$

For the $p_{i}=2$ case, we have $K=1$ and $\boldsymbol{\lambda}=\lambda_{2} \boldsymbol{e}_{i}$. Without loss of generality, assuming $\boldsymbol{p}=[2,0, \cdots, 0]$, the weight $a_{3}^{(2, d)}$ is computed as

$$
\begin{equation*}
a_{3}^{(2, d)}=\frac{1}{2} \prod_{i=1}^{d} \frac{b_{p_{i}}}{\prod_{j=0, \neq p_{i}}^{p_{i}}\left(\lambda_{p_{i}}^{2}-\lambda_{j}^{2}\right)}=\frac{3-\lambda_{1}^{2}}{2 \lambda_{2}^{2}\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right)} . \tag{A.4}
\end{equation*}
$$

Accordingly, combining the derived weights in Eqs. (A.1), (A.2), (A.3), and (A.4), the fifth-degree full symmetric interpolatory rule is

$$
\begin{aligned}
Q^{(2, d)}(f) & =a_{0}^{(2, d)} f(\mathbf{0})+a_{1}^{(2, d)} \sum_{i=1}^{d}\left[f\left(\lambda_{1} \boldsymbol{e}_{i}\right)+f\left(-\lambda_{1} \boldsymbol{e}_{i}\right)\right] \\
& +a_{2}^{(2, d)} \sum_{i=1}^{d(d-1) / 2}\left[f\left(\lambda_{1} \boldsymbol{s}_{i}^{+}\right)+f\left(-\lambda_{1} \boldsymbol{s}_{i}^{+}\right)+f\left(\lambda_{1} \boldsymbol{s}_{i}^{-}\right)+f\left(-\lambda_{1} \boldsymbol{s}_{i}^{-}\right)\right]+a_{3}^{(2, d)} \sum_{i=1}^{d}\left[f\left(\lambda_{2} \boldsymbol{e}_{i}\right)+f\left(-\lambda_{2} \boldsymbol{e}_{i}\right)\right] \\
& :=a_{0}^{(2, d)} f(\mathbf{0})+\sum_{j=1}^{2 d}\left(a_{1}^{(2, d)} f\left(\boldsymbol{P}_{j, 1}\right)+a_{3}^{(2, d)} f\left(\boldsymbol{P}_{j, 3}\right)\right)+a_{2}^{(2, d)} \sum_{j=1}^{2 d(d-1)} f\left(\boldsymbol{P}_{j, 2}\right)
\end{aligned}
$$

where

$$
\boldsymbol{P}_{j, 1}=\left\{\begin{array}{c}
\lambda_{1} \boldsymbol{e}_{i} ; a_{i}=\frac{1}{2 d} ; 1 \leq i \leq d \\
-\lambda_{1} \boldsymbol{e}_{i-d} ; d+1 \leq i \leq 2 d
\end{array}\right.
$$

$$
\begin{gathered}
\boldsymbol{P}_{j, 3}=\left\{\begin{array}{cl}
\lambda_{2} \boldsymbol{e}_{i} ; 1 \leq i \leq d \\
-\lambda_{2} \boldsymbol{e}_{i-d} ; & d+1 \leq i \leq 2 d
\end{array}\right. \\
\boldsymbol{P}_{j, 2}= \begin{cases}\lambda_{1}\left(\boldsymbol{e}_{i}+\boldsymbol{e}_{t}\right) & i, t=1, \ldots, d ; i<t \\
\lambda_{1}\left(\boldsymbol{e}_{i}-\boldsymbol{e}_{t}\right) & i, t=1, \ldots, d ; i<t \\
\lambda_{1}\left(-\boldsymbol{e}_{i}+\boldsymbol{e}_{t}\right) & i, t=1, \ldots, d ; i<t \\
\lambda_{1}\left(-\boldsymbol{e}_{i}-\boldsymbol{e}_{t}\right) & i, t=1, \ldots, d ; i<t\end{cases}
\end{gathered}
$$

Similar to the third-degree rule, we also choose $\lambda_{i}$ by successive extensions of the one-dimensional 3-point Gauss-Hermite rule.

## B Statistical Guarantees of Stochastic Interpolatory Rules

This section includes three parts:

- in Section B.1, we prove Theorem 1, that is, our third-degree stochastic interpolatory rule $R_{m}(f)$ is an unbiased $2 m+1$ degree rule for $I_{d}(f)$ with $m=1$.
- in Section B.2, we prove Theorem 2 that gives the variance of our third-degree stochastic interpolatory rule, i.e., $\mathbb{V}\left[R_{1}(f)\right]$.


## B. 1 Proof of Theorem 1

Proof Here we prove the unbiased property of the third-degree rule, and further, under suitable modifications, our proofs can be extended to that of the fifth-degree stochastic rule.

We compute $I\left(\tilde{a}_{\boldsymbol{p}}^{(1, d)}(\boldsymbol{\omega})\right)$ as follows. For $\tilde{a}_{0}^{(1, d)}$

$$
I\left(\tilde{a}_{0}^{(1, d)}\right)=\int_{\mathbb{R}^{d}} p(\boldsymbol{\omega})\left(1-\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2}}\right) \mathrm{d} \boldsymbol{\omega}=a_{0}^{(1, d)}
$$

For $\tilde{a}_{1}^{(1, d)}$, we have

$$
I\left(\tilde{a}_{1}^{(1, d)}\right)=\frac{1}{2 d \lambda_{1}^{2}} \int_{\mathbb{R}^{d}} p(\boldsymbol{\omega})\left(\sum_{i=1}^{d} \omega_{i}^{2}\right) \mathrm{d} \boldsymbol{\omega}=a_{1}^{(1, d)}
$$

So we have $a_{\boldsymbol{p}}^{(1, d)}=I_{d}\left[\tilde{a}_{\boldsymbol{p}}^{(1, d)}(\boldsymbol{\omega})\right]$, and thus $Q^{(1, d)}(f)=I_{d}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]$. Due to $I(f)=\mathbb{E}_{\boldsymbol{\omega} \sim p(\cdot)}[f(\boldsymbol{\omega})]$, we have $Q^{(1, d)}(f)=\mathbb{E}_{\boldsymbol{\omega} \sim p(\cdot)}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]$. Based on this, the expectation of $r_{1}(f, \boldsymbol{\omega})$ is

$$
\begin{aligned}
\mathbb{E}_{\boldsymbol{\omega}}\left[r_{1}(f, \boldsymbol{\omega})\right] & =\mathbb{E}[f(\boldsymbol{\omega})]-\mathbb{E}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]+\mathbb{E}\left\{I_{d}\left[M^{(1, d)}(f)\right]\right\} \\
& =I_{d}[f(\boldsymbol{\omega})]-Q^{(1, d)}(f)+Q^{(1, d)}(f) \\
& =I_{d}(f)
\end{aligned}
$$

Accordingly, if $D$ random nodes $\left\{\boldsymbol{\omega}_{i}\right\}_{i=1}^{D}$ are sampling from $p(\boldsymbol{\omega})$, the average $R_{1}(f)$ is unbiased for $I_{d}(f)$.
Besides, if we choose $f(\boldsymbol{\omega})=\boldsymbol{\omega}^{2 \boldsymbol{u}}$ with $\|\boldsymbol{u}\|_{1} \leq 1$, then we have $r_{1}(f, \boldsymbol{\omega})=Q^{(1, d)}(f)=I_{d}\left[M^{(1, d)}(f, \boldsymbol{\omega})\right]$. If we choose $f(\boldsymbol{\omega})=\boldsymbol{\omega}^{\boldsymbol{u}}$ in which at least one element of $\boldsymbol{u}$ is odd, we have $r_{1}(f, \boldsymbol{\omega})=0$. So it means that $r_{1}(f, \boldsymbol{\omega})$ is a third-degree rule for $I_{d}(f)$. Hence, $R_{1}(f)$ is an unbiased third-degree stochastic rule for $I_{d}(f)$, which concludes the proof.

## B. 2 Proof of Theorem 2 and its condition verification

This section aims to prove Theorem 2 including three parts. In Section B.2.1, we present Lemma B. 1 that is used to prove Theorem 2. The proof of Theorem 2 can be found in Section B.2.2. In Section B.2.3, we verify the condition for $\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[\mathrm{RFF}]<0$ in Theorem 2 holds for most cases.

## B.2.1 Proof of Lemma B. 1

To aid the proof of Theorem 2, we need the following lemma.
Lemma B.1. Denote $\boldsymbol{\omega}=\left[\omega_{1}, \omega_{2}, \cdots, \omega_{d}\right]^{\top} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right), \boldsymbol{z}=\boldsymbol{x}-\boldsymbol{y} / \sigma=\left[z_{1}, z_{2}, \cdots, z_{d}\right]^{\top}$, and $f(\boldsymbol{\omega})=$ $\cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)$, we have

$$
\mathbb{E}_{\boldsymbol{\omega}}\left(f(\boldsymbol{\omega}) \sum_{j=1}^{d} \omega_{j}^{2}\right)=e^{-\frac{\|\boldsymbol{z}\|_{2}^{2}}{2}}\left(d-\|\boldsymbol{z}\|_{2}^{2}\right)
$$

Proof We expand $\mathbb{E}_{\boldsymbol{\omega}}\left(f(\boldsymbol{\omega}) \sum_{j=1}^{d} \omega_{j}^{2}\right)$ as

$$
\mathbb{E}_{\boldsymbol{\omega}}\left(f(\boldsymbol{\omega}) \sum_{j=1}^{d} \omega_{j}^{2}\right)=\sum_{j=1}^{d} \mathbb{E}_{\boldsymbol{\omega}}\left[\omega_{j}^{2} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]
$$

The $j$-th term $\omega_{j}^{2} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)$ can be reformulated as

$$
\begin{align*}
\omega_{j}^{2} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right) & =\omega_{j}^{2} \cos \left(\omega_{j} z_{j}+\sum_{t=1, \neq j}^{d} \omega_{t} z_{t}\right) \\
& =\omega_{j}^{2}\left[\cos \left(\omega_{j} z_{j}\right) \cos \left(\sum_{t=1, \neq j}^{d} \omega_{t} z_{t}\right)-\sin \left(\omega_{j} z_{j}\right) \sin \left(\sum_{t=1, \neq j}^{d} \omega_{t} z_{t}\right)\right] \tag{B.1}
\end{align*}
$$

Now we compute $\mathbb{E}_{\omega_{j}}\left[\omega_{j}^{2} \cos \left(\omega_{j} z_{j}\right)\right]$ as follows.

$$
\begin{align*}
\mathbb{E}\left[\omega_{j}^{2} \cos \left(\omega_{j} z_{j}\right)\right] & =\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \omega_{j}^{2} \cos \left(\omega_{j} z_{j}\right) e^{-\frac{\omega_{j}^{\top} \omega_{j}}{2}} \mathrm{~d} \omega_{j} \\
& =\operatorname{Re}\left(\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} \omega_{j}^{2} e^{\mathrm{i} \omega_{j} z_{j}} e^{-\frac{\omega_{j}^{\top} \omega_{j}}{2}} \mathrm{~d} \omega_{j}\right) \\
& =\operatorname{Re}\left(\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} \omega_{j}^{2} e^{-\frac{z_{j}^{2}}{2}} e^{-\frac{\left(\omega_{j}-\mathrm{i} z_{j}\right)^{2}}{2}} \mathrm{~d} \omega_{j}\right)  \tag{B.2}\\
& =e^{-\frac{z_{j}^{2}}{2}} \mathbb{E}_{\omega_{j}}\left(\omega_{j}^{2}\right) \text { with } \omega_{j} \sim \mathcal{N}\left(\mathrm{i} z_{j}, 1\right) \\
& =e^{-\frac{z_{j}^{2}}{2}}\left[1+\left(\mathrm{i} z_{j}\right)^{2}\right]=e^{-\frac{z_{j}^{2}}{2}}\left(1-z_{j}^{2}\right),
\end{align*}
$$

where i denotes the imaginary unit. Similarly, $\mathbb{E}\left[\omega_{j}^{2} \sin \left(\omega_{j} z_{j}\right)\right]$ can be computed as

$$
\begin{equation*}
\mathbb{E}\left[\omega_{j}^{2} \sin \left(\omega_{j} z_{j}\right)\right]=\operatorname{Im}\left(\int_{-\infty}^{\infty} \frac{\omega_{j}^{2} e^{-\frac{z_{j}^{2}}{2}}}{\sqrt{2 \pi}} e^{-\frac{\left(\omega_{j}-\mathrm{i} z_{j}\right)^{2}}{2}} \mathrm{~d} \omega_{j}\right)=0 \tag{B.3}
\end{equation*}
$$

Besides, by virtue of the above derivation, or directly using Bochner theorem [Boc05] for the Gaussian kernel $\mathbb{E}_{\boldsymbol{\omega}}\left[\cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]=e^{-\|\boldsymbol{z}\|_{2}^{2} / 2}$, we have

$$
\begin{equation*}
\mathbb{E}_{\left\{\omega_{1}, \cdots, \omega_{d}\right\} \backslash \omega_{j}}\left[\cos \left(\sum_{t=1, \neq j}^{d} \omega_{t} z_{t}\right)\right]=e^{-\frac{\|z\|_{2}^{2}-z_{j}^{2}}{2}} . \tag{B.4}
\end{equation*}
$$

Combine the above equations in Eqs. (B.1), (B.2), (B.3), and (B.4), we have

$$
\begin{align*}
\mathbb{E}_{\boldsymbol{\omega}}\left[\omega_{j}^{2} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right] & =\mathbb{E}_{\omega_{j}}\left[\omega_{j}^{2} \cos \left(\omega_{j} z_{j}\right)\right] \mathbb{E}_{\left\{\omega_{1}, \cdots, \omega_{d}\right\} \backslash \omega_{j}}\left[\cos \left(\sum_{t=1, \neq j}^{d} \omega_{t} z_{t}\right)\right] \\
& =e^{-\frac{z_{j}^{2}}{2}}\left(1-z_{j}^{2}\right) e^{-\frac{\|z\|_{2}^{2}-z_{j}^{2}}{2}}  \tag{B.5}\\
& =\left(1-z_{j}^{2}\right) e^{-\frac{\|z\|_{2}^{2}}{2}} .
\end{align*}
$$

Accordingly, we can conclude

$$
\mathbb{E}_{\boldsymbol{\omega}}\left(f(\boldsymbol{\omega}) \sum_{j=1}^{d} \omega_{j}^{2}\right)=\sum_{j=1}^{d} \mathbb{E}_{\boldsymbol{\omega}}\left[\omega_{j}^{2} \cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]=e^{-\frac{\|\boldsymbol{z}\|_{2}^{2}}{2}} \sum_{i=1}^{d}\left(1-z_{j}^{2}\right)
$$

which yields the final result.

## B.2.2 Proof of Theorem 2

In the next, we are ready to prove Theorem 2.
Proof For ease of description, we use some short notations including $\sum_{i=1}^{d}[f]:=\sum_{i=1}^{d}\left[f\left(\lambda_{1} \boldsymbol{e}_{i}\right)+f\left(-\lambda_{1} \boldsymbol{e}_{i}\right)\right]$, $Q:=Q^{(1, d)}(f)$, and $z:=\|\boldsymbol{z}\|_{2}$.

Recall RFF, its kernel approximation form is obtained via the Monte Carlo sampling

$$
\frac{1}{D} \sum_{i=1}^{D} \cos \left(\boldsymbol{\omega}_{i}^{\top} \boldsymbol{z}\right), \quad \boldsymbol{\omega}_{i} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)
$$

According to $\mathbb{E}\left[\cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]=e^{-z^{2} / 2}$ and $\mathbb{V}\left[\cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)\right]=\left(1-e^{-z^{2}}\right)^{2} / 2\left[\mathrm{YSC}^{+} 16\right]$, we have

$$
\mathbb{E}[\mathrm{RFF}]=e^{-z^{2} / 2}, \mathbb{V}[\mathrm{RFF}]=\frac{\left(1-e^{-z^{2}}\right)^{2}}{2 D}
$$

Due to $\mathbb{V}\left[R_{m}(f)\right]=\frac{1}{D}\left(\mathbb{V}\left[r_{m}(f)\right]\right)$ with $\boldsymbol{\omega} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{I}_{d}\right)$, in the next we focus on $\mathbb{V}\left[r_{m}(f)\right]$. The variance of $r_{m}(f)$ can be formulated as

$$
\begin{aligned}
\mathbb{V}\left[r_{m}(f)\right] & =\mathbb{E}\left[f(\boldsymbol{\omega})-M^{(m, d)}(f)+Q^{(m, d)}(f)\right]^{2}-\left\{\mathbb{E}\left[f(\boldsymbol{\omega})-M^{(m, d)}(f)+Q^{(m, d)}(f)\right]\right\}^{2} \\
& =\mathbb{E}\left[f(\boldsymbol{\omega})-M^{(m, d)}(f)+Q^{(m, d)}(f)\right]^{2}-\{\mathbb{E}[f(\boldsymbol{\omega})]\}^{2} \\
& =\mathbb{E}\left[f(\boldsymbol{\omega})-M^{(m, d)}(f)+Q^{(m, d)}(f)\right]^{2}-e^{-z^{2}}
\end{aligned}
$$

where the used Gaussian kernel admits $f(\boldsymbol{\omega})=\cos \left(\boldsymbol{\omega}^{\top} \boldsymbol{z}\right)$.
Further, the above equation can be rewritten as

$$
\begin{align*}
\mathbb{V}\left[r_{m}(f)\right]= & \mathbb{E}\left[f^{2}(\boldsymbol{\omega})\right]+\mathbb{E}\left[\left(M^{(m, d)}(f)\right)^{2}\right]+\left[Q^{(m, d)}(f)\right]^{2}+2 \mathbb{E}\left[f(\boldsymbol{\omega}) Q^{(m, d)}(f)\right]-2 \mathbb{E}\left[f(\boldsymbol{\omega}) M^{(m, d)}(f)\right] \\
& -2 \mathbb{E}\left[M^{(m, d)}(f) Q^{(m, d)}(f)\right]-e^{-z^{2}}  \tag{B.6}\\
= & D \mathbb{V}[\operatorname{RFF}]-\left[Q^{(m, d)}(f)\right]^{2}+2 e^{-z^{2} / 2} Q^{(m, d)}(f)+\mathbb{E}\left[\left(M^{(m, d)}(f)\right)^{2}\right]-2 \mathbb{E}\left[f(\boldsymbol{\omega}) M^{(m, d)}(f)\right]
\end{align*}
$$

Hence, we need to bound $\mathbb{E}\left[\left(M^{(m, d)}(f)\right)^{2}\right]$ and $\mathbb{E}\left[f(\boldsymbol{\omega}) M^{(m, d)}(f)\right]$ in Eq. (B.6).
First, for our third-degree rule, we estimate $\mathbb{E}\left[\left(M^{(m, d)}(f)\right)^{2}\right]$ by expanding $\left[M^{(m, d)}(f)\right]^{2}$ in Eq. (4.1) with $m=1$

$$
\begin{aligned}
{\left[M^{(1, d)}(f)\right]^{2} } & =\left(1-\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2}}\right)^{2}+\frac{\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)^{2}}{4 \lambda_{1}^{4} d^{2}}\left\{\sum_{i=1}^{d}[f]\right\}^{2}+\left(1-\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2}}\right) \frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2} d} \sum_{i=1}^{d}[f] \\
& =1-\frac{2 \sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2}}+\frac{\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)^{2}}{\lambda_{1}^{4}}+\frac{\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)^{2}}{4 \lambda_{1}^{4} d^{2}}\left\{\sum_{i=1}^{d}[f]\right\}^{2}+\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2} d} \sum_{i=1}^{d}[f]-\frac{\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)^{2}}{\lambda_{1}^{4} d} \sum_{i=1}^{d}[f]
\end{aligned}
$$

where we use $f(\mathbf{0})=1$. Accordingly, the expectation of $\left[M^{(1, d)}(f)\right]^{2}$ is

$$
\begin{equation*}
\mathbb{E}\left[M^{(1, d)}(f)\right]^{2}=1-\frac{2 d}{\lambda_{1}^{2}}+\frac{d^{2}+2 d}{\lambda_{1}^{4}}+\frac{d+2}{4 \lambda_{1}^{4} d}\left\{\sum_{i=1}^{d}[f]\right\}^{2}+\frac{1}{\lambda_{1}^{2}} \sum_{i=1}^{d}[f]-\frac{d+2}{\lambda_{1}^{4}} \sum_{i=1}^{d}[f] \tag{B.7}
\end{equation*}
$$

where we use $\sum_{i=1}^{d} \omega_{i}^{2} \sim \chi(d)$. Also, we have $\mathbb{E}\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)=d, \mathbb{V}\left(\sum_{i=1}^{d} \omega_{i}^{2}\right)=2 d$ and $\mathbb{E}\left(\left[\sum_{i=1}^{d} \omega_{i}^{2}\right]^{2}\right)=d^{2}+2 d$.
Second, we estimate $-2 \mathbb{E}\left[f(\boldsymbol{\omega}) M^{(1, d)}(f)\right]$. The notation $f(\boldsymbol{\omega}) M^{(1, d)}(f)$ is formulated as

$$
f(\boldsymbol{\omega}) M^{(1, d)}(f)=\left(1-\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{\lambda_{1}^{2}}\right) f(\boldsymbol{\omega})+\frac{\sum_{i=1}^{d} \omega_{i}^{2}}{2 \lambda_{1}^{2} d} f(\boldsymbol{\omega}) \sum_{i=1}^{d}[f] .
$$

Accordingly, we have

$$
\begin{equation*}
-2 \mathbb{E}\left[f(\boldsymbol{\omega}) M^{(1, d)}(f)\right]=-2 e^{-z^{2} / 2}+\frac{2}{\lambda_{1}^{2}} \mathbb{E}\left[f(\boldsymbol{\omega}) \sum_{i=1}^{d} \omega_{i}^{2}\right]-\frac{\sum_{i=1}^{d}[f]}{\lambda_{1}^{2} d} \mathbb{E}\left[f(\boldsymbol{\omega}) \sum_{i=1}^{d} \omega_{i}^{2}\right] \tag{B.8}
\end{equation*}
$$

where we use $f(\mathbf{0})=1$ and $\mathbb{E}[f(\boldsymbol{w})]=e^{-z^{2} / 2}$. Hence, combining Eqs. (B.6), (B.7), (B.8) and Lemma B.1, the variance of $r_{m}(f)$ with $m=1$ is

$$
\begin{align*}
\mathbb{V}\left[r_{1}(f)\right]-D \mathbb{V}[\mathrm{RFF}] & =1-\frac{d}{\lambda_{1}^{2}}+\frac{d^{2}+2 d}{\lambda_{1}^{4}}+\frac{d+2}{4 \lambda_{1}^{4} d}\left\{\sum_{i=1}^{d}[f]\right\}^{2}+\frac{1}{\lambda_{1}^{2}} \sum_{i=1}^{d}[f]-\frac{d+2}{\lambda_{1}^{4}} \sum_{i=1}^{d}[f] \\
& -\left[Q^{(1, d)}(f)\right]^{2}+2 e^{-z^{2} / 2} Q^{(1, d)}(f)-2 e^{-z^{2} / 2}+\frac{1}{\lambda_{1}^{2}}\left(2-\frac{\sum_{i=1}^{d}[f]}{d}\right) e^{-\frac{z^{2}}{2}}\left(d-z^{2}\right) \tag{B.9}
\end{align*}
$$

Due to $\sum_{i=1}^{d}[f]=2 \lambda_{1}^{2} Q-2 \lambda_{1}^{2}+2 d$ in the third-degree fully symmetric interpolatory rule, we have

$$
\mathbb{E}\left[M^{(1, d)}(f)\right]^{2}=1+\frac{d+2}{d}(Q-1)^{2}+2(Q-1)
$$

and

$$
-2 \mathbb{E}\left[f(\boldsymbol{\omega}) M^{(1, d)}(f)\right]=-\frac{2(Q-1)}{d} e^{-\frac{z^{2}}{2}}\left(d-z^{2}\right)
$$

Hence, combing the above two equations, Eq. (B.9) can be further improved as

$$
\begin{align*}
\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[\mathrm{RFF}] & =\frac{2}{D d}\left((1-Q)^{2}-(1-Q) z^{2} e^{-\frac{z^{2}}{2}}\right) \\
& =\frac{2}{D d}\left(\left[(1-Q)-\frac{1}{2} z^{2} e^{-\frac{z^{2}}{2}}\right]^{2}-\frac{1}{4} z^{4} e^{-z^{2}}\right) \tag{B.10}
\end{align*}
$$

Since $Q:=Q^{(1, d)}(f)$ is the approximation of $I_{d}(f)=k(\boldsymbol{x}, \boldsymbol{y}) \in[0,1]$ for the Gaussian kernel, we can also consider $Q^{(1, d)}(f) \in[0,1]$. Note that, even if the estimation $Q^{(1, d)}(f)$ is out of $[0,1]$, we can still set it to $[0,1]$ by a threshold operator and thus $1-Q \geq 0$. Finally, Eq. (B.10) can be formulated as

$$
\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[\mathrm{RFF}]<0 \text { when } 1-Q<z^{2} e^{-\frac{z^{2}}{2}}
$$

which concludes the proof.

## B.2.3 Condition verification of Theorem 2

For the Gaussian kernel, denote $Q:=k(\boldsymbol{x}, \boldsymbol{y})+\epsilon=e^{-\frac{z^{2}}{2}}+\epsilon$ with a residual error $\epsilon$, then the used condition $1-Q<z^{2} e^{-\frac{z^{2}}{2}}$ in Theorem 2 is equivalent to

$$
\begin{equation*}
\epsilon>1-\left(z^{2}+1\right) e^{-\frac{z^{2}}{2}}=: J(z) \tag{B.11}
\end{equation*}
$$



Figure 9: Empirical distribution of $z$ in (a) and $J(z)$ in (b).

In the next, we investigate the empirical distribution of $z$ and plot $J(z)$ to find the feasible region for $\epsilon$.
Figure 9(a) is given by $\left[\mathrm{YSC}^{+} 16\right]$ (see Figure 2(c) in their paper), which shows distribution of $z$ for several datasets. The count is normalized such that the area under curve for each dataset is 1 . Observe that most nodes in all the datasets have $z<2$. Based on this, we plot $J(z)$ versus $z$ on a range of $[0,2]$ in Figure 9 (b) to show how many area admits $\epsilon>J(z)$. Since quadrature based methods have high approximation quality to approximate the $d$-dimensional integral in Eq. (1.1), the fully symmetric interpolatory rule admits an extremely small residual error around 0 . If we set $\epsilon$ to zero, we can get the feasible region (see in pink) satisfying $\epsilon>J(z)$ in Figure $9(\mathrm{~b})$. Note that $J(z)=0$ indicates $z \approx 1.57$ (i.e., the blue curve), then Eq. (B.11) holds when $z$ approximately satisfies $z \leq 1.57$. Hence, from Figure 9, we can conclude that Eq. (B.11) holds for most cases based on the empirical distribution of $z$. More importantly, if we normalize $z:=\|\boldsymbol{x}-\boldsymbol{y}\| / \sigma$ to $z:=\|\boldsymbol{x}-\boldsymbol{y}\| / \sqrt{d \sigma^{2}}$ by a scaling factor $\sqrt{d}$, the condition $z \leq 1.57$ can be easily satisfied. This operation is fair since it is quite common in high-dimensional statistics and random matrix theory [EK10, DW18, LR20], and our experiment employs this setting.

Note that even if the scaled $z$ can not guarantee $z \leq 1.57$, we cannot obtain $\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[R F F]<0$ but we still have

$$
\mathbb{V}\left[R_{1}(f)\right]-\mathbb{V}[\mathrm{RFF}] \leq \frac{2}{D d}
$$

As a result, $\mathbb{V}\left[R_{1}(f)\right]$ is asymptotically smaller than that of RFF when $D d$ is large, which is often satisfied in many real-world datasets.

## C Proof of Theorem 3

To prove Theorem 3, we need the following lemma.
Lemma C.1. (Theorem 4.1 in [JXC15]) Denote $\boldsymbol{x}^{M}$ and $\boldsymbol{s}^{M}$ as polynomials with total degree $M$, then the following integral satisfies

$$
I^{\prime}\left(\boldsymbol{\omega}^{d}\right)=\int_{\mathbb{R}^{n}} \omega_{1}^{\alpha_{1}} \omega_{2}^{\alpha_{2}} \cdots \omega_{d}^{\alpha_{d}} \exp \left(-\boldsymbol{\omega}^{\top} \boldsymbol{\omega}\right) \mathrm{d} \boldsymbol{x}=\int_{0}^{\infty} r^{d-1+M} \exp \left(-r^{2}\right) \mathrm{d} r \int_{U_{d}} \boldsymbol{s}^{M} \mathrm{~d} \sigma(\boldsymbol{s})
$$

can be exactly calculated by the quadrature rules $I^{\prime}(\boldsymbol{\omega})=\sum_{j=1}^{N_{g}} \bar{a}_{j} f(\bar{\gamma})$ with $f^{\prime}(\boldsymbol{\omega})=\boldsymbol{\omega}^{M}$. Then the spherical integral can be expressed as $\int_{U_{d}} \boldsymbol{s}^{M} \mathrm{~d} \sigma(\boldsymbol{s})=\sum_{j=1}^{N_{p}} a_{s, j}\left(\mathrm{~s}_{j}\right)^{M}$ with the nodes $\boldsymbol{s}_{j}=\frac{\overline{\boldsymbol{\gamma}}_{j}}{\left\|\bar{\gamma}_{j}\right\|_{2}}$ and and the weights $a_{s, j}$ of the spherical rule are

$$
a_{s, j}=\frac{\bar{a}_{j}\left(\boldsymbol{s}_{j}\right)^{M}}{\int_{0}^{\infty} r^{d-1+M} \exp \left(-r^{2}\right) \mathrm{d} r}=\frac{\bar{a}_{j}\left(\boldsymbol{s}_{j}\right)^{M}}{\Gamma(d / 2+M / 2) / 2}
$$

where $N_{p}$ is the number of projected quadrature non-zero nodes. Note that $N_{p} \leq N_{g}$.

Formally, we are ready to prove Theorem 3.
Proof The integral in Eq. (1.1) can be reformulated as

$$
I_{d}\left(f_{\boldsymbol{x} \boldsymbol{y}}\right)=\int_{\mathbb{R}^{d}} f_{\boldsymbol{x} \boldsymbol{y}}(\boldsymbol{\omega}) \mathcal{N}\left(\boldsymbol{\omega} ; \mathbf{0}, \boldsymbol{I}_{d}\right) \mathrm{d} \boldsymbol{\omega}=\pi^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} e^{-\boldsymbol{\omega}^{\top} \boldsymbol{\omega}} f(\sqrt{2} \boldsymbol{\omega}) \mathrm{d} \boldsymbol{\omega}
$$

Hence, the integral $I^{\prime}(\boldsymbol{\omega})=\int_{\mathbb{R}^{d}} f(\boldsymbol{\omega}) \exp \left(-\boldsymbol{\omega}^{\top} \boldsymbol{\omega}\right) \mathrm{d} \boldsymbol{\omega}$ can be approximated by our third-degree fully symmetric interpolatory rules in Eq. (3.2), that is

$$
\begin{aligned}
& I^{\prime}(\boldsymbol{\omega})=\pi^{\frac{d}{2}} \int_{\mathbb{R}^{d}} f\left(\frac{\boldsymbol{\omega}}{\sqrt{2}}\right) \mathcal{N}\left(\boldsymbol{\omega} ; \mathbf{0}, \boldsymbol{I}_{d}\right) \mathrm{d} \boldsymbol{\omega} \approx \sum_{i=1}^{2 d+1} \bar{a}_{i} f\left(\bar{\gamma}_{i}\right) \\
& =\left(1-\frac{d}{\lambda_{1}^{2}}\right) \pi^{\frac{d}{2}} f(\mathbf{0})+\frac{\pi^{\frac{d}{2}}}{2 \lambda_{1}^{2}} \sum_{i=1}^{d}\left(f\left(\frac{\lambda_{1}}{\sqrt{2}} \boldsymbol{e}_{i}\right)+f\left(-\frac{\lambda_{1}}{\sqrt{2}} \boldsymbol{e}_{i}\right)\right)
\end{aligned}
$$

with

$$
\left\{\begin{array}{l}
\bar{\gamma}_{i}=\mathbf{0} ; \bar{a}_{i}=\left(1-\frac{d}{\lambda_{1}^{2}}\right) \pi^{\frac{d}{2}} ; i=0 \\
\bar{\gamma}_{i}=\frac{\lambda_{1}}{\sqrt{2}} e_{i} ; \bar{a}_{i}=\frac{\pi^{\frac{d}{2}}}{2 \lambda_{1}^{2}} ; 1 \leq i \leq d \\
\bar{\gamma}_{i}=-\frac{\lambda_{1}}{\sqrt{2}} e_{i-d} ; \bar{a}_{i}=\frac{\pi^{\frac{d}{2}}}{2 \lambda_{1}^{2}} ; d+1 \leq i \leq 2 d
\end{array}\right.
$$

By projecting $\bar{\gamma}_{i}$ on the surface of the unit $U_{d}$ sphere with an uniform random orthogonal matrix $\boldsymbol{Q}$, we have

$$
\boldsymbol{s}_{i}=\frac{\boldsymbol{Q} \bar{\gamma}_{i}}{\left\|\boldsymbol{Q} \bar{\gamma}_{i}\right\|_{2}^{2}}=\left\{\begin{array}{l}
\boldsymbol{Q} \boldsymbol{e}_{i} ; 1 \leq i \leq d  \tag{C.1}\\
-\boldsymbol{Q} \boldsymbol{e}_{i-d} ; d+1 \leq i \leq 2 d
\end{array}\right.
$$

with $\left\|\boldsymbol{Q} \bar{\gamma}_{i}\right\|_{2}=\left\|\bar{\gamma}_{i}\right\|_{2}$. Note that the point at the origin has been omitted. By Lemma C.1, for the thirddegree, the polynomial degree $M$ is set to 2 . Accordingly, the weight $a_{s, j}$ of the spherical rule can be obtained by

$$
\begin{equation*}
a_{s, j}=\frac{\bar{a}_{j}\left(s_{j}\right)^{M}}{\Gamma(d / 2+M / 2) / 2}=\frac{\pi^{\frac{d}{2}}}{2 \lambda_{1}^{2}} \frac{\lambda_{1}^{2}}{2} /\left(\frac{\frac{d}{2} \Gamma\left(\frac{d}{2}\right)}{2}\right)=\frac{\left|U_{d}\right|}{2 d} . \tag{C.2}
\end{equation*}
$$

Hence, using Eq. (C.1) and Eq. (C.2) yields the spherical rule

$$
I_{\boldsymbol{Q}, U_{d}}(s)=\frac{\left|U_{d}\right|}{2 d} \sum_{j=1}^{d}\left[s\left(\boldsymbol{Q} \boldsymbol{e}_{j}\right)+s\left(-\boldsymbol{Q} \boldsymbol{e}_{j}\right)\right]
$$

which is identical to the third-degree stochastic spherical integration rule in Eq. (5.2).
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