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A review of experimental methods for nucleation rate 
determination in large volume batch and microfluidic 
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Cedric	Devos,	Tom	Van	Gerven,	Simon	Kuhn*	
KU	Leuven,	Department	of	Chemical	Engineering,	Celestijnenlaan	200F,	3001	Leuven,	Belgium			
ABSTRACT:	Experimental	nucleation	rate	determination	 for	crystallization	 in	solution	has	been	acknowledged	as	an	
important	topic	for	a	long	time,	as	it	improves	the	design	and	control	of	industrial	crystallization	processes,	and	offers	
insights	into	the	mechanisms	of	nucleation.	Characterization	of	nucleation	rates	in	large	volume	batch	crystallizers	has	
been	widely	studied	in	the	past,	which	has	led	to	the	development	of	a	variety	of	models	linking	the	nucleation	rate	to	the	
metastable	zone	width	and	induction	time.	These	methods	remain	important	due	to	their	role	in	industrial	crystallization.	
More	recently,	the	use	of	microfluidic	platforms	has	resulted	in	the	development	of	methods	to	obtain	nucleation	rates	
based	on	the	stochastic	nature	of	nucleation.	This	has	opened	new	pathways	for	understanding	nucleation	on	a	molecular	
level.	This	review	presents	a	critical	overview	of	nucleation	rate	determination	methods:	large	volume	batch	crystallizer	
models	(Part	 I),	and	microfluidic	and	microvial	models	(Part	 II)	are	presented	 in	terms	of	equations,	advantages	and	
limitations.	Published	experimental	nucleation	rate	values	are	summarized	(SI).	A	critical	discussion	of	experimental	
nucleation	rate	determination	 is	given	(Part	 III).	The	objective	of	 the	review	 is	 to	be	a	starting	point	 for	researchers	
attempting	to	experimentally	characterize	nucleation	behavior.	 
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INTRODUCTION 
Crystallization	 is	 one	 of	 the	 most	 important	

separation	 and	 purification	 techniques	 in	 the	
pharmaceutical	 industry.	 More	 than	 90%	 of	 all	
pharmaceutical	 products	 contain	 crystallized	
solids1.	 Traditionally,	 crystallization	 is	 divided	 in	
two	steps:	nucleation	and	growth.	Nucleation	is	the	
first	step,	during	which	a	small	crystal	nucleus	 is	
formed,	and	therefore	has	an	important	influence	
on	 the	 subsequent	 steps	 and	 the	 final	 crystal	
product	 properties2,3.	 To	 date,	 the	 formation	 of	 a	
nanoscopically	 small	 crystal	 nucleus2	 remains	 a	
mystery,	 but	 indirect	 methods	 to	 measure	
nucleation	 kinetics	 have	 been	 developed.	 In	 the	
past,	nucleation	kinetics	were	measured	primarily	
with	 the	 objective	 of	 improving	 the	 design	 and	
control	 of	 industrial	 large	 volume	 batch	
crystallization	 processes.	 The	 development	 of	
microfluidic	 technology	 has	 resulted	 in	 new	
methods	 to	 characterize	 the	 first	 stages	 of	
crystallization.	The	attention	of	nucleation	kinetics	
determination	has	shifted	towards	unravelling	the	
mechanistic	 steps	 of	 nucleation	 on	 a	 molecular	
level.	 This	 shift	 is	 reflected	 in	 the	 books	 and	
reviews	about	crystal	nucleation	experiments.	For	
example	Nývlt	et	al.	gave	an	overview	of	the	field	in	
1985	 in	 their	 book	 “The	 Kinetics	 of	 Industrial	
Crystallization”4.	 In	1987,	Tavare	wrote	a	general	
review	about	batch	crystallization	with	a	focus	on	
extracting	 nucleation	 and	 growth	 kinetics5.	 Eight	
years	 later,	 Tavare	 presented	 nucleation	 and	
growth	 kinetics	 as	 an	 important	 “concept”	 to	
analyze	industrial	crystallizers6.	 In	2002,	Garside,	
Mersmann	and	Nývlt	published	 “Measurement	of	
Crystal	Growth	and	Nucleation	Rates	(2nd	Edition)”	
“stimulated	 by	 the	 […]	 need	 in	 a	 wide	 range	 of	
industries”7.	 The	 main	 advantage	 of	 this	 book,	
according	to	Mullin,	is	that	it	provides	an	advantage	
in	 the	 design	 and	 control	 of	 crystallizers7.	 The	
molecular	 understanding	 of	 nucleation,	 on	 the	
other	hand,	was	studied	experimentally	mainly	via	
vapor	 to	 liquid	 nucleation	 experiments,	 with	
diffusion	 cloud	 chambers,	 expansion	 chambers,	
shock	tubes,	supersonic	nozzles,	etc.8–10.	Since	the	
beginning	 of	 this	 century,	 the	 use	 of	microfluidic	
technology	has	led	to	the	development	of	methods	
to	determine	the	nucleation	kinetics	in	solution	in	
very	 small	 volumes.	 These	 results	 give	 more	
information	 about	 primary	 nucleation	 and	 have	
since	been	used	 to	 improve	 the	understanding	of	
nucleation	in	solution.	In	2013,	Davey	et	al.	gave	an	
overview	 of	 recent	 reviews	 with	 a	 focus	 on	 the	
molecular	mechanism	of	nucleation11.		
With	 ‘nucleation	 rates’	 becoming	 a	 hot	 topic	

again,	 we	 present	 a	 critical	 review	 about	
experimental	 methods	 for	 the	 determination	 of	
nucleation	 rate	 parameters	 for	 solution	
crystallization	of	organic	molecules	 and	proteins.	

The	 need	 for	 a	 review	 about	 nucleation	 rate	
kinetics	in	solution	was	recognized	by	Xiao	et	al.,	in	
2018.	 They	 published	 a	 review	 about	 nucleation	
rate	 determination	 methods	 in	 solutions	 for	
investigating	 the	 nucleation	 process12.	 They	
present	 five	 methods:	 the	 deterministic	 method,	
the	 droplet-based	 method,	 the	 double-pulse	
method,	 the	microfluidic	method	 and	 the	 stirred	
small	volume	solution	method12.	We	abandon	the	
five	methods	framework	suggested	by	Xiao	et	al.12	
and	make	 a	 distinction	between	 (i)	 large	 volume	
batch	crystallizers	(in	Part	I)	and	(ii)	small	volume	
microfluidic	 and	 microvial	 models	 (in	 Part	 II).	
Methods	that	try	to	determine	the	nucleation	rate	
theoretically	 or	 by	 simulations	 are	 out-of-scope	
(e.g.	population	balance	equation	(PBE)	models13,	
Monte	 Carlo14	 or	 molecular	 dynamic	
simulations15).	 The	 models	 for	 each	 group	 are	
discussed	in	detail	and	reviewed	critically	in	terms	
of	advantages	and	limitations.		
Part	I	of	this	review	focusses	on	isothermal	and	

polythermal	 batch	 crystallizer	 models.	 These	
models	link	the	metastable	zone	width	and	cooling	
rate	or	induction	time	to	the	nucleation	kinetics	via	
(generally	empirical)	equations.	To	our	knowledge	
no	 review	 has	 been	 published	 that	 summarizes	
these	methods	 completely.	 Special	 attention	 goes	
to	 the	 polythermal	 model	 published	 by	 Nývlt	
(known	 as	 the	Nývlt	 equation)16	 and	 the	models	
that	 adapt	 and	 improve	 upon	 this	 model	 (e.g.	
Kubota17,18,	 Sangwal19,20).	 These	 methods	 are	
becoming	more	 outdated,	 but	 understanding	 the	
models	 and	 their	 limitations	 remains	 crucial	 in	
order	 to	 interpret	 the	 older	 papers.	 In	 addition,	
they	remain	a	fast	and	usually	relatively	simple	way	
to	 quickly	 characterize	 the	 nucleation	 (or	
crystallization)	process.	Also,	for	these	models	the	
shift	 towards	 an	 improved	 understanding	 can	 be	
noticed,	 for	example	with	the	development	of	the	
KBHR	 model	 in	 201021,22.	 In	 Part	 II,	 the	
microfluidic	and	microvial	models	are	described	in	
detail	 and	 critically	 examined.	These	models	 rely	
on	 the	 stochastic	 nature	 of	 nucleation	 that	 is	
observed	 in	 polythermal	 and	 isothermal	
experiments	 in	 small	 volumes.	 The	 experimental	
data	is	 linked	to	theoretical	probability	equations	
and	 the	 nucleation	 kinetics.	 As	 the	 field	 of	
uncovering	 the	 molecular	 mechanisms	 of	
nucleation	is	evolving	further,	 it	 is	also	important	
to	critically	look	at	the	current	published	literature.	
As	more	and	more	experimental	nucleation	data	is	
generated,	 quantitative	 comparisons	 between	
process	 conditions	 can	 accelerate	 discoveries.	
Therefore,	 tables	of	published	data	are	presented	
in	this	review	for	different	microfluidic	methods	in	
the	 SI.	 Finally,	 in	Part	 III	 a	 critical	 discussion	 of	
nucleation	rate	experiments	is	given.		
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NUCLEATION 
There	 are	 different	 types	 of	 nucleation.	 Apart	

from	 primary	 homogeneous	 or	 spontaneous	
nucleation,	 nucleation	 can	 also	 occur	 due	 to	
impurities	or	dust	present	in	the	solution	or	on	the	
walls	 of	 the	 crystallizer.	 This	 is	 called	 primary	
heterogeneous	nucleation.	If	nucleation	is	induced	
by	 the	 presence	 of	 solute	 crystals	 it	 is	 called	
secondary	nucleation.	
	

Homogeneous nucleation 
How	 nucleation,	 the	 birth	 of	 a	 new	 crystal	

nucleus,	exactly	happens	remains	unknown23.	The	
Classical	 Nucleation	 Theory	 (CNT)	 is	 the	 most	
popular	 framework	to	explain	nucleation24.	Small	
concentration	fluctuations	in	a	supersatured	liquid	
cause	 the	 formation	 of	 small	 and	 extremely	
unstable	embryos	by	molecular	addition.	Most	of	
these	embryos	dissolve	again,	but	those	in	regions	
of	local	high	supersaturations	can	continue	to	grow	
and	reach	the	critical	size.	The	embryos	that	reach	
the	critical	size	have	a	chance	to	overcome	the	free	
energy	 barrier	 and	 become	 a	 crystal	 via	 a	 chain	
reaction23,	 as	 shown	 in	 Figure	 1.	 The	
thermodynamic	basis	of	 the	CNT	 is	developed	by	
Gibbs23,	 the	 kinetic	 part	 of	 the	 theory	 was	
proposed	 in	 the	 first	 half	 of	 the	 19th	 century	 by	
Volmer	 and	Weber	 (1926)	 and	 later	 extended	by	
Becker,	Döring	and	many	others25.	For	a	complete	
description	 of	 the	 CNT	 we	 refer	 to	 Kashchiev’s	
book26.		
The	core	assumption	of	 the	CNT	is	the	classical	

capillarity	 approximation,	 which	 says	 that	 small	
clusters,	 nuclei	 and	 droplets	 can	 be	 treated	 as	
macroscopic	 objects	 and	 can	 be	 described	 using	
bulk	properties27,28.	Clusters	are	assumed	to	have	a	
well-defined	 radius	 and	 interfacial	 energy.	 In	 the	
CNT,	the	nucleation	process	is	viewed	as	a	series	of	
single	 molecule	 additions	 to	 the	 nucleus.	 It	 is	
assumed	 that	 the	 attachment	 of	 a	molecule	 does	
not	 influence	 any	 successive	 attachments27.	 The	
chemical	potential	change	of	the	solute	(∆")	is	the	
thermodynamic	driving	force	of	nucleation,	which	
is	expressed	through	the	supersaturation,	S	( ∆"

#!$
=

ln &
%"

%",$%&
' = ln	(*))	 23,29.	 The	 nucleation	 rate	 (J)	

(number	of	nuclei	per	volume	per	time)	is	defined	
as	an	Arrhenius	equation,	as	is	shown	in	eq.	1,	with	
A	 the	 kinetic	 nucleation	 parameter,	 ,&	 the	
Boltzmann	 constant,	 γ	 the	 crystal-solution	
interfacial	 tension	 and	 ν	 the	 molecular	 volume	
(approximated	 by	 -'//0().	 Eq.	 1	 can	 be	
simplified	 into	 eq.	 2,	 with	 B	 the	 thermodynamic	
nucleation	 parameter.	 The	 nucleation	 rate	 as	
discussed	 here	 is	 for	 interface-transfer	 limited	
nucleation,	 other	 common	 nucleation	 rate	
expressions	are	summarized	in	the	SI.		

	

1 = 2 exp 6−
16:;)<*

3,&
)>)ln*(*)

? = Aexp6−
4:B+,-.

* ⋅ ;

3,&>
?

(1)

	

1(*) = 2* ⋅ exp &−
D

ln*(*)
'	 (2)	

			
If	the	nuclei	are	assumed	to	be	spherical,	eq.	3	is	

obtained.	 The	 kinetic	 nucleation	 parameter	 can	
then	be	written	as	is	shown	in	eq.	4.		
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2 =
G∗H1I

*
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With	 G∗	 the	 attachment	 frequency,	 H1	 the	

concentration	of	active	nucleation	sites,	and	z	the	
Zeldovich	 factor,	which	 accounts	 for	 the	 fact	 that	
not	all	critical	clusters	continue	to	grow	into	large	
crystals.	 It	 is	usually	assumed	that	G∗	 is	 the	rate-
limiting	 step	 for	 nucleation	 in	 solution11.	 The	
simplicity	 of	 the	 CNT	 is	 attractive,	 but	 it	 lacks	 a	
desired	predictive	nature.	A	values	estimated	with	
the	 CNT	 are	 between	 1025m-3s-1	 and	 1030m-3s-1	
11,24,30,	 whereas	 A	 values	 estimated	 from	
experimental	 data	 are	 significantly	 lower,	 usually	
between	 10	 and	 107m-3s-1.	 This	 difference	 may	
arise	 because	 of	 the	 invalidity	 of	 the	 capillary	
approximation31.	For	a	more	in-depth	explanation	
of	the	thermodynamic	and	pre-exponential	kinetic	
factor	we	refer	to	ref.	32.	

Figure	1	Graphical	representation	of	the	CNT	in	solution	

Two-step nucleation  
In	the	CNT,	density	and	structure	fluctuations	are	
implicitly	assumed	to	occur	simultaneously33,	but	
this	 does	 not	 always	 seem	 to	 be	 the	 case	 in	
reality1,33.	Based	on	simulations,	but	later	verified	
using	 nucleation	 data	 of	 the	 model	 protein	
lysozyme33,34,	 a	 nonclassical	 phenomenological	
model	for	nucleation	has	been	proposed:	the	two-
step	 nucleation	 model.	 According	 to	 this	 model	
nucleation	 takes	 place	 in	 two	 steps:	 (i)	 the	
formation	 of	 a	 dense	 droplet;	 and	 (ii)	 nucleation	
inside	this	dense	droplet.	The	density	fluctuations	
occur	before	the	structural	 fluctuations.	The	two-
step	 nucleation	 model	 predicts	 an	 exponential	
dependency	 of	 the	 nucleation	 rate	 on	 the	
supersaturation,	 but	 once	 a	 critical	
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supersaturation	 is	 reached	 the	 nucleation	 rate	
decreases	 or	 levels-off33,35.	 This	 “breaking	
nucleation	 rate	 J(c)”	 has	 been	 experimentally	
observed24.	 The	 two-step	 model	 enables	 the	
explanation	 of	 experimental	 observations,	 for	
which	the	CNT	fails.	For	protein	crystallization	the	
second	 step	 is	 the	 rate-limiting	 step36.	
Nevertheless,	 true	 insight	 in	 the	 molecular	
phenomena	 remains	 difficult	 even	 with	
nonclassical	models11.	

Heterogeneous nucleation 
Impurities	 can	act	as	heterogeneous	nucleation	

sites.		The	energy	barrier	for	nucleation	is	lowered	
and	 nucleation	 can	 occur	 at	 lower	
supersaturations.	 The	 kinetic	 nucleation	 factor	 is	
related	 to	 the	 concentration	 of	 active	 nucleation	
sites	 H1,	 as	 shown	 in	 eq.	 4.	 The	 ratio	 of	 the	 pre-
exponential	 nucleation	 factor	 for	 homogeneous	
nucleation	 and	 heterogeneous	 nucleation	 is	
proportional	 to	 the	 concentration	 of	 active	
“homogeneous	 nucleation	 sites”	 (assumed	 to	 be	
the	 concentration	 of	 molecules)	 and	 active	
heterogeneous	 nucleation	 sites	 (impurities	
present	in	the	solution),	as	is	shown	in	eq.	5.		
	

223
224

≈
H1,67
H1,68

	 (5)	

			
Isothermal and polythermal experiments 
According	 to	 the	 CNT,	 nucleation	 commences	

from	 the	 moment	 supersaturation	 is	 generated.	
Generally	however,	a	certain	time	elapses	between	
the	generation	of	supersaturation	and	detection	of	
the	first	crystals	in	the	solution.	The	system	is	in	a	
metastable	 state.	 Two	 kinetic	 properties	 are	
introduced	to	quantify	the	ability	of	the	system	to	
remain	in	this	metastable	state37	 :	the	metastable	
zone	width	(MZW)	and	the	induction	time.		
The	MZW,	first	introduced	by	Ostwald	in	189738,	

is	 the	 temperature	 difference	 between	 the	
saturation	 temperature	 and	 the	 temperature	 at	
which	nucleation	occurs	for	a	constant	cooling	rate.	
The	mathematical	and	graphical	description	of	the	
MZW	is	respectively	given	in	eq.	6,	and	Figure	239.	
The	 induction	 time	 (!!"#)	 is	 the	 time	 difference	
between	 the	 moment	 of	 supersaturation	
generation	 and	 the	 detection	 of	 crystals	 for	 a	
constant	supersaturation.	According	to	Mullin,	the	
induction	time	is	considered	to	consist	of	different	
contributions23:	N, 	the	relaxation	time	required	for	
the	 system	 to	 achieve	 a	 quasi-steady-state	
distribution	 of	 clusters;	 N9,	 the	 nucleation	 time	
required	 for	 the	 formation	 of	 the	 critical	 nuclei;	
and	 N:	 the	 growth	 time	 required	 for	 crystals	 to	
grow	from	the	critical	size	to	a	detectable	crystal23.	

This	definition	of	the	induction	time	is	shown	in	eq.	
7,	but	also	other	definitions	are	used	in	literature.		
	

∆>;<= = >>8? − >8@	 (6)	
	

NAB> = N, + N9 + N:	 (7)	

	

Figure	2	Miers	phase	diagram	with	three	different	zones,	
after	Myerson	et	al.39:	(i)	labile	zone:	supersaturated	region	
with	 spontaneous	 homogeneous	 nucleation	 and	 growth,	
(ii)	 metastable	 zone:	 supersaturated	 region	 with	 growth	
and	no	homogeneous	 spontaneous	nucleation,	 (iii)	 stable	
zone:	undersaturated	region	with	no	crystallization.	

A	distinction	 is	made	between	polythermal	and	
isothermal	 experiments,	 which	 is	 graphically	
illustrated	in	Figure	3.	For	polythermal	(or	MZW)	
experiments,	 a	 solution	 is	 cooled	 at	 a	 constant	
cooling	 rate,	 until	 crystals	 are	 detected.	 For	
isothermal	 (or	 induction	 time)	 experiments,	 the	
temperature	 is	 kept	 constant	 throughout	 the	
experiment	from	the	moment	the	supersaturation	
is	 generated.	 The	 time	 from	 the	 start	 of	 the	
experiment	 until	 the	 appearance	 of	 crystals	 is	
recorded.	 Isothermal	 and	 polythermal	
experiments	generally	require	similar	setups,	time	
and	effort40.	It	is	therefore	recommended	to	choose	
the	method	with	the	largest	experimental	range	as	
the	main	method,	with	the	other	optionally	used	as	
a	check40.		
It	 is	 well	 known	 that	 the	 accuracy	 of	 these	

experiments	 depends	 strongly	 on	 the	 crystal	
detection	 technique18.	 The	 formation	 of	 a	 critical	
cluster	 can	 involve	 as	 little	 as	 a	 few	 tens	 of	
molecules41.	 To	 observe	 this,	 detection	 methods	
with	 extreme	 resolution	 are	 required	 which	
currently	do	not	exist.	Hence,	there	is	always	a	time	
lag	 between	 the	 moment	 of	 nucleation	 and	 the	
moment	of	detection,	during	which	crystals	grow	
to	a	detectable	size5,17,42,43.	The	analytical	detection	
methods	 are	 divided	 into	 three	 categories:	
methods	relying	on	image	analysis,	detection	of	the	
first	 crystal,	 methods	 detecting	 a	 change	 in	
solution	 concentration.	 An	 overview	 is	 shown	 in	
Table	1.		
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Table	1	Analytical	techniques	for	crystal	detection,	
followed	 by	 references	 in	 which	 the	 technique	 is	
used.		

Image	analysis	
Particle	vision	measurements	(PVM)	(e.g.	Lasentec	
PVM)43	
Blaze	probe	
EasyViewer	Probe	
External	bulk	video	imaging	(eBVI)44	
Optical	microscopy45,46	–	inline	video	microscopy	(IVM)	
Detection	of	the	first	crystal	
Light	transmission	(e.g.	Crystal162/Crystalline,	
colorimeter)47,48	
FBRM49	(e.g.	Lasentec	“ParticleTrack”	probe)42,43,48,50	
Naked	eye49	
Turbidity	via	in-situ	camera51,52	
3D	Optical	reflectance	measurement	(ORM)53	
Turbidity	probe54	
Detection	of	changes	in	the	solution	concentration	
FTIR	spectrometer49	
Ultrasound	(US)	sensor55–57	
Electrical	conductivity58	(oscilloscope)23	
Raman	spectrometer53	
Electrozone	sensing	(Coulter	counter)59	
Density	measurements	(densitometer)60	
Refractive	index58	
Dielectric	constant48	
Other	
Heat	of	crystallization61	
The	accuracy	of	each	method	is	dependent	on	the	

minimum	size	of	crystals	that	can	be	detected,	and	
the	 number	 of	 crystals	 required	 for	 detection.	
Methods	 relying	 on	 changes	 in	 the	 solution	
concentration	 are	 most	 prone	 to	 large	
experimental	 errors,	 as	 many	 crystals	 must	 be	
present.	Methods	making	use	of	image	analysis	can	
detect	as	little	as	a	single	crystal	and	are	generally	
considered	 accurate.	 Methods	 relying	 on	 the	
detection	of	the	first	crystal	can	also	detect	a	single	
crystal	 if	 it	 is	 in	 the	 detectable	 size	 range	 (e.g.	
FBRM:	 0-20"m	 43),	 but	 may	 also	 require	 a	
threshold	 crystal	 concentration	 (e.g.	 light	
transmission	 may	 require	 a	 specific	 volumetric	
holdup	of	crystals).	FBRM	(stationary	focal	point)	
and	 3D	 ORM	 (dynamic	 focal	 point)	 measure	 the	
chord	length	distribution,	which	can	be	related	to	
the	 particle	 size	 distribution.	 Turbidity	
measurements	 generally	 refer	 to	detection	of	 the	
point	at	which	the	solution	turns	turbid	(cloudy).		

	

Figure	 3	 Graphical	 representation	 of	 isothermal	 and	
polythermal	experiments	for	cooling	crystallization.	

Stochastic nature of nucleation   
The	 formation	 of	 the	 critical	 nucleus	 is	 an	

intrinsic	stochastic	process62,63,	caused	by	random	
spontaneous	density	and	structural	fluctuations	in	
the	 solution29,64.	 There	 is	 abundant	 experimental	
evidence	 for	 this	 stochasticity	 in	 small	
volumes2,62,65,66.	The	probability	of	nucleation	in	an	
infinitesimal	 time	 step	 is	 defined	 as	 "(!)%!,	 with	
"(!)	 the	 time-dependent	 rate	of	nucleation64.	The	
equation	" = '(	links	the	probability	of	nucleation	
to	the	macroscopic	nucleation	rate	from	the	CNT64.	
The	number	of	nuclei	formed	is	dependent	on	the	
nucleation	 rate	 (J),	 the	 solution	 volume,	 and	 the	
time;	as	shown	in	eq.	8.		

0 = 1Q ⋅ N	 (8)	
			
The	 stochastic	 nature	 of	 nucleation	 becomes	

apparent	 experimentally	 for	 small	 JV-values	 (e.g.	
below	 100-1000mL)67,	 as	 is	 graphically	
represented	 in	 Figure	 4.	 This	 is	 reflected	 by	 a	
variation	in	induction	times	or	MZWs.	Models	have	
been	 developed	 to	 extract	 the	 nucleation	 rate	 J	
from	 this	 variation,	 with	 the	 Markovian	 Poisson	
description	 being	 the	 most	 popular.	 In	 larger	
volume	crystallizers	 the	probability	of	nucleation	
(JV)	 is	 high.	 Hence,	 the	 variance	 in	 recorded	
induction	times	or	MZWs	is	not	observed	in	large	
batch	crystallizers.		
The	Markovian	approximation	assumes	that	the	

system	 goes	 from	m	 nuclei	 to	m+1	 nuclei	 (single	
step	transitions)	and	that	the	rate	of	 formation	is	
independent	 of	 the	 amount	 of	 already	 existing	
nuclei64.	Further,	it	is	assumed	that	nucleation	of	a	
nucleus	does	not	deplete	the	supersaturation.	The	
probability	of	forming	m	nuclei	(N)	independently	
from	 each	 other	 in	 a	 time	 interval	 (at	 constant	
supersaturation)	is	described	in	eq.	92,68.		
	

SC =
0C

T!
⋅ exp(−0)	 (9)	

				
The	probability	of	zero	nuclei	being	formed	in	a	

time	 interval	 (m=0)	 is	 shown	 in	 eq.	 102.	 The	
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probability	 of	 at	 least	 1	 nucleus	 being	 formed	 is	
shown	in	eq.	11.	Substitution	of	eq.	8	in	eq.	11	gives	
the	probability	of	at	least	1	nucleus	being	formed	
(corrected	for	a	crystal	growth	time	(!$)),	as	shown	
in	eq.	12.		

	

Figure	4	Graphical	representation	of	the	stochastic	nature	
of	nucleation	in	microvial	crystallizers.	

)% = exp(−.)	 (10) 

SDE	 = 1 − exp(−0)	 (11)	
	

S(N)	 = 1 − expW−1Q ⋅ XN − N:YZ	 (12)	
			
The	 growth	 time	 is	 usually	 considered	 to	 be	 a	

deterministic	 property	 (which	 is	 incorrect	 for	
growth	rate	dispersion69),	that	is	dependent	on	the	
supersaturation	 and	 independent	 of	 the	 volume.	
Eq.	12	can	be	extended	with	the	relaxation	time	!&.	
These	 theoretical	 equations	 are	 (usually	 least-
squares)	 fitted	 to	 experimental	 cumulative	
probabilities	to	obtain	the	nucleation	rate	and	the	
growth	 time.	 If	 the	 nucleation	 rate	 for	 different	
supersaturation	 ratios	 is	 determined,	 the	
logarithm	of	the	CNT	nucleation	rate	equation	can	
be	 taken	 to	 obtain	 eq.	 13.	 This	 equation	 is	
dependent	on	the	CNT	nucleation	rate	expression.	
A	plot	of	ln('/5)	against	ln'((5)	results	in	a	slope	of	
−6	and	an	intersection	with	the	y-axis	at	ln(7)	69.		

ln &
1

*
' = ln(2) − D ⋅ lnG*(*)	 (13)	

		
Isothermal	 experiments	 are	 described	 by	 a	

homogeneous	 Poisson	 process,	 whereas	
polythermal	 experiments	 (e.g.	 cooling	
crystalliztion)	are	described	by	an	inhomogeneous	
Poisson	 process.	 The	 cumulative	 probability	 P(t)	
that	 nucleation	 has	 occurred	 before	 time	 t	 for	
changing	supersaturations	is	shown	in	eq.	14.	For	
polythermal	 experiments,	 the	 nucleation	 rate	 is	
assumed	to	be	constant	during	one	time	step,	but	
is	changing	during	successive	time	steps	(because	
the	 supersaturation	 changes)64.	 These	 time	 steps	
are	assumed	to	be	short,	but	just	long	enough	for	
the	 system	 to	 reach	 equilibrium64.	 Other	 more	
advanced	models	 can	 be	 found	 in	 literature	 (e.g.	
two	 models	 for	 batch	 cooling	 crystallization	
proposed	by	Maggioni	and	Mazzotti)62.		

	

S(N) = 1 − exp 6−Q ⋅ [ 1XN − N:Y\XN − N:Y
.G.'

1
?	(14)	

	
Mono- and polynuclear nucleation mechanisms 
There	 are	 two	 theories	 to	 explain	 how	 a	

supersaturated	system	loses	its	metastability:	the	
polynuclear	nucleation	mechanism	(PNM);	and	the	
mononuclear	nucleation	mechanism	(MNM)37.	The	
PNM	assumes	simultaneous	appearance	of	several	
nuclei,	which	 then	grow	 to	a	detectable	 size.	The	
MNM	assumes	that	only	a	single	nucleus	appears	in	
the	solution.	Both	mechanisms	are	boundary	cases:	
the	MNM	accurately	describes	small	(microfluidic)	
volumes	 and	 the	 PNM	 describes	 large	 volume	
crystallization	processes.		
The	 MNM	 is	 closely	 related	 to	 the	 single	

nucleation	mechanism	(SNM),	which	assumes	that	
a	single	primary	nucleus	is	formed	which	grows	to	
a	 fixed	 size70.	 Once	 this	 nuclei	 has	 reached	 the	
minimum	 size	 other	 nuclei	 are	 formed	 via	
secondary	nucleation	(which	is	assumed	to	happen	
due	 to	 abrasion	 or	 attrition	 by	 crystal-impeller	
collisions70,71).	 The	 SNM	 has	 been	 observed	
experimentally,	e.g.	in	a	droplet-based	microfluidic	
platform72	and	in	a	microvial71.		

PART I: LARGE VOLUME BATCH 
CRYSTALLIZERS 
Most	 industrial	 crystallization	 processes	 use	

stirred	 batch	 crystallizers73.	 Nucleation	 rate	
determination	in	these	crystallizers	is	difficult,	due	
to	 the	 interplay	 between	 different	 control	
parameters	 and	 nucleation	 mechanisms.	 The	
mathematical	 data	 analysis	methods	 usually	 rely	
on	 questionable	 assumptions,	 failing	 to	 take	 into	
account	 the	 complexity	 of	 the	 problem74.	 This	
Section	examines	different	data	analysis	methods	
for	 polythermal	 and	 isothermal	 experiments	
performed	 in	 large	 volume	 batch	 crystallizers.	
These	methods	can	capture	the	experimental	data	
well,	but	generally	do	not	provide	physical	insight	
into	the	mechanisms	of	nucleation.	Table	2	gives	an	
overview	 of	 the	 different	 methods.	 The	 Nývlt	
equation	 links	 the	 cooling	 rate	 to	 the	MZW	via	 a	
power	law	for	the	nucleation	rate	(eq.	15),	and	is	
used	to	analyze	polythermal	experiments16.	Since	
then,	 attempts	 have	 been	 made	 to	 improve	 the	
Nývlt-equation:	make	 it	more	physically	 rigorous	
(e.g.	 the	 methods	 developed	 by	 Kubota	 and	
Sangwal17,19),	 or	 propose	 completely	 different	
equations	(e.g.	the	KBHR	method,	and	the	second	
method	 by	 Sangwal20,21).	 As	 crystallizers	 are	
usually	 large,	 nucleation	 is	 considered	 as	 a	
deterministic	 event	 (a	 notable	 exception	 is	 the	
stochastic	 model	 proposed	 by	 Kubota17).	 We	
attempt	 to	 give	 an	 overview	 of	 newer	 and	 older	
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methods,	but	not	all	 approaches	are	discussed	 in	
detail:	e.g.	in-depth	discussion	of	the	relationships	
between	MZW	and	nucleation	kinetics	developed	
by	Mullin	and	Jančić	(1979)	and	Söhnel	and	Mullin	
(1988)	 are	 omitted23.	 For	 each	 polythermal	 and	
isothermal	method	a	short	 list	of	advantages	and	
disadvantages	 is	given.	 It	 is	usually	assumed	 that	
nucleation	 does	 not	 deplete	 supersaturation	
(because	 nuclei	 are	 extremely	 small),	 that	
solutions	 are	 uniformly	 mixed	 (not	 too	 viscous	
solutions)	and	that	the	latent	heat	of	crystallization	
can	 be	 removed	 sufficiently.	 In	 all	 methods	
spherical	 nuclei	 are	 generally	 assumed,	 but	
expressions	 for	 different	 shapes	 can	 be	 found	
easily.	Furthermore,	it	is	generally	assumed	that	A,	
B	 are	 independent	 of	 the	 temperature.	 The	
supersaturation	 (S)	 is	 usually	 assumed	 to	 be	 the	
ratio	 of	 the	 concentrations	 (in	 mole	 fractions	 or	
concentration	 fractions),	 which	 may	 affect	 the	
accuracy.	 All	 polythermal	 methods	 assume	 the	
cooling	rate	is	not	extremely	large.		
	

1 = ,	∆H;<=
9 = ,H∆>;<=

9 	 (15)	
			

Table	2	Overview	of	data	analysis	methods	 for	 the	
determination	 of	 the	 nucleation	 kinetics	 in	 large	
volume	 batch	 crystallizers	 for	 isothermal	 and	
polythermal	 experiments,	 and	 the	 page	 number	
where	these	methods	are	discussed	in	this	review.	

Large	volume	batch	crystallizer	isothermal	
and	polythermal	data	analysis	methods	

Pg.	

Preckshot	et	al.	isothermal	method	(1952)75	 14	
Nývlt	polythermal	model	(1969)16	 7	
Söhnel	and	Nývlt:	first	crystal	polythermal	
model	(1976)76	

7	

Söhnel	and	Nývlt:	cloud	of	crystals	polythermal	
model	(1976)76	

7	

Harano	et	al.	isothermal	method	(1976)77,78		 14	
Mullin	and	Jančić	polythermal	method	(1979)23		 -	
Harano	et	al.	polythermal	method	(1981)79		 14	
Mullin	and	Söhnel	polythermal	method	(1988)23	 -	
Mersmann	and	Bartosch	polythermal	model	
(seeded	nucleation)	(1998)80		

10	

Kashchiev	et	al.	isothermal	method	(1991)37		 12	
Kim	and	Mersmann	polythermal	model	(2001)81	 10	
Kubota	stochastic	polythermal	model	(2004)17	 8	
Kubota	deterministic	polythermal	model	
(2004)17,18				

7	

Kubota	isothermal	deterministic	model	(2008)18	 8	
Nývlt-like	equation	by	Nagy	et	al.	method	
(2008)82	

13	

Sangwal’s	polythermal	self-consistent	Nývlt-like	
equation	(2009)19	

8	

Sangwal’s	second	polythermal	model	(2009)20	 9	

KBHR	polythermal	and	isothermal	model	
(2010)21,22		

11	

Shiau	polythermal	and	isothermal	methods	
(2014,	2018)83,84	

14	

	
The Nývlt equation 
Based	on	 the	CNT,	Nývlt	derived	 the	nucleation	

rate	as	a	power	law	in	mass	basis16	(1C	[g/h]),	with	
k	the	nucleation	rate	and	n	the	nucleation	order,	as	
is	 shown	 in	eq.	16.	The	 relationship	between	 the	
MZW	and	the	maximum	concentration	difference	is	
assumed	to	be	as	is	shown	in	eq.	17.			
	

1C = ,C∆H;<=
9 	 (16)	

				

∆H;<= =
\H8@
\>

⋅ ∆>;<=	 (17)	

	
Nývlt	 then	 assumed	 the	 nucleation	 rate	 to	 be	

proportional	to	the	“supersaturation	rate”	(at	least	
for	 the	 short	 period	 of	 time	 in	 which	 nucleation	
takes	place)16.	This	newly	defined	supersaturation	
rate	 is	 related	 to	 the	 cooling	 rate	 (q)	 and	 a	
parameter	 M,	 defined	 as	 the	 “crystal	 mass	
deposited	per	unit	mass	of	‘free’	solvent	when	the	
solution	is	cooled	by	1°C”,	as	is	shown	in	eq.	1823.	
	

1C = - ⋅ ]	 (18)	
		
M	 can	 be	 rewritten	 in	 terms	 of	 a	 parameter	 ^,	

which	is	a	 function	of	_I	 (“the	ratio	of	molecular	
weights	of	the	hydrate	and	anhydrous	salt”23)	and	
HI	(“the	solution	concentration	expressed	as	mass	
of	anhydrous	per	unit	mass	of	solvent	at	a	certain	
temperature”23),	as	is	shown	in	eq.	19.		
	

- =
^\H8@
\>

, ^ =
_I

X1 − HI ⋅ (_I − 1)Y
* 	 (19)	

			
The	 well-known	 Nývlt	 equation	 is	 obtained	 by	

substituting	eqs.	18	and	19	in	eq.	17	and	taking	the	
logarithm.	 Nucleation	 order	 and	 nucleation	 rate	
can	 then	 be	 found	 by	 plotting	 log(])	 against	
log(c>;<=).	The	Nývlt	equation,	shown	in	eq.	20,	is	
the	first	equation	to	link	the	MZW	and	the	cooling	
rate	and	is	still	used	to	this	day,	but	the	equation	is	
also	heavily	criticized	(see	disadvantages).		
	

log(]) = (d − 1) ⋅ log
6
\H8@
\>

? − log(^) + log(,C)

+d ⋅ log(c>;<=)

	

(20)	
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Advantages:	 (i)	 The	 method	 is	 simple	 to	 use,	
even	 more	 so	 if	 ^	 is	 assumed	 to	 be	 1.	 (ii)	 The	
method	 has	 been	 applied	 frequently.	
Disadvantages:	 (i)	Neither	nucleation	order,	nor	
rate	have	any	physical	meaning.	According	to	Nývlt	
et	al.	the	nucleation	parameters	are	dependent	on	
physiochemical	 properties	 of	 the	 solutes,	 for	 a	
more	 in	depth	 analysis	we	 refer	 to	 their	paper85.	
(ii)	 Nývlt	 assumes	 that	 the	 nucleation	 rate	 is	
proportional	to	the	‘supersaturation	rate’,	but	this	
neglects	 the	 depletion	 of	 supersaturation	 due	 to	
growth	of	crystal	nuclei86.	Söhnel	and	Nývlt	tried	to	
solve	this	problem	by	assuming	a	certain	period	of	
time	 is	 required	 for	 the	 growth	 of	 a	 nuclei	 to	 a	
detectable	 size	 (the	 first	 crystal	 model)76.	 The	
growth	rate	is	then	assumed	to	be	a	power	law	with	
exponent	g	and	growth	rate	constant	kg.	Söhnel	and	
Nývlt	found	that	plotting	log(q)	versus	log(c>;<=)	
results	in	a	slope	of	(3g	+	3+n)/3	rather	than	n	(like	
in	 the	 classical	 Nývlt	 equation)76.	 If	 the	 MZW	 is	
detected	by	the	appearance	of	a	“cloud	of	crystals”	
rather	than	the	appearance	of	a	first	crystal	(cloud	
of	crystals	model)	a	slope	(3g+4+n)/4	 is	obtained	
by	 plotting	 log(q)	 against	 log(c>;<=)23,76.	 This	
result	 is	 identical	 to	 the	 one	 found	 by	 Hulburt	
(using	a	PBE)87.	A	complete	derivation	of	both	the	
first	crystal	model	and	the	cloud	of	crystals	model	
can	be	 found	 in	 the	paper	by	Söhnel	and	Nývlt76.	
The	nucleation	rate	order	from	the	classical	Nývlt	
equation	 can	 be	 considered	 as	 an	 “apparent	
nucleation	 rate	 order”.	 (iii)	 Nývlt	 assumes	 that	
\H8@/\>	is	independent	of	the	temperature	(linear	
solubility-temperature	 relationship).	 (iv)	 It	 is	
assumed	that	the	(spherical)	nuclei	are	isolated88.	
(v)	 A	 final	 problem	 is	 the	 definition	 of	 the	
nucleation	 rate	 in	 mass	 basis,	 which	 leads	 to	
unusual	units	for	k	and	is	inconsistent	with	other	
literature	where	 the	nucleation	rate	 is	defined	as	
the	number	of	nuclei	per	volume	per	time.	There	
are	 formulas	 to	 transform	 the	 mass	 based	
nucleation	 rate	 constant	 to	 a	 numbers	 based	
constant	(with	the	nucleation	order	unchanged),	if	
the	 volume	 shape	 factor	 and	 crystal	 density	 are	
known	and	a	reasonable	assumption	of	the	critical	
radius	 can	 be	 made18,89.	 Nývlt	 does	 not	 use	 the	
nucleation	rate	as	defined	by	the	CNT	but	proposes	
a	(semi-)empirical	power	law.	
	

Deterministic approach by Kubota 
Kubota	proposed	two	non-conflicting	models	to	

correlate	 the	 MZW	 and	 the	 cooling	 rate17:	 one	
deterministic	model	and	one	stochastic	model.	The	
advantage	 of	 Kubota’s	 approaches	 is	 that	 it	
accounts	for	the	detection	method.	Kubota	defined	
the	nucleation	rate	J	using	a	power	law,	with	k	the	
nucleation	 rate	 and	 n	 the	 nucleation	 order,	 as	 is	
shown	in	eq.	15.		

The	total	number	of	crystals	(0C)	nucleated	in	a	
time	(tend)	can	be	calculated,	as	shown	in	eq.	21.		
	

0C = [ 1Q	\N
.()*

1
	 (21)	

	
For	 a	 constant	 cooling	 rate	 (] = \∆>/\N)	 the	

total	number	of	crystals	nucleated	at	the	point	of	
the	MZW	is	shown	in	eq.	22.	Taking	the	logarithm	
of	both	sides	results	in	eq.	23.			
	

0C =	∫
JK

L
	\∆> =

M+K
L(9OE)

∆>;<=
9OE∆$,-.

1
	 (22)			

	

log(∆>;<=) =
E

9OE
log g

I/
K
h +

E

9OE
log g

9OE

M+
h +

E

9OE
log(])				

(23)	
For	Kubota’s	approach	the	formulas	are	given	in	

terms	of	log(∆>;<=)	vs	log(])	rather	than	the	other	
way	 around,	 but	 the	 formulas	 can	 be	 easily	
transformed.	The	nucleation	rate	k	and	order	n	can	
be	found	by	plotting		log(∆>;<=)	against	log(]).	
Advantages:	 (i)	 Kubota	 takes	 into	 account	 the	

detection	method	 by	 using	 the	 turbidity	 (0C/Q).	
The	slope	and	intercept	of	Kubota’s	deterministic	
equation	can	be	considered	 to	be	 independent	of	
the	 detection	 method.	 (ii)	 The	 simplicity	 of	 the	
approach	makes	it	an	attractive	alternative	to	the	
Nývlt-equation.	(iv)	Kubota	argues,	that	because	of	
the	 lower	 supercooling	 only	 primary	 nucleation	
will	occur17,	but	the	power	law	equation	can	also	
be	used	to	describe	other	nucleation	mechanisms.	
(v)	Kubota	 also	 proposed	 an	 isothermal	 analysis	
method	(eq.	25)	which	can	be	used	to	double-check	
results18.	Disadvantages:	(i)	Assumptions	must	be	
made	on	the	correct	value	of	(0C/Q).	The	method	
assumes	 that	 the	 detection	 method	 is	 only	
dependent	on	0C/Q.	(ii)	Kubota	uses	an	empirical	
power	law,	which	does	not	rely	on	the	CNT:	neither	
nucleation	order,	nor	nucleation	rate	are	physically	
sensible.	 They	 are	 the	 same	 parameters	 as	 in	
Kubota’s	stochastic	model.	(iii)	The	model	does	not	
take	 into	 account	 the	 depletion	 of	 the	
supersaturation	 due	 to	 growth.	 (iv)	 In	 eq.	 15	 a	
linear	 solubility-temperature	 relationship	 is	
assumed.		
Kubota	 also	 proposed	 an	 isothermal	 data	

analysis	 method,	 based	 on	 the	 number	 density	
(0C/Q)	18.	The	nucleation	rate	is	assumed	to	follow	
the	power	law	from	eq.	15.	This	results	in	eq.	26.	
Eq.	 24	 can	 then	 be	 integrated	 and	 rearranged,	
which	results	in	eq.	2518.			
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0C
Q
= [ 1	\N = 	[ ,H(∆$)

0
\N

.1)*

1

.1)*

1
	 (24)	

				

NAB> = &
0C
,HQ

' ⋅ (∆>)G9	 (25)	

				
Stochastic approach by Kubota 
Kubota’s	 stochastic	 polythermal	 model	 also	

defines	the	nucleation	rate	as	a	power	law	(eq.	15).	
As	 the	 cooling	 rate	 is	 constant,	 eq.	 26	 can	 be	
obtained.		
	

1Q\N =
JK

L
\∆> =

JK

L
	\	∆>	 (26)			

	
The	 probability	 of	 nucleation	 occurring	 in	 a	

sample	of	 volume	V	 at	 a	 temperature	 increase	of	
\∆>	 can	 be	 calculated	 as	 the	 product	 of	 the	
probability	of	nucleation	and	 the	probability	of	 a	
sample	not	having	nuclei	at	∆>,	as	is	shown	in	eq.	
27.	Integration	of	dP	results	in	eq.	28.		
	

\S = (1 − S) &
1Q

]
' \	∆>	 (27)	

		

S = 1 − exp6−
,HQ ⋅ ∆>9OE

] ⋅ (d + 1)
?	 (28)	

				
MZW	results	are	distributed	around	an	average	

value	(>;<=),	which	can	be	found	in	eq.	29.		
	

i(j) = [ NQGE exp(−N) \	N
ABR

1
,	

∆>;<= =
∫ ∆>
-9S

1
\S

\∆>
\∆> = i &

d + 2

d + 1
' ⋅ 6

](d + 1)

,′Q
?

E
9OE

		

(29)	
Taking	the	logarithm	of	both	sides	results	in	the	

final	 eq.	 30,	 which	 can	 be	 used	 to	 find	 the	
nucleation	rate	and	order.		
	

log(∆>;<=) = log	 6i &
d + 2

d + 1
'? +

1

d + 1
log &

d + 1

,HQ
' +

1

d + 1
log(])	

	

(30)	
Advantages:	 (i)	 To	 our	 knowledge,	 this	 is	 the	

only	 method	 that	 is	 commonly	 used	 for	 large	
volume	batch	crystallizers	that	takes	into	account	
the	stochastic	nature	of	nucleation.	(ii)	The	power	
law	can	be	used	to	describe	not	only	homogeneous,	
but	 also	 secondary	 or	 heterogeneous	 nucleation.	

Disadvantages:	 (i)	 Kubota	 uses	 an	 empirical	
power	 law:	 neither	 the	 nucleation	 order,	 nor	 the	
rate	 are	 physically	 sensible.	 They	 are	 the	 same	
parameters	as	in	Kubota’s	deterministic	model.	(ii)	
The	model	does	not	take	into	account	depletion	of	
the	supersaturation	due	to	growth.	(iii)	In	eq.	15	a	
linear	 solubility-temperature	 relationship	 is	
assumed.	 (iv)	 The	 method	 requires	 more	
computational	 effort	 than	 Kubota’s	 deterministic	
model.		
	

Sangwal’s self-consistent Nývlt-like equation 
Sangwal	 derives	 a	 Nývlt-like	 equation	with	 the	

nucleation	 rate	 in	 number	 basis,	 and	 with	 a	
nucleation	 rate	 constant	 and	 order	with	 physical	
significance19.	He	assumes	 that	close	 to	 the	MZW	
the	nucleation	rate	is	given	as	the	power	law	shown	
in	eq.	3119.	
	

1 = , ⋅ lnB(*)	 (31)	
				
Sangwal	 shows	 that	 the	 nucleation	 order	 n	 is	

related	to	the	dimensionless	nucleation	rate	(1/2),	
interfacial	 energy	 ;	 and	 the	 supersaturation	
ln(*)19.	 A	 small	 nucleation	 order	 n	 (e.g.	 2-5)	
indicates	 that	 the	 solubility	 of	 the	 solute	 in	 the	
solvent	 is	 high	 and	 that	 stable	 nuclei	 are	 formed	
easily,	more	so	at	high	solute	concentrations19.	This	
is	 explained	 by	 the	 aggregation	 of	 the	 solute	
molecules	 into	 nuclei	 clusters	 by	 diffusion	 in	 the	
solution.	 A	 large	 n	 (e.g.	 20)	 indicates	 that	 the	
solubility	 is	 low	and	 formation	of	 stable	nuclei	 is	
more	 difficult19.	 For	 nucleation	 of	 low	 soluble	
solutes	 the	 crystallizing	 molecules	 are	 far	 from	
each	other	and	surrounded	by	solvent	molecules.	
This	results	in	a	low	probability	of	intermolecular	
collisions.	 The	 nucleation	 rate	 constant	 (k)	 is	
shown	to	decrease	for	increasing	supersaturation	
values	 and	 to	 increase	 for	 increasing	 nucleation	
rate	 order19.	 This	 parameter	 is	 related	 to	 the	
formation	of	stable	nuclei	per	volume	per	time19.			
Sangwal	 proposes	 a	 self-consistent	 Nývlt-like	

equation	 that	 links	 the	 dimensionless	 MZW	 (the	
MZW	 divided	 by	 saturation	 temperature	>1)	 and	
the	cooling	rate19.	It	is	assumed	that	near	the	MZW,	
the	 nucleation	 rate	 is	 proportional	 to	 the	 rate	 of	
dimensionless	 concentration	 difference	 change	
(∆9/9) ∙ ∆!),	with	fc	a	constant	(number	of	‘entities’	
per	volume),	and	H8@,E	the	solubility	concentration	
at	temperature	>E,	as	is	shown	in	eq.	32.		
		

1 = G+
cH

HEcN
=
G+∆H

HE∆>
⋅
∆>

∆N
	 (32)	
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The	theory	of	regular	solutions	is	used	to	explain	
the	 temperature	 dependency	 of	 the	 solubility,	
with	∆;*	 the	 heat	 of	 dissolution	 and	 _T 	the	 gas	
constant.	Temperature	>E	 is	assumed	to	be	 lower	
than	 temperature	 >1.	 This	 results	 in	 eq.	 33.	
Substitution	of	eq.	33	in	eq.	32	results	in	eq.	34.		
	

H1
HE
= exp&

∆lU
_T>E

∆>

>1
'	 (33)	

			

1 =
G+∆H

HE∆>
⋅
∆>

∆N
=
G+∆lU
_T>E

⋅ &
]

>1
'	 (34)	

				
Temperature	>E	in	eq.	34	can	be	replaced	by	>>8?,	

the	temperature	at	which	crystals	are	detected.	The	
equation	 that	 follows	 from	 the	 theory	 of	 regular	
solutions	can	be	inserted	into	the	power	law	(with	
the	 temperature	 difference	 between	 >1	 and	 >>8?	
being	the	MZW),	which	results	in	eq.	35.			
	

1 = , &
∆lU
_T>>8?

⋅
∆>VWX
>1

'
9

	 (35)	

			
Substituting	 eq.	 34	 in	 eq.	 35	 and	 taking	 the	

logarithm	 results	 in	 eq.	 3619,	 which	 can	 be	
rewritten	 as	 shown	 in	 eq.	 3719.	 The	 plot	 of	
log(∆>+,-/>%)	against	log(?),	gives	m	as	the	intercept	
and	1/n	as	the	slope.			
	

ln g
∆$,-.
$2

h =
EG9

9
⋅ ln g

∆Y$
#!$31,

h +
E

9
⋅ ln g

S4
M
h −

E

9
⋅ 	ln(>1) +

E

9
⋅ ln(])		

	 (36)	

ln &
∆>;<=
>1

' = m +
1

d
⋅ ln(])	 (37)	

		
Advantages:	(i)	Both	nucleation	rate	and	order	

have	physical	significance.	(ii)	Sangwal’s	equation	
is	 still	 simple	 to	 use,	 whilst	 solving	 some	
drawbacks	 from	 Nývlt’s	 equation.	 (iii)	 The	
assumption	 of	 a	 linear	 solubility-temperature	
relationship	can	be	avoided	by	using	the	theory	of	
regular	 solutions.	 The	 method	 does	 require	
solubility	data	(∆lZ).	Disadvantages:	(i)	Sangwal	
assumes	a	power	 law	 for	 the	nucleation	rate	 (eq.	
31).	In	eq.	32	it	is	assumed	that	the	nucleation	rate	
is	 equal	 to	 the	 product	 of	 the	 dimensionless	
concentration	 difference	 generation	 and	 the	
number	of	entities.	(ii)	The	growth	of	crystals	and	
depletion	of	the	supersaturation	due	to	growth	was	
not	 taken	 into	 account	 in	 this	 approach.	 (iii)	
Sangwal	has	shown	that	the	values	of	@	and	n	are	
not	 sensitive	 to	 the	 detection	 method,	 by	

comparing	 the	 detection	 via	 the	 ultrasound	
technique	and	detection	based	on	the	appearance	
of	 visible	 crystals19.	 Nevertheless,	 the	 detection	
method	 is	 not	 taken	 into	 account.	 (iv)	 To	 our	
knowledge,	not	a	lot	of	other	authors	have	applied	
Sangwal’s	 method,	 possibly	 due	 to	 the	 lack	 of	
applicability	 and	 advantages	 over	 other	 models.	
This	 makes	 comparisons	 for	 different	 systems	
difficult.	 (v)	 The	 definition	 of	 A.	 (as	 number	 of	
entities)	is	difficult	to	know	as	long	as	the	presence	
of	mesoscale	clusters	and	their	abundancy	remains	
unknown.	Sangwal	proposes	a	constant	value	A. ≈
10(/molecules∙m-3	as	an	upper	limit19.		
In	 another	 paper,	 Sangwal	 abandons	 the	 Nývlt	

and	power	 law	approach,	which	 leads	 to	 a	 linear	
dependency	 of	 the	 (dimensionless)	 MZW	 and	
cooling	rate,	and	proposes	a	new	model	based	on	
the	 CNT20.	 Both	 models	 result	 in	 different	
predictions.	This	second	model	results	in	eq.	38	20:	
	

&
∆>VWX
>1

'
G*

= oE ⋅ pln &
2

oE

_T>[A;
∆lU

' + ln(>1)q − oE ⋅ ln(])		

(38),			

with	oE = r
)

E\]
6
M	$31,

^_
5
6
?
)

⋅ g
`Y$

#!$31,
h
*
s	

	
Kim and Mersmann, Mersmann and Bartosch 
approaches 
Kim	and	Mersmann	have	developed	a	model	 to	

relate	 the	 MZW	 to	 the	 dominating	 nucleation	
mechanism81.	 They	 first	 give	 an	 equation	 for	 the	
homogeneous	 and	 heterogeneous	 nucleation	 (as	
shown	in	Table	3)80,81,90,	with	Ga	a	reduction	factor	
(0.1-1),	 t24	the	 heterogeneity	 factor	 (10-11),	
tV	the	 volumetric	 hold	 up	 of	 crystals,	 u(b	 the	
diffusion	 coefficient,	 H+ 	 the	 molar	 density	 of	 the	
crystal	 (usually	 5-40	 kmol/m3),	 0(	 Avogadro	
number,	 \C	the	 molecule	 diameter	 and	 2+ 	 the	
crystal	surface.	For	homogeneous	nucleation	both	
the	heterogeneity	 factor	 and	 the	 reduction	 factor	
are	unity82.	Mersmann	and	Bartosch’s	 theoretical	
model	 to	 predict	 the	 MZW	 assumes	 surface	
nucleation	 is	 the	 decisive	 mechanism	 before	 the	
detection	of	crystals	in	large	volume	crystallizers80.	
The	 surface	 nucleation	 equation	 is	 based	 on	 a	
model	by	Nielsen	(also	shown	in	Table	3)90,91.	For	
surface	nucleation	E	is	the	efficiency	factor	(0-1)	to	
account	 for	 the	 fact	 that	 not	 all	 surface	 nuclei	
become	nuclei	in	the	bulk	solution.	The	total	rate	of	
nucleation	 can	 be	 found	 by	 summing	 all	 the	
contributions	together,	as	shown	in	eq.	39.		
	

1 = 123 + 124 + 1cde + 1<??	 (39)	
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Table	3	Formulas	for	different	nucleation	mechanisms	as	given	by	Mersmann	et	al.		

Nucleation	mechanism	 Theoretical	nucleation	equations80,81,90	

Homogeneous	 !01 = 0.965 ⋅ )23(+2,.)
!
" ..#$

4%
/
&
" 0

&
" ⋅ 1ln 4 .%

.#$
5 ⋅ exp 9−

).)/ 678
%%
%#$

9

"

67(;)' ;		

Heterogeneous		 !0= = 0.965 ⋅ <0=)23(+2,.)
!
" ..#$

4%
/
&
" 0

&
" ⋅ 1=> ln 4

.%
.#$
5 ⋅ exp 9−

).)/?( 678
%%
%#$

9

"

67(;)' ;			

Surface		 !@ABC = >?. ⋅
)23
@DE

⋅ exp

⎣
⎢
⎢
⎢
⎡
−
D
9
	

ln 4 ,.,FG
5
(

lnF1 + ∆,/,FG	K
⎦
⎥
⎥
⎥
⎤
		

The	 MZW	 and	 the	 maximum	 concentration	
difference	are	related,	as	shown	in	eq.	40.	Kim	and	
Mersmann	then	relate	the	time	(N8B>)	required	for	
the	 first	 crystals	 to	be	detected,	 to	 the	maximum	
concentration	difference,	as	shown	in	eq.	41.		
	

∆>;<= =
>

HfL

\	ln(>)

\	lnXH8@Y
⋅ ∆H;<=	 (40)	

			

N>8? =
∆>;<=
]

=
∆H;<=
H8@

⋅
\	ln(>)	>

\	lnXH8@Y	]
	 (41)	

			
	
Kim	 and	 Mersmann	 assume	 that	 the	

supersaturation	increases	proportionally	with	the	
supersaturation	 rate,	 which	 is	 expressed	 as	 the	
nucleation	 rate	 in	mass	 basis,	with	∆/	 the	mass-
based	supersaturation,	as	shown	in	eq.	4281.	At	N =
N8B>	 the	maximum	value	 is	obtained.	 Similarly	 as	
Nývlt,	the	mass	based	nucleation	rate	is	related	to	
the	supersaturation	rate,	as	shown	in	eq.	43.		
	

1C =
∆/

N
	 (42)	

				

1C = ,C∆/;<=
9 	 (43)	

	
The	number	of	crystals	can	then	be	calculated	by	

transforming	the	nucleation	rate	 in	number	basis	
(1 = \0/\N)	to	the	mass	based	nucleation	rate	as	
defined	by	Nývlt,	with	,g	the	volume	shape	factor,	
with	H+ 	 the	crystal	molar	density,	as	shown	in	eq.	
44.		
	

0 =	∫
hI

h.
\N	

.*(7
1

= ∫ ,C
∆i0

M8+4,*(7
6 \N

.*(7
1

=
∆+,-.

(9OE)M8+4,*(7
6 		

(44)	
The	 total	 primary	 nucleation	 rate	 is	

approximated	at	the	point	of	detection,	as	shown	in	
eq.	45.		
	

1 =
N

t8B>
(45)	

				
Solving	one	of	the	equations	(Table	3,	eq.	41,	eq.	

44	and	eq.	45)	 results	 in	Ga	 the	 reduction	 factor,	
tYj 	the	 heterogeneity	 factor	 (10-11)	 and	 n	 the	
nucleation	rate	order.	For	each	equation	in	Table	3,	
the	equations	are	 combined,	which	 results	 in	 the	
equations	shown	in	Table	4.		

Table	4	Theoretical	models	for	the	calculation	of	the	MZW,	from	Mersmann	et	al.	

Nucleation	
mechanism	 Theoretical	equations	for	predicting	the	MZW80,81,90	

Homogeneous	

,[@(ln ,FG)/@(lnP)]	P

0.965(R + 1)S
IFJ

K TL,.P)23(+2,.)
M

K .
,+,-,FG
,.

/
O

K ⋅ 4ln 4 ,.
,+,-,FG

55
)

(

=	0
+,-,PQ+

O/K ⋅ exp[−1.19(lnU
,.

,+,-,FG
V
K

.lnF0+,-,PQ+	)K
'(

W	
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Heterogeneous	

,[@(ln ,FG)/@(lnP)]	P

0.965(R + 1)S
IFJ

K TL,.P)23<>(+2,.)
M

K .
,+,-,FG
,.

/
O

K 4ln 4 ,.
,+,-,FG

55
)

(

=	0
+,-,PQ+

O/K X=>ln(,./,+FJ∗ ⋅ exp[−1.19=>(ln U
,.

,+,-,FG	
V
K

.lnF0+,-,PQ+	)K
'(

W	

Surface	 0+,-,@ABC = exp

⎣
⎢
⎢
⎢
⎡

⎝

⎜
⎛
−

9

DUln 4 ,.
,+,-,FG

5
(

V
ln

⎣
⎢
⎢
⎢
⎡
,+,-,FG

U
@	lnF,FGK
@	ln(P) V\	@D

'E

6><>)23(R + 1)TL,.SIFJ
K P

⎦
⎥
⎥
⎥
⎤

⎠

⎟
⎞

')

⎦
⎥
⎥
⎥
⎤

	

Advantages:	 (i)	 The	 reduction	 factor	 gives	
information	 about	 the	 nucleation	 mechanism.	
Heterogeneous	 nucleation	 is	 expected	 for	 small	
reduction	factors.	(ii)	If	seed	crystals	are	present,	
surface	nucleation	is	assumed	to	be	the	dominating	
mechanism.	 The	 model	 can	 thus	 be	 applied	 for	
seeded	batch	crystallization	processes.	(iii)	A	more	
simplified	 model	 is	 available	 (in	 ref.80).	 (iv)	 The	
method	takes	crystal	detection	into	account,	via	the	
volumetric	holdup	parameter.	For	detection	with	a	
light	 beam,	 10-3-10-4	 can	 be	 used80.	
Disadvantages:	 (i)	 It	 is	 a	 complex	model,	which	
requires	 significant	 computational	 effort.	A	 lot	 of	
parameters	 are	 required:	 u(b , H+ , \	lnXH8@Y/
\	ln(>).	 Also,	 the	 radius	 of	 detectable	 crystals	
(B>8?)	must	be	known	to	transform	the	mass	based	
nucleation	rate	into	the	number	based	one.	(ii)	The	
method	 assumes	 constant	 \	ln(H8@)/\N.	 Also,	 eq.	
42	relies	on	an	assumption	and	eq.	40	is	only	valid	
for	∆H/H8@ < 0.5	80.	(iii)	Eq.	44	overestimates	 the	
nucleation	rate	by	assuming	the	nucleation	rate	at	
the	high	supersaturation	 (right	at	 the	moment	of	
detection)	 is	 the	 nucleation	 rate	 for	 the	 entire	
process.	 In	 reality	 the	 nucleation	 rate	 starts	 low	
and	 increases	during	polythermal	measurements.	
(iv)	 Multiple	 datasets	 are	 required	 to	 find	 all	
parameters.	(v)	Mersmann	et	al.	also	assume	that	
there	is	no	depletion	of	the	supersaturation	due	to	
crystal	growth80.		
	

KBHR model 
Kashchiev	 et	 al.	 starts	 from	 the	 Kolmogorov-

Johonson-Mehl-Avrami	(KJMA)	method22,26,92.	The	
KBHR	approach	assumes	that	the	PNM	is	correct.	A	
further	 division	 is	made	 between	 “instantaneous	
(IN)”	and	“progressive	(PN)”	nucleation.	For	IN	all	
nuclei	 nucleate	 at	 the	 same	 time,	 e.g.	 due	 to	 the	
presence	of	a	lot	of	heterogeneous	nucleation	sites	
or	secondary	nucleation	from	a	few	parent	or	seed	
crystals92.	 For	 PN,	 nuclei	 nucleate	 at	 different	
times.	Depending	on	the	mechanism	involved,	the	
obtained	nucleation	rates	are	different	–	which	in	
turn	 results	 in	 different	 ln(∆>;<=)	 versus	 ln(])	
formulas.	 Nucleation	 is	 detected	 either	 when	 a	
certain	 fraction	 of	 the	 solution	 volume	 contains	

crystals	 (z>8? = Q+/Q,	 with	 Q+ 	 the	 crystalline	
volume)	 or	 when	 a	 large	 number	 of	 crystals	 is	
present	 in	 the	 solution	 (0>8?).	 The	 authors	
acknowledge	that	the	growth	rate	also	determines	
these	 values.	 The	 KJMA	 formula	 for	 the	 volume	
fraction	of	 crystals	as	a	 function	of	 time	 (for	z <
0.1)	is	given	by	eq.	4626,	with	J	the	heterogeneous	
and	 homogeneous	 nucleation	 rate,	 G	 [m/s]	 the	
time-dependent	 linear	 growth	 rate,	 d	 the	
dimensionality	of	the	crystal	growth	and	,g[T)Gh]	
the	growth	shape	factor22.	N	is	the	total	amount	of	
crystals	 nucleated	 in	 volume	 V	 and	 time	 t,	 as	 is	
shown	in	eq.	47.	It	is	assumed	that	the	crystals	are	
growing	in	a	solution	with	volume	V	and	are	not	in	
contact	with	each	other	(which	is	only	true	for	the	
beginning	of	nucleation)26.	The	shape	 factors	 can	
be	found	in	the	book	by	Kashchiev,	ref.	26.	Also,	an	
isothermal	KBHR	method	is	discussed	which	is	out	
of	scope	for	this	text21.	A	flow	chart	of	the	complete	
KBHR	 approach	 can	 be	 found	 in	 the	 paper	 by	
Camacho	Corzo	et	al.21.	
	 	

z(N) = ,g[ 1(NH)	[[ |(N")	dt"	]h' 	\N′
.G.+

1

.

1
	 (46)	

0 = Q	[ 1(NH)\NH
.

1
	 (47)	

	
The	MZW	is	non-dimensionalized	by	dividing	 it	

by	 the	 equilibrium	 temperature,	 this	 quantity	 is	
called	the	critical	undercooling	�+ ,	as	shown	in	eq.	
48.	The	growth	rate	(m/s)	is	assumed	as	shown	in	
eq.	 49,	 with	 C$	and	 D$	 (0.5-1)	 the	 growth	 rate	
parameters,	E$	the	growth	rate	constant22.	
	

�+ =
∆>;<=
>8@

=
] ⋅ N;<=
>8@

	 (48)	

	

|(N) = T: &
>8@
]
'
C'GE

⋅ ,:
C ⋅ Ä1 − exp g

−Å�

1 − �
hÇ
9'C'

⋅ �C'GE,								

	1 = 2 exp &−
É

(1 − �) ⋅ �*
'	
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(49)	
Eq.	48	can	be	expressed	in	terms	of	undercooling.	

This	equation	has	an	analytical	solution	(which	is	
different	 for	 IN	 and	 PN)	 if	 the	 equalities	 �+ <
0.1, Å�+ < 1	are	met21.	Otherwise	it	must	be	solved	
numerically21.	 To	 distinguish	 between	PN	 and	 IN	
the	‘rule	of	three’	is	used:	the	slope	of	a	plot	of	�+ 	
versus	 ]	 is	 less	 than	 three	 in	 the	 IN	 case,	 and	
greater	than	three	in	the	PN	case21.	
PN-case	 (discussed	 in	 ref.22):	 if	 the	 equalities	

�+ < 0.1, Å�+ < 1	 are	 met,	 with	 Å = 	Ñ/,&>+ 	 the	
dimensionless	latent	heat	of	crystallization	and	,&	
the	Boltzmann	constant.	If	the	number	of	crystals	
0>8?	is	used	to	detect	the	onset	of	nucleation,	eq.	50	
is	obtained.	A	is	the	nucleation	rate	constant	and	b	
is	the	dimensionalized	thermodynamic	parameter	
E\⋅]_5^6

)⋅M9$k5
,	 with	 Ñ	 the	 molecular	 latent	 heat	 of	 the	

crystallization	 process	 and	 F	 the	 molecular	
volume.	If	the	fraction	z>8?	is	used	to	determine	the	
onset	 of	 crystallization	 a	 different	 formula	 is	
obtained,	for	which	we	refer	to	ref.22.		
	

ln(]) = ln &
Q2 ⋅ >8@
0>8?2É

' + 3 ln(�+) −
É

(1 − �+) ⋅ �+*
	(50)	

	
IN-case	 (discussed	 in	 ref.92):	 if	 the	 equalities	

�+ < 0.1, Å�+ < 1	 are	met	and	 the	 IN-case	can	be	
applied	 (all	 crystals	 appear	 at	 the	 same	moment	
with	 concentration	 H1	 at	 the	 moment	 N1	 at	 a	
dimensionless	 undercooling	 of	 �1).	 For	 IN	 all	
crystals	 are	 growing	 to	 a	 detectable	 size	 at	 the	
same	time.	After	nucleation	the	number	of	crystals	
is	constant	and	all	crystals	have	the	same	size92.	In	
this	case,		eq.	51	and	eq.	52	are	obtained92.	]1	takes	
into	 account	 both	 growth	 and	 nucleation.	 No	
nucleation	 parameters	 remain	 in	 the	 equation	
apart	 from	the	detectable	crystal	volume	 fraction	
and	the	concentration	of	crystals	at	nucleation.	\:	
in	eq.	52	is	the	growth	dimensionality	parameter.		
	

ln(]) = ln(]1) +
1

T:
⋅ ln Ä�+

l9'OEmC' − �1
l9'OEmC'Ç	(51)	

		

]1 = r
,gH1

Xd: + 1Y
h'z>8?

s

E
C'h'

Å9',:>8@	 (52)	

				
Advantages:	 (i)	 The	 KBHR	 model	 allows	 fast	

characterization	 of	 the	 mechanism	 of	 nucleation	
(IN-	or	PN-ruled	via	the	rule	of	three)	and	(ii)	takes	
into	account	both	nucleation	and	growth	of	crystals	
based	on	 this	mechanism.	(iii)	The	model	avoids	
the	(semi-)empirical	equations	 for	 the	nucleation	
rate.	(iv)	The	nucleation	parameters	have	physical	

meaning.	(v)	The	model	takes	into	account	how	the	
detection	 of	 the	 onset	 of	 crystallization	 is	
measured	 (0>8?	 or	 z>8?).	 (vi)	 Kashchiev	 and	
colleagues	also	give	a	(linear)	Nývlt-like	equation	
which	 is	 applicable	 if	 certain	 inequalities	 are	
met22,92.	(vii)	There	is	also	an	isothermal	method	
which	can	be	used	as	a	check.	Disadvantages:	(i)	
Eq.	51	is	sensitive	to	the	available	data	which	may	
lead	 to	 physically	 impossible	 values	 for	 the	
parameters92.	 (ii)	 If	 the	 inequalities	 �+ <
0.1, Å�+ < 1	 are	 not	 met,	 equation	 46	 must	 be	
solved	 numerically,	 which	 is	 computationally	
difficult.	(iii)	For	the	IN-case,	no	nucleation	data	is	
obtained.	 (iv)	Eq.	51	 is	used	 for	 the	growth	 rate,	
which	assumes	,T 	constant,	which	is	unreasonable	
for	 crystallite	 growth	 by	 two-dimensional	
nucleation22.	(v)	The	model	 is	quite	complex	and	
requires	some	effort.		
	

Kashchiev et al. induction time model 
Kashchiev	et	al.	also	proposed	a	general	formula	

for	the	induction	time,	which	is	applicable	for	time	
independent	nucleation	 rates37.	 Kashchiev	makes	
the	 distinction	 between	 the	 MNM	 and	 the	 PNM,	
resulting	in	different	expressions	for	the	induction	
time.		
MNM:	the	metastability	of	the	system	is	lost	once	

the	first	nucleus	is	formed.	The	induction	time	can	
then	be	calculated	easily	N- = 1/1Q.	As	the	growth	
time	 is	 assumed	 to	 be	 zero,	 the	 detection	 of	 an	
extremely	 small	 nucleus	 is	 required	 (10-1000	
molecules)37.	 This	 must	 be	 taken	 into	 account	
when	using	this	formula.	Further	it	must	be	noted	
that	the	induction	time	mentioned	here	is	the	mean	
time	for	the	appearance	of	a	first	nucleus37.		
PNM:	multiple	 nuclei	 can	 be	 formed,	while	 the	

first	 critical	 nuclei	 grow	 to	 a	 detectable	 size.	
Kashchiev	 derives	 the	 formula:	 N- = (4z/
,g1|

))E/o,	with	z = QC/Q ≤ 1	and	QC	 the	volume	
of	a	detectable	nucleus	and	,g	a	shape	factor37.	This	
formula	takes	(3D)	growth	of	the	crystal	nuclei	into	
account.	The	dependence	of	V	 is	 lost	 in	 the	PNM	
approach.		
Kashchiev	et	al.	also	propose	a	general	approach	

for	 the	 induction	 time:	 NAB> = NaIa + NpI ,	 which	
results	in	eq.	5337.	Kashchiev	et	al.’s	approach	does	
not	include	a	relaxation	time,	the	time	required	for	
the	 system	 to	 achieve	 a	 “quasi-steady-state	
distribution	 of	 molecular	 clusters”,	 like	 Mullin	
proposes23.		
	

N- =
1

1Q
+ &

4z

,g1|)
'

E
o
	 (53)	
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Advantages:	 (i)	A	general	 formula	 is	proposed	
which	unifies	 the	 IN	and	PN	approach.	(ii)	Takes	
into	 account	 the	 volume	 of	 detectable	 nuclei	 for	
PNM.	 (iii)	 Kashchiev	 and	 his	 colleagues	
generalized	 eq.	 53	 for	 1D,	 2D	 and	 3D	 growth	
(volume	 diffusion	 controlled	 growth,	 surface	
controlled	growth)37.	(iv)	The	CNT	nucleation	rate	
can	be	used	in	formula	eq.	53.	Disadvantages:	(i)	
The	 PNM	 equation	 assumes	 constant	 nucleation	
and	 3D	 growth	 rates37.	 It	 is	 valid	 for	 the	 region	
where	 nucleation-mediated	 growth	 of	 crystals	
(2D)	 occurs37.	 (ii)	 In	 the	 general	 formula	 it	 is	
assumed	that	2D	induction	time	principles	can	be	
adapted	to	3D	nucleation	and	growth.		
	

Nagy et al. method 
We	also	briefly	discuss	Nagy	et	al.’s	PBE	method	

as	 it	 results	 in	 an	 Nývlt-like	 equation.	 Nagy’s	
approach	 uses	 population	 balance	 equations	 and	
the	 conservation	 of	 mass	 to	 quantify	 both	
nucleation	and	growth	rates82.	The	nucleation	rate	
(in	number	basis)	and	the	growth	rate	are	defined	
as	power	laws	as	shown	in	eq.	54.		
		

| = ,:∆H
:,			1 = ,∆H9	 (54)	

	
The	goal	is	to	determine	the	parameters	E$, G, E, C.	

Solving	 the	 PBEs	 results	 in	 the	 crystal	 size	
distribution	(A"(H, !)),	with	L	the	characteristic	size	
of	the	crystals	and	A"	the	crystal	population	density,	
which	 is	 the	number	of	 crystals	per	unit	 size	per	
unit	 volume23.	 A	 PBE	 tracks	 the	 number	 density	
and	how	crystal	properties	change93.	The	moment	
method	 is	 an	 efficient	 (from	 the	 computational	
point	of	view)	method	for	solving	PBEs.	Moments	
are	defined	as	shown	in	eq.	55.		
	

"q = ∫ ÜqG9(Ü, N)	\Ü
ABR

1
	 (55)			

	
The	 jth	 moment	 with	 j	 equal	 to	 0	 (zeroth	

moment),	1	(first	moment),	2	(second	moment),	3	
(third	 moment)	 respectively	 correspond	 to:	 the	
total	 number,	 the	 cumulative	 length,	 the	 surface	
area,	 and	 the	 volume	 of	 all	 crystals.	 The	
conservation	of	mass	equation	can	be	formulated	
as	shown	in	eq.	56,	with	,g	the	volume	shape	factor,	
M	the	mass	of	crystals	and	/	the	density	of	a	crystal.	
	

\- = G9Ü
),g/\Ü	 (56)	

			
By	 taking	 the	 derivative	 of	 the	 moments,	 the	

matrix	in	eq.	57	can	be	constructed,	with	BreA?	as	the	
size	 of	 a	 nuclei	 and	 c	 the	 solution	 concentration.	
The	 experimental	 CSD	 is	 then	 fitted	 to	 the	

theoretical	 model,	 to	 obtain	 the	 nucleation	 and	
growth	rate	and	order.	The	rate	of	cooling	is	taken	
into	 account	 indirectly	 through	 the	 size	 of	 the	
particles.	Nagy	et	al.	demonstrates	this	by	using	a	
nonlinear	least-squares	programming	technique82.		
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Nagy	 et	 al.	 derive	 an	 expression	 similar	 to	 the	

Nývlt	equation,	by	assuming	crystals	nucleate	at	a	
critical	size	BreA? = 0	at	time	t	and	then	continue	to	
grow	 to	 a	 detectable	 size	 with	 the	 growth	
kinetics82.	This	equation	 is	 shown	 in	eq.	58,	with	
D = (3G + C + 4)/4	 the	 “apparent	 nucleation	 rate	
order”,	 constant	 K	 contains	 the	 shape	 factor,	 the	
growth	 order,	 the	 nucleation	 order	 and	 other	
parameters.	 The	 complete	 derivation	 of	 the	
formula	can	be	found	in	their	paper82.	This	Nývlt-
like	equation	from	Nagy	et	al.	results	 in	the	same	
slope	for	log(q)	versus	log(L>+,-)	as	the	Söhnel	and	
Nývlt	 model	 for	 detection	 based	 on	 the	 cloud	 of	
crystals,	and	the	Hulbert	model76,87.		
	

ln(]) = (T − 1) ⋅ ln 6
\H8@
\>

? + ln(é) +T ⋅ ln(∆>;<=)	(58)	

	
Advantages:	(i)	Simultaneous	determination	of	

growth	and	nucleation	kinetics.	(ii)	The	model	 is	
more	 complex	 but	 an	 analogy	 to	 the	 easy-to-use	
Nývlt	 approach	 is	 proposed	 (assuming	 constant	
ln(%9FG/%>).	(iii)	Seeding	can	be	taking	into	account	
by	 changing	 the	model	boundary	 conditions.	The	
empirical	power	law	might	not	describe	secondary	
nucleation	 accurately	 though.	 (iv)	 Nagy	 et	 al.	
compared	their	approach	to	the	classical	Nývlt	and	
Kim	and	Mersmann	approaches82.	Disadvantages:	
(i)	The	model	uses	empirical	power	law	equations	
for	 both	 nucleation	 and	 growth,	 which	 does	 not	
give	 information	 about	 the	 mechanisms	 of	
nucleation	and	results	in	parameters	without	any	
physical	 significance.	 (ii)	 Requires	 more	
experimental	 data	 (CSD	 and	 solution	
concentration)	and	additional	computational	effort	
than	 standard	 isothermal	 and	 polythermal	 data	
analysis	models.	
	

Other methods 
For	 completeness	we	 also	mention	 some	 other	

approaches.	 Harano	 et	 al.	 have	 proposed	 an	
isothermal	 data	 analysis	 method	 to	 determine	
nucleation	 kinetics77.	 Harano	 et	 al.	 propose	 a	
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nucleation	 rate	 expression	 based	 on	 the	 CNT,	
shown	in	eq.	59,	with	k	a	constant	and	n	the	amount	
of	 solute	molecules	 present	 in	 a	 critical	 nucleus,	
which	 is	 dependent	 on	 the	 supersaturation77.	
Harano	et	al.’s	method,	which	 is	shown	in	eq.	60,	
takes	into	account	the	detection	method.	Similarly,	
also	a	polythermal	method	was	proposed79.		
	

1 = ,	*9,			, = ,* ⋅ exp g−
o]⋅,4:"&⋅

5 ^

M9⋅$
h (59)		

log(N>8?) = log &
0>8?
Q
' − log(1)	 (60)	

	
Preckshot	et	al.	proposed	an	equation	similar	to	

that	of	Harano	et	al.	Preckshot	et	al.’s	equation	is	
shown	in	eq.	6175,77,78.		
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Shiau	 and	 Lu	 have	 developed	 isothermal	 and	

polythermal	data	analysis	methods	for	PN,	that	can	
be	applied	if	turbidity	is	used	to	detect	the	onset	of	
crystallization83,84.	 The	 CNT	 nucleation	 rate	 is	
related	 to	 the	 induction	 time	 and	 MZW84.	 Three	
different	 cases	 are	discussed:	 detection	based	on	
the	 minimum	 area	 density	 [m2m-3],	 on	 the	
minimum	 number	 density	 [m-3],	 or	 on	 the	
minimum	detectable	volume	 fraction	 [-]	 required	
for	 detection	 of	 crystals83.	 It	 is	 assumed	 that	
crystals	nucleate	at	size	083.	Growth	of	the	crystals	
is	taken	into	account,	but	not	the	supersaturation	
depletion	 due	 to	 growth83.	 In	 2019,	 Shiau	 has	
proposed	 another	 isothermal	 data	 analysis	
method,	to	study	the	influence	of	different	solvents	
on	 the	 nucleation	 kinetics,	 by	 splitting	 the	
nucleation	rate	into	an	intrinsic	kinetic	parameter	
and	a	part	dependent	on	the	interfacial	energy94.		
Dugua	and	Simon	(1978)	proposed	to	extract	the	

nucleation	 rate	 from	 isothermal	 measurements,	
based	 on	 the	 amount	 of	 crystallized	 mass	 M(!)	
formed95.	 The	 amount	 of	mass	 precipitation	 in	 a	
time	 t	 from	 crystals	 nucleated	 at	 time	 !%	 can	 be	
calculated	as	shown	in	eq.	62,	with	D(!%)	the	mass	
of	a	crystal	at	time	t	that	has	nucleated	at	time	!%:		
	
\-(N) = 1(N1) ⋅ \N1 ⋅ Q(N1) ⋅ T(N − N1)	 (62)	

				
By	assuming	all	crystals	have	the	same	D(!),	for	

isothermal	measurements,	the	total	mass	at	time	t	
can	be	calculated95.	If	the	function	D(!)	 is	known,	
the	nucleation	rate	can	be	found	by	deconvoluting	
eq.	63	95.		
	

-(N) = [ 1(N1) ⋅ Q(N1) ⋅ T(N − N1)	\N1
.

1
	 (63)	

			
Boistelle	and	Astier	(1988)	proposed	plotting	the	

induction	 time	 versus	 log'((5),	 such	 that	 the	
nucleation	 parameters	 can	 be	 determined,	 by	
assuming	 that	 at	 the	 induction	 time	 one	 nucleus	
per	unit	volume	has	formed96.	Kobari	and	Kubota	
have	tried	to	construct	a	more	unified	approach	by	
using	 PBEs	 and	 the	 formulas	 from	 Kubota’s	
models13.	 Mutaftschiev	 and	 Platikanova	 (1961)	
decided	 to	 simply	 count	 the	 crystals	 flowing	 in	
solution95.		

PART II: MICROFLUIDIC AND MICROVIAL 
CRYSTALLIZERS 
Microfluidic	 and	 microvial	 crystallizers	 are	

miniaturized	 crystallizers.	 Their	 characteristic	
small	 volume	 makes	 them	 an	 excellent	 tool	 for	
crystallization	 research,	 due	 to	 the	 many	
advantages	 over	 large	 volume	 crystallizers97–99.	
The	 high	 surface-to-volume	 ratios	 result	 in	 high	
mass	and	heat	transfer	rates,	which	allows	for	good	
control	 over	 the	 experimental	 conditions	 (e.g.	
extremely	high	supersaturations).	They	are	used	to	
do	 high-throughput	 screening,	 with	 low	material	
consumption,	 and	 to	obtain	 fundamental	 insights	
into	the	mechanism	of	nucleation2,45,66,97,100–103.	In	
small	volumes	the	observation	zone	for	nucleation	
detection	is	reduced	significantly,	which	results	in	
more	 accurate	 crystal	 detection67.	 Another	
advantage	 is	 that	 impurities	 that	 act	 as	
heterogeneous	 nucleation	 sites	 can	 be	 removed	
more	easily.	We	make	the	distinction	between	high-
throughput	microfluidic	 crystallizers	 (<1mL)	 and	
medium-throughput	“microvial”	crystallizers,	that	
are	 slightly	 larger	 (1-10mL)	 but	 offer	 similar	
advantages	 although	 to	 a	 lesser	 extent.	 Table	 5	
gives	 an	 overview	 of	 all	 the	 microvial	 and	
microfluidic	methods	discussed	in	Part	II.		
Table	5	Microvial	and	microfluidic	discussed	in	Part	
II	of	this	review	and	the	page	number	where	these	
methods	are	discussed	in	this	review.	

Microvial	and	Microfluidic	methods	 Pg.	

Double-pulse	technique	 15	
Isothermal	(stagnant)	droplet	technique	 15	
Droplet	technique	in	flow	 16	
Time-varying	supersaturation	droplet	technique	 17	
Isothermal	microvial	technique	 19	
Polythermal	microvial	technique	 20	
Other	microvial	techniques	 20	

Double-pulse technique 
The	 double-pulse	 technique	 aims	 to	 decouple	

nucleation	 from	the	ensuing	crystals	growth62,104.	
This	can	be	done	in	well-controlled	environments	



 16 

like	 microcrystallizers	 and	 droplets	 by	
manipulating	the	temperature.	The	technique	was	
independently	 proposed	 in	 1999	 by	 Galkin	 and	
Vekilov,	 and	 by	 Tsekova	 et	 al.34,105.	 Nucleation	
usually	only	occurs	at	higher	supersaturations,	for	
which	growth	is	very	fast.	This	leads	to	a	depletion	
of	the	supersaturation	by	growth	and	complicates	
the	 nucleation	 rate	 measurements.	 To	 solve	 this	
problem	 the	 solution	 is	 first	 kept	 at	 a	 high	
supersaturation	until	nucleation	occurs.	Then,	the	
supersaturation	 is	 lowered	 (into	 the	MZW),	 such	
that	 the	 existing	 nuclei	 can	 grow	 to	 a	 detectable	
size	 without	 nucleation	 of	 other	 crystals.	 Galkin	
and	Vekilov	propose	to	put	the	temperature	of	the	

growth	 zone	 close	 to	 the	 solubility	 curve,	 to	
suppress	 nucleation105.	 The	 double-pulse	
technique	is	graphically	explained	in	Figure	5.	The	
double-pulse	 technique	 has	 contributed	 to	 the	
discovery	 of	 the	 two-step	 nucleation	
mechanism1,33.	 The	 double-pulse	 technique	 is	
presented	 here	 as	 a	 microfluidic	 (droplet)	
technique,	 but	 is	 in	 principle	 also	 applicable	 in	
slightly	 larger	volumes:	e.g.	Nanev	et	al.	used	 the	
technique	 for	 insulin	 crystallization	 in	 a	 small	
well106.		
  

 
 

(a)	 (b)	

Figure	5	(a)	Graphical	representation	of	the	double-pulse	technique	for	droplets.	(b)	The	double-pulse	technique	illustrated	on	
the	phase	diagram:	first	the	nucleation	step	is	performed	(indicated	by	point	1),	then	the	growth	step	(indicated	by	point	2),	
after	Ildefonso	et	al.107.	

Advantages:	 (i)	 The	 main	 advantage	 is	 the	
“decoupling”	 of	 nucleation	 and	 growth.	 The	
majority	of	the	supersaturation	depletion	is	in	the	
growth	stage.	Thus,	the	assumption	for	isothermal	
measurements	that	the	supersaturation	is	constant	
throughout	 the	 entire	 experiment	 is	 reasonably	
valid.	 (ii)	 The	 technique	 can	 be	 (and	 often	 is)	
combined	with	other	 techniques	 (e.g.	 the	droplet	
technique).	 Disadvantages:	 (i)	 The	 decoupling	
technique	requires	prior	knowledge	of	 the	Miers’	
phase	diagram.	(ii)	The	time	duration	for	which	the	
solution	is	kept	 in	the	nucleation	zone	affects	the	
results.	(iii)	It	is	impossible	to	know	that	crystals	
detected	in	the	growth	zone	did	not	nucleate	in	the	
growth	 zone	 (even	 though	 the	 probability	 of	
nucleation	is	lower).	The	supersaturation	may	still	
be	 sufficiently	 high	 for	 heterogeneous	 or	
secondary	nucleation.	 (iv)	The	CNT	predicts	 that	
the	 critical	 size	 is	 inversely	 proportional	 to	 the	
temperature	 difference	 between	 the	 temperature	
of	 the	 solution	 and	 the	 solubility	 temperature.	
Crystals	 nucleating	 at	 size	 BreA?	 in	 the	 nucleation	
zone,	may	dissolve	in	the	growth	zone	because	the	
critical	size	required	in	the	growth	zone	(which	is	
at	 lower	 temperature)	 is	higher108.	Thus,	 crystals	
need	 to	 grow	 slightly	 in	 the	 nucleation	 zone	 or	
crystals	 nucleated	 in	 the	 nucleation	 zone	 are	

dissolved	 in	 the	 growth	 zone.	 (v)	The	 technique	
can	be	time-consuming106.	
Lounaci	et	al.	have	shown	that	crystallization	of	

lysozyme	in	microcrystallizers	is	dependent	on	the	
channel	height	(18-150"T):	deeper	channels	favor	
nucleation,	shallow	channels	favor	growth109.	They	
propose	a	decoupling	strategy	based	on	sections	of	
different	 channel	 heights,	 rather	 than	 different	
temperatures109.		
	

Isothermal droplet technique 
One	of	the	most	used	techniques	for	nucleation	

rate	 estimation	 is	 the	 (isothermal)	 droplet	
technique,	 which	 is	 based	 on	 Turnbull	 and	
Vonnegut’s	 research	 concerning	 supercooled	
metallic	droplets110,111.	 In	the	droplet	technique	a	
supersatured	 liquid	 is	 confined	 in	 a	 number	 of	
droplets	in	an	immiscible	carrier	fluid.	The	droplet	
technique	 is	 generally	 performed	 in	 easy-to-use	
microfluidic	 platforms,	 fabricated	 by	
lithography112,113.	 Droplet	 microfluidics	 offer	
similar	 advantages	 to	 microcrystallizers,	 whilst	
reducing	 clogging	 and	 overcoming	 Taylor	
dispersion113.	 The	 distinction	 is	 generally	 made	
between	 droplet	 generation	 (dominated	 by	 the	
confinement	and	the	interfacial	forces)	and	droplet	
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storage.	 An	 example	 of	 crystals	 in	 a	 droplet	 is	
shown	 Figure	 6.	 A	 complete	 overview	 of	 droplet	
generation	 can	 be	 found	 in	 the	 paper	 by	 Zhu	 et	
al.114.		
In	the	droplet	technique	each	individual	droplet	

is	 considered	 as	 a	 distinct	 “batch	 crystallizer”.	
Hence,	a	lot	of	different	conditions	can	be	tested	in	
a	short	 time	with	minimal	material	consumption.	
Droplets	 of	 varying	 volumes	 (from	 nL	 to	 "L	
droplets)	 are	 generated	 with	 emulsion-based	
methods	 (high-throughput	 generation)115.	 For	
even	 smaller	 volumes	 (pL-fL)	 microinjection	 is	
used	 (generally	 low-throughput	 generation)67,115.	
Both	 stagnant	 and	 moving	 droplets	 have	 been	
used.	 In	 the	 conventional	 droplet	 technique,	
droplets	are	cooled	to	a	fixed	supersaturation	for	a	
fixed	 time	 t,	during	which	nucleation	 takes	place.	
The	 fraction	 of	 droplets	 containing	 crystals	 is	
recorded.	 The	 experimental	 probability	 ()F-T)	 is	
calculated	 by	 taking	 the	 ratio	 of	 droplets	
containing	 crystals	 (..)	 over	 the	 total	 amount	 of	
droplets	(.),	as	shown	in	eq.	64.	This	experimental	
probability	 can	 then	 be	 fitted	 to	 theoretical	
probability	of	the	MNM	(eq.	12).		
	

S8=s = Nr/0 (64)	
	

 
Figure	 6	 (a)	 Graphical	 representation	 of	 the	 isothermal	
droplet	technique.	(b)	Two	droplets	(radius	approx.	1mm)	
with	 a	 varying	 number	 of	 (lysozyme)	 crystals.	 Both	
droplets	are	kept	under	 identical	conditions,	droplets	cut	
out34.	 Reprinted	 with	 permission	 from	 J.	 Cryst.	 Growth	
2001,	232,	63–76.	Copyright	(2001)	Elsevier.	

Advantages:	(i)	The	droplet	 technique	adheres	
well	 to	 the	 MNM	 technique,	 because	 of	 the	
extremely	small	volumes	of	 the	droplets.	(ii)	The	
droplet	technique	offers	unique	control	over	both	
time	 and	 space	 of	 the	 nucleation	 process116,	
unmatched	 by	 any	 other	 technique.	 The	 small	
volume	 also	 facilitates	 the	 removal	 of	 impurities	
before	commencement	of	nucleation,	compared	to	
large	 volume	 batch	 crystallizers.	 (iii)	 Large	
amount	 of	 data	 can	 be	 gathered	 in	 a	 short	 time,	
because	 each	 droplet	 is	 considered	 as	 an	
independent	 batch	 crystallizer.	 (iv)	 The	 droplet	
technique	can	be	combined	with	the	double-pulse	
technique.	 Disadvantages:	 (i)	 Surfactants	 are	
extensively	 used	 in	 the	 generation	 of	 droplets	 to	
stabilize	 and	 prevent	 coalescence117,	 but	 might	
affect	 nucleation101,118–120.	 If	 no	 surfactants	 are	

used,	heterogeneous	nucleation	might	occur	on	the	
gas-liquid	 interface121.	 (ii)	 Equations	 from	 MNM	
are	 used.	 For	 these	 assumptions	 we	 refer	 to	
Subsection	 “Isothermal	 and	 Polythermal	
experiments”.	(iii)	Experimental	practicalities	can	
cause	 errors:	 dispersing	 the	 droplets	 is	 difficult	
and	usually	the	obtained	droplets	are	not	perfectly	
monodispersed101,118.	Dos	Santos	et	al.	stress	that	
the	droplet	volume	distribution	must	be	reported,	
as	it	affects	the	accuracy	of	the	final	results122.	(iii)	
Because	 the	 droplets	 are	 in	 a	 carrier	 fluid,	
temperature	quenches	can	be	difficult101.	(iv)	The	
experimental	 operating	 range	 is	 limited	 	 (e.g.	 no	
agitation).	
To	 measure	 the	 primary	 homogeneous	

nucleation	rate,	droplets	must	be	free	of	impurities.	
This	 can	be	 challenging,	 for	 example	Teychené	et	
al.’s	results	suggest	that	 impurities	at	 the	droplet	
interface	were	still	present123.	Pound	and	La	Mer	
have	developed	a	model	to	find	the		homogeneous	
and	 heterogeneous	 nucleation	 rate	 using	 the	
droplet	 method123–125.	 A	 Poisson	 distribution	 is	
applied	 to	 the	 distribution	 of	 impurities	 in	 the	
droplets124.	The	probability	that	a	droplet	does	not	
contain	a	 crystal	 for	 isothermal	measurements	 is	
shown	in	eq.	65,	with	D,UV	the	“arithmetic	average	
number	 of	 active	 foreign	 nucleation	 sites	 per	
droplet”,	EWX	the	heterogeneous	nucleation	rate	(s-
1)	for	a	single	impurity	in	a	droplet	and	EWY	(s-1)	the	
homogeneous	 nucleation	 rate125,126.	 The	
experimental	probability	curve	can	be	found	in	eq.	
66,	with	N0	 the	number	of	drops	with	no	crystals	
and	Nt	 the	 total	amount	of	droplets.	This	method	
does	not	distinguish	between	foreign	particles	that	
might	 be	more	 active	 at	 lower	 temperatures,	 but	
assumes	 uniform	 activity	 for	 all	 impurities118.	
Akella	et	al.	give	a	detailed	overview	of	the	Pound	
and	 La	 Mer	 model	 and	 its	 	 relationship	 to	 the	
CNT125	.		
	

S1(N) = êGC-<=(êGM>?. − 1) + êGC-<=êC-<=f@A>B& 	(65)	
	

S1,8=s = N1/0. (66)	
		

Droplet technique in flow 
To	generate	droplets	 for	 the	droplet	method	an	

immiscible	fluid	is	injected	into	a	continuous	liquid	
stream114.	 For	 the	 stagnant	 droplet	 method,	 the	
droplets	 are	 immobilized	 and	 supersaturation	 is	
generated.	 In	 the	 flowing	 droplet	 technique	 the	
flow	 of	 droplets	 is	 not	 stopped	 and	 droplets	 are	
generated	 continuously	 throughout	 the	
experiment.	An	example	of	a	droplet	microfluidic	
crystallizer	is	shown	in	Figure	7.	As	droplets	flow	
through	 the	 microfluidic	 apparatus,	 the	
supersaturation	is	generated	and	the	temperature	
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is	 kept	 constant.	 The	 probability	 of	 crystals	
nucleating	in	a	droplet	is	recorded	as	a	function	of	
time.	 This	 time	 is	 defined	 as	 the	 distance	 the	
droplets	 have	 covered	 divided	 by	 their	 flow	
velocity.	The	degree	of	micromixing	is	affected	by	
the	 flow	velocity.	 For	example	Laval	et	al.	 (2007)	
used	 the	 droplet	 technique	 in	 flow	 for	
crystallization	 of	 potassium	 nitrate	 in	 water,	 but	
did	 not	 elaborate	 on	 the	 effects	 of	 flow	 (7 ≈ 3 ∙
10Om-3s-1,	 6 ≈12)101.	 In	 a	 later	 paper	 Laval	 et	 al.	
(2009)	 performed	 similar	 experiments	 for	
stagnant	 droplets	 (7 ≈ 1.6 ∙ 10/m-3s-1,	 6 ≈37)118.	
Based	on	these	results	 it	could	be	concluded	that	
droplets	 flowing	 through	 the	 microchannel	
reduces	 the	nucleation	rate.	This	 is	surprising,	as	
flow	 increases	 mixing,	 but	 in	 both	 papers	
nucleation	 seems	 to	 occur	 via	 heterogeneous	
nucleation,	 which	 makes	 comparisons	
difficult101,118.	Teychené	et	al.	have	shown	that	the	
flowing	droplet	technique	can	give	both	qualitative	
(rheological	 behavior,	 structure	 formation)	 and	
quantitative	 (nucleation	 rates)	 information123.	 A	
table	 of	 authors	 using	 the	 microfluidic	 droplet	
method	is	given	in	Table	6.		
Rossi	 et	 al.	 and	 Nappo	 et	 al.	 applied	 a	

combination	 of	 the	 droplet	 and	 double-pulse	
technique,	 both	 for	 stagnant	 and	 flowing	
droplets45,127.	 First,	 droplets	 are	 stored	 in	 or	
flowing	 through	 the	 nucleation	 section.	 After	 a	
fixed	(residence)	time	in	the	nucleation	section,	the	
droplets	 are	 stored	 in	 the	 growth	 section.	 Their	
results	show	a	significantly	larger	nucleation	rate	
(up	to	3	orders	of	magnitude)	for	flowing	droplets	
than	for	stagnant	droplets.	Rossi	et	al.	hypothesize	
that	 the	 circulation	 patterns	 inside	 the	 droplets	
results	 in	 an	 increased	 kinetic	 nucleation	

parameter	 without	 affecting	 the	 thermodynamic	
nucleation	parameter45.	Nappo	et	al.	conclude	that	
the	 fluid-induced	 shear	 affects	 the	 nucleation	
process	up	to	a	certain	level127.		
	

	

Figure	7	Example	of	an	experimental	setup	for	the	droplet	
technique116,123.	 Reprinted	 with	 permission	 from	 Cryst.	
Growth	 Des.	 2011,	 11,	 11,	 4810–4818.	 Copyright	 (2011)	
American	Chemical	Society.	

Advantages:	 (i)	The	 flow	 rate	 can	 be	 changed	
and	the	influence	of	micromixing	on	the	nucleation	
rate	can	be	studied.	Figure	8	shows	the	difference	
in	 cumulative	 probability	 for	 a	 stagnant	 and	
flowing	droplet	setup.	Changing	the	flow	rate	may	
also	 affect	 the	 interfacial	 area128.	 (ii)	 For	 other	
advantages,	 we	 refer	 to	 the	 advantages	 for	 the	
stagnant	droplet	techniques.	Disadvantages:	The	
droplet	technique	for	flowing	droplets	suffers	from	
the	same	disadvantages	as	the	droplet	techniques	
for	stagnant	droplets.	Flowing	droplet	experiments	
may	also	be	more	difficult.		
	

	 	
(a)	 (b)	

Figure	8	Nucleation	rate	for	stagnant	and	flowing	droplets	for	crystallization	of	PABA	in	(a)	stagnant	conditions	(S=2.29)	and	
in	(b)	flowing	conditions	(S=2.29)127.	Reprinted	with	permission	from	Chem.	Eng.	Res.	Des.	2018,	136,	48–56.	Copyright	(2018)	
Elsevier.	

Time-varying supersaturation droplet technique  
Goh	 et	 al.	 developed	 a	 model	 in	 the	 form	 of	 a	

master	equation	to	determine	nucleation	kinetics	

in	droplet-based	system	under	conditions	of	time-
varying	supersaturation	(e.g.	in	evaporation-based	
systems	where	heat	is	supplied)66.	)%(!)	is	defined	
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as	the	probability	that	a	droplet	contains	0	crystals	
(with	 )%(0) = 1)	 at	 time	 t,	 and	 )"(!)	 is	 the	
probability	that	a	droplet	contains	n	crystals	(with	
)"(0) = 1)	at	time	t.	Goh	et	al.’s	master	equation	is	
shown	in	eq.	67	and	eq.	68	66.		
	

\S1(N)

\N
= −1(N) ⋅ S1(N)	 (67)	

	
\S9(N)

\N
= −1(N) ⋅ XS9GE(N) − S9(N)Y	

for	d = 1, 2, … (68)
	

		
Goh	 et	 al.	 derive	 eq.	 69	 to	 determine	 the	

nucleation	 kinetics	 from	 experimental	 data,	 by	
least-squares	estimation66.			
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	(69)	

		

Advantages:	(i)	The	model	proposed	by	Goh	et	
al.	 can	 be	 applied	 for	 both	 homogeneous	 as	
heterogeneous	 nucleation	 in	 a	 wide	 range	 of	
experimental	 conditions.	 (ii)	 Has	 the	 same	
advantages	 as	 the	 isothermal	 droplet	 technique.	
(iii)	The	assumption	that	growth	of	crystals	does	
not	deplete	the	supersaturation	is	not	required66.	
Disadvantages:	(i)	Bhamidi	et	al.	give	a	complete	
overview	of	the	assumptions	the	Goh	et	al.	model	
makes64.	 The	 Goh	 model	 relies	 (similarly	 to	 the	
MNM	description	of	nucleation)	on	the	Markovian	
approximations:	 e.g.	 the	 system	 can	 only	 jump	
from	m	 to	m+1,	 thus	 assuming	 jumps	 from	m	 to	
m+2	 are	negligible64.	Because	of	 the	 time-varying	
supersaturation	 additional	 assumptions	 are	
required:	 the	 nucleation	 rate	 J	 changes	 between	
two	successive	time	steps	but	not	in	between,	and	
the	 time	 steps	are	 long	enough	 for	 the	 system	 to	
reach	 equilibrium64.	 (ii)	 It	 is	 assumed	 that	 all	
nucleation	steps	take	place	independently	from	the	
number	 of	 crystals	 already	 present64.	 (iii)	 The	
same	 disadvantages	 as	 the	 conventional	 droplet	
technique.	 (iv)	 The	 method	 is	 computationally	
more	difficult	than	the	isothermal	method.			

Table	6	Overview	of	papers	describing	using	the	droplet	method	(possibly	in	combination	with	the	double-pulse	
technique)	to	determine	nucleation	rates	with	a	short	description	of	the	system.	For	all	experiments	summarized	
in	the	table	the	onset	of	nucleation	is	detected	using	a	microscope.	

Authors	and	year	 Crystallization	solute	 System	

Galkin	and	Vekilov	(1999,	2000,	
2001)34,105,129	

Lysozyme	(50mg/mL-78mg/mL)	in	
water	with	acetate	buffer	(pH=4.5),	
,Z,[6=2.5-4%		

Double-pulse,	stagnant	droplets	(400	wells,	
0.1-2.5`a,	usually	0.7`a),		

Knezic	et	al.	(2004)130	
Lysozyme	(4wt%)	in	water	with	
0.1M	acetate	buffer	(pH=4),	
,Z,[6=1%	

Levitated	droplet	method	(225fL),		

Chen	et	al.	(2005)128	 Thaumatin	and	precipitant	(2M)	 Droplet	method	(50	droplets)	

Shim	et	al.	(2007)131	
Xylanase	(15.3mg/mL)	dialyzed	
against	sodium	tartrate	tetrahydrate	
0.4M,	,Z,[6=5M	

Double-pulse	technique	(with	seeding),	
stagnant	droplets	(Phase	Chip,	100	wells,	
1nL)		

Dombrowski	et	al.	(2007)132	 Lactose	in	water	(35-53g/100g)	 Flowing	droplet	technique	(100-300`b)	

Laval	et	al.	(2007)101	 Potassium	nitrate	in	water	
(83.6g/100g)		 Flowing	droplet	method	(100nL,	4mm	s-1)	

Laval	et	al.	(2009)118	 Potassium	nitrate	in	water	(30-
70g/100g)		

Stagnant	droplet	method	(300	droplets,	
100nL)	

Selimović	et	al.	(2009)133	 Lysozyme	(17.5g/mL)	in	water	with	
acetate	buffer	(pH=4.5),	,Z,[6	=	0.5M	

Double-pulse	technique,	stagnant	droplets	
(Phase	Chip131,	300	wells,	1.4nL)	

Goh	et	al.	(2010)66	 Lysozyme	(18mg/mL)	in	water,	,Z,[6	
=	0.36M	&	paracetamol	in	water		

Droplet	method	(evaporation,	open	well,	
min.	100`a)134	

Teychené	and	biscans	(2011,	
2012)116,123	 Eflucimibe	in	octanol	 Stagnant	(1500-2000	droplets,	10-100nL)	

or	flowing	droplet	method	(10-100nL)	

Ildefonso	et	al.	(2011,	2012	(MZW),	
2013)72,107,135	

Lysozyme	(40-55g/mL)	in	water	
with	acetate	buffer	(pH=4.5),	
,Z,[6=0.7M	

Double-pulse	technique,	stagnant	droplet	
method	(200	droplets,	250nL)72,107,135	

Wantha	et	al.	(2012)136	 c-DL-methione	in	water	 Double-pulse	technique,	stagnant	droplet	
method	(0.2`a,	25	wells)	

Chen	et	al.	(2012)46	 Paracetamol	in	water,	glycine	in	
water	

Stagnant	droplet	technique	(paracetamol:	
5.07`a,	glycine:	4.50`a)	
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Akella	et	al.	(2014)125	
Lysozyme	in	12.5%w/v	
polyethylene-glycol	(pH=4.8),	
,Z,[6=5%w/v	

Flowing	droplet	method,	(1000-4000	drops,	
<1nL,	300`a	h-1)		

Rossi	et	al.	(2015)45	 Adipic	acid	in	water	 Double-pulse	technique,	stagnant	and	
flowing	droplets	(1.5`a)	

Lu	et	al.	(2015)137	 Lactose	in	water,	aspirin	in	ethanol	 Stagnant	droplet-based	(air-segmented)	
technique	(65	droplets,	711`b)	

Zhang	et	al.	(2015)138	
Rasburicase	(biological	
macromolecule)	in	viscous	medium	
(with	PEG	as	precipitant	agent)	in	oil	

Stagnant	droplet	method	(65	and	
100nL,100-200	droplets)	

Selzer	et	al.	(2018)139	 Potassium	nitrate	in	water	and	EGDS	
in	water	

Flowing	droplet	method	(400	droplets,	20-
90nL)	

Nappo	et	al.	(2018)127	 para-Aminobenzoic	acid	(PABA)	in	
water	

Double-pulse	technique,	flowing	(4`a,	
2.12mm	s-1)	and	stagnant	droplets	(400,	
4`a)		

Ferreira	et	al.	(2018)140	
Lysozyme	(17.5g/mL)	in	water	with	
acetate	buffer	(pH=4.7),	
,Z,[6=3%(w/v)	

Droplet	method	(250	droplets,	0.9-18`a)	

Dos	Santos	et	al.	(2019)122	 Adipic	acid	in	water	 Stagnant	or	flowing	droplet	method	(1000	
droplets,	167nL)	

Isothermal microvial technique 
The	droplet	method	offers	a	unique	environment	

for	 nucleation	 rate	 determination,	 but	 is	 also	
limited	 in	 its	 experimental	 operating	 range.	
Particularly	 the	 effects	 of	 agitation	 on	 the	
nucleation	 rate	 are	 impossible	 to	 quantify	 in	
droplets.	 Jiang	 and	 Ter	 Horst	 have	 proposed	 a	
method	 for	 nucleation	 rate	 determination	 in	
(stirred)	 microvial	 crystallizers	 (1-10mL),	 by	
measuring	the	variance	in	the	induction	times2,141.	
They	 proposed	 to	 measure	 the	 variance	 in	 the	
induction	 times	 in	 small	 stirred	microvials2.	 The	
experimental	 probability	 )F-T(!)	 that	 at	 least	 1	
nucleus	 after	 time	 t	 is	 detected,	 can	 be	 found	 by	
taking	the	ratio	of	experiments	containing	at	least	
1	 nucleus	 after	 time	 t	 and	 the	 total	 amount	 of	
experiments	 preformed,	 as	 is	 shown	 in	 eq.	 70.	
M\)

(!)	 is	 the	 number	 of	 experiments	 for	which	 a	
crystal	has	been	detected	before	time	t,	and	MJQJ	the	
total	number	of	experiments.		
	

S8=s(N) =
-DE(N)

-?7?
	 (70)	

	
The	 MNM	 for	 isothermal	 measurements	 has	 a	

theoretical	formula	for	the	probability	of	detecting	
at	least	1	nucleus	before	a	time	t,	which	is	shown	in	
eq.	 12.	 Fitting	 eq.	 12	 to	 the	 experimental	
probability	gives	a	value	for	the	nucleation	rate	(JV)	
and	the	growth	time	(tg).	The	A	and	B	parameters	
can	 then	be	 found	by	determining	 the	nucleation	
rate	 for	 different	 supersaturation	 ratios.	 This	 is	
illustrated	in	Figure	9.	

 
Figure	9	The	microvial	technique	for	paracetamol	in	water	
performed	 in	 a	 Crystal16	 device	 (RPM=700,	 V=1.2mL,	
unfiltered).	 The	 red	 squares	 and	 blue	 triangles	 are	 the	
experimental	 data	 points	 (eq.	 78).	 For	 S=1.94	 and	 2.41,	
respectively,	361	and	665	measurements	were	performed.	
MNM	 eq.	 79	 is	 fitted	 to	 the	 experimental	 cumulative	
probability	(A=1.17⋅104m-3s-1,	B=0.351).	

Advantages:	 (i)	 This	 method	 offers	 a	 wider	
experimental	 range	 compared	 to	 the	 droplet	
technique	(e.g.	 stirring),	which	makes	 it	easier	 to	
mimic	 industrial	 crystallizers.	 (ii)	 It	 is	 easy	 to	
gather	large	amounts	of	data	as	these	experiments	
are	often	performed	in	well-controlled116	multivial	
systems.	The	group	of	Ter	Horst	used	the	Crystal16	
device	 (Technobis	 Crystallization	 Systems	 B.V,	
graphically	illustrated	in	Figure	10),	which	consists	
of	 16	 temperature-controlled	 1.2mL	 microvials	
that	 can	 be	 stirred	 using	 magnetic	 stirrers	 or	
overhead	 stirrers	 and	 the	 Crystalline	 device	
(Technobis,	Crystallization	System	B.V.)	with	8	3mL	
vials2,70,71,102.	 The	 group	 of	 Rasmuson	 has	
developed	 their	 own	 multicell	 devices	 like	 the	
‘multicell	 nucleation	block’	which	 is	 designed	 for	
15	parallel	induction	time	measurements	in	cells	of	
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6mL142	 and	 a	 multivial	 system	 with	 30	 20mL	
vials51.	Similarly,	the	group	of	Sefcik	has	a	custom	
induction	 platform	 with	 8mL	 vials143.	 These	
multivial	 systems	 are	 ideal	 for	 performing	
simultaneous	 parallel	 stochastic	 nucleation	
measurements.	 Some	 authors	 have	 used	
lithography	 to	develop	microbatch	platforms.	For	
example	 Juárez-Martı́nez	 et	 al.	 have	 developed	 a	
micro-array	 (100	 batches,	 500"L)	 for	 protein	
crystallization144.	(iii)	One	additional	advantage	is	
that	 it	 is	 easier	 to	 compare	 crystallizations	 of	
different	compounds,	as	the	setup	is	kept	constant	
as	 opposed	 to	 the	 droplet	 technique,	 for	 which	
droplet	 characteristics	 may	 different	 between	
different	compounds.	Table	S2	gives	an	overview	of	
nucleation	 rate	 constants	 determined	 in	 the	
Crystal16.	 Disadvantages:	 (i)	 Experiments	
require	more	time.	In	the	droplet	technique,	on	the	
other	hand,	more	than	100	droplets	(batches)	can	
be	studied	simultaneously	(e.g.	Laval’s	microfluidic	
setup	allows	storage	of	300	monodisperse	droplets	
of	 100nL118,	 Teychené	 and	 Bicans	 setup	 allows	
storage	of	up	to	2000	droplets	of	11nL116).	(ii)	The	
MNM	 equations	 are	 used,	 which	 means	 the	
conditions	 of	 the	 MNM	 theory	 must	 be	 met	
(Subsection:	 Isothermal	 and	 Polythermal	
experiments).	 In	 particular	 the	 condition	 that	 all	
nuclei	 must	 be	 formed	 independently	 from	 each	

other,	 is	 never	 fulfilled.	 (iii)	 Detection	 is	 more	
complicated	 because	 of	 the	 larger	 volume	
compared	to	the	droplet	technique.	(iv)	Increased	
probability	 of	 secondary	 nucleation	 compared	 to	
the	 droplet	 technique.	 (v)	 The	 microvial	 wall	
provides	 an	 interface	 for	 crystals	 to	 nucleate	 on	
(‘crowning’145).	 If	 crystals	 stay	 on	 the	 microvial	
wall	this	also	affects	the	detection	of	crystals.	(vi)	
It	is	assumed	that	the	growth	kinetics	are	the	same	
for	 experiments	 with	 the	 same	 conditions	 or	
sufficiently	high	to	be	negligible146.	(vii)	The	model	
does	not	take	into	account	the	relaxation	time	for	
nucleation146.	
Polythermal microvial technique 
A	polythermal	microvial	technique	was	proposed	

by	 Kulkarni	 et	 al.147.	 A	 cumulative	 probability	 of	
nucleation	is	determined	experimentally	by	taking	
the	ratio	of	experiments	where	at	 least	1	nucleus	
has	nucleated	within	a	temperature	range	∆>	and	
the	 total	 number	 of	 experiments.	 Eq.	 14	 is	 then	
fitted	 to	 the	 experimental	 cumulative	 probability	
curve,	shown	in	eq.	71.		
	

S8=s =
-DE(∆>)

-?7?
	 (71)	

	

 
Figure	10	Graphical	representation	of	the	Crystal16	microvial	setup,	with	the	cross	indicating	the	vials	in	which	crystallization	
has	occurred.	
Advantages:	 (i)	 The	 same	 advantages	 as	 the	

isothermal	 microvial	 technique.	 (ii)	 Less	 labor	
intensive	 and	 easier	 to	 analyze	 compared	 to	 the	
induction	time	method147.	Disadvantages:	(i)	The	
same	 disadvantages	 as	 the	 isothermal	 microvial	
technique.	Also,	the	nucleation	rate	is	assumed	to	
be	 constant	 during	 one	 time	 step,	 but	 changes	
during	 successive	 time	 steps	 (because	 the	
supersaturation	 changes)64.	 (ii)	 The	 MZW	 is	
strongly	 dependent	 on	 the	 cooling	 rate:	 high	
cooling	 rates	 can	 result	 in	very	 large	MZWs.	This	
“overshooting	 effect”	 can	 result	 in	 different	 A,	 B	
values	that	do	not	reflect	the	true	nucleation	rate.	
This	makes	 the	 technique	 less	 accurate	 than	 the	
isothermal	 technique.	 (iii)	 The	 temperature	
control	 is	 more	 difficult	 compared	 to	 the	
isothermal	microvial	technique147.	

Kulkarni	et	al.	has	performed	the	isothermal	and	
polythermal	microvial	technique	for	crystallization	
of	 INA	 in	 ethanol	 in	 the	 Crystal16	 (V=1mL,	
RPM=700)147.	The	obtained	results	(see	Table	S2)	
show	 large	 differences	 for	 low	 cooling	 rates	 and	
only	little	differences	for	higher	cooling	rates	(A	for	
the	 isothermal	 technique	 6.6⋅103m-3s-1,	 for	 the	
polythermal	 technique	 0.42-5.8⋅103m-3s-1	 for	
cooling	 rates	 from	 0.1	 to	 1°C/h;	 B	 for	 the	
isothermal	 technique	 0.32,	 for	 the	 polythermal	
technique	0.02-0.89	 for	 cooling	 rates	 from	0.1	 to	
1°C/h)147.	 The	 isothermal	 and	 polythermal	
technique	are	closely	related,	but	even	for	the	same	
setup	(Crystal16,	same	volume,	same	stirring)	and	
the	same	solution	significantly	different	values	are	
obtained.		
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Other microvial techniques 
Darcy	 and	Wiencik	 studied	 lysozyme	 (in	water	

with	acetate	buffer	(pH=4.6),	Hu<vw	=	3-5%)	in	three	
1mL	 sample	 cells	 using	 microcalorimetry61.	 The	
heat	 released	 during	 the	 crystallization	 process	
(enthalpy)	 was	 recorded	 and	 used	 to	 estimate	
crystal	 growth	 rates61.	 Dixit	 et	 al.	 calculated	 an	
extreme	 upper	 bound	 for	 the	 nucleation	 rate	 by	
neglecting	crystal	growth	and	assuming	all	the	heat	
was	released	during	the	nucleation	process	 if	 the	
critical	radius	of	lyzosyme	is	4	molecules108.	

PART III: CRITICAL DISCUSSION 
Experimental	 nucleation	 rate	 determination	 is	

crucial	 for	 two	 reasons.	 Knowledge	 of	 the	
nucleation	rate	helps	in	the	design	and	control	of	
industrial	 crystallizers;	 and	 in	 uncovering	 the	
mechanism	of	nucleation.	The	experimental	 large	
volume	batch	methods,	described	in	Part	I	of	this	
review,	offer	an	easy	way	to	characterize	the	kinetic	
and	 thermodynamic	 behavior	 of	 the	 crystallizing	
system.	The	Nývlt	and	similar	methods	usually	fail	
in	providing	mechanistic	 insights	 into	nucleation.	
This	has	changed	somewhat	with	the	development	
of	 the	 KBHR	 model,	 which	 makes	 it	 possible	 to	
distinguish	 between	 PN	 and	 IN	 nucleation.	
Nevertheless,	 large	 volume	 batch	 nucleation	 rate	
determination	does	not	capture	the	physical	reality	
of	 primary	 nucleation.	 The	 development	 of	
microfluidic	 platforms	 has	 resulted	 in	 a	 more	
systematic	 way	 of	 determining	 the	 experimental	
nucleation	 rate.	Microfluidic	methods	 rely	 on	 the	
stochastic	nature	of	nucleation,	which	require	a	lot	
of	experiments	under	identical	conditions	in	small	
volume	 crystallizers.	 One	 criticism	 is	 that	 these	
platforms	often	fail	 to	predict	the	behavior	of	 the	
system	 in	 large	 scale	 crystallization	 processes.	 It	
seems	that	these	models	provide	no	alternative	to	
the	 traditional	 large	 volume	 batch	 models	 for	
process	 control	 and	 characterization,	 but	 are	
instead	becoming	 a	 distinct	 step	 in	 the	design	 of	
new	 crystallization	 processes.	 They	 are	 ideal	 for	
high-throughput	 screening	 and	 they	 offer	
fundamental	insight	into	the	nucleation	process11.	
In	particular	the	extreme	control	over	the	process	
conditions	 and	 the	 possibility	 to	 decouple	
nucleation	and	growth	is	useful.		
How	 should	 we	 interpret	 the	 results	 from	 the	

models	 for	 nucleation	 rate	 determination	
discussed	in	this	review	and	which	model	must	be	
selected	 for	 which	 application?	 This	 discussion	
highlights	two	important	topics	that	are	relevant	in	
the	selection	of	methods:	scale-up,	and	secondary	
nucleation.	 In	 any	 case,	 a	 researcher	 aiming	 to	
determine	 the	 nucleation	 kinetics	 must	 always	
remain	thoughtful	of	 the	 limitations	of	 the	model	
and	setup	that	is	employed.		
	

Scale-up?  
Can	nucleation	rates	determined	in	small	volume	

(microvial	or	microfluidic)	crystallizers	be	used	to	
determine	 nucleation	 rates	 in	 large	 volume	
crystallizers?	 The	 nucleation	 rate	 is	 defined	 as	
intensive	 property	 (new	 nuclei	 per	 volume	 per	
time).	 MZWs	 and	 induction	 times,	 on	 the	 other	
hand,	 cannot	 be	 considered	 properties	 that	 are	
independent	 of	 volume.	 Kubota	 explains	 the	
influence	of	volume	on	the	MZW	by	looking	at	the	
number	of	nuclei	being	produced	per	time	(1Q)17.	
Larger	 volumes	 result	 in	 increased	 nucleation	
probabilities	and	thus	a	higher	probability	of	nuclei	
appearing	sooner.	According	 to	Kubota,	 the	effect	
of	volume	disappears	if	turbidity	is	used	to	detect	
the	onset	of	nucleation	(0>8?/Q)17.	We	do	not	agree	
with	 this	 last	 statement	 as	 the	 rate	 of	 secondary	
nucleation	due	to	stirring	strongly	affects	the	final	
results	 and	 it	 is	 unsure	 how	 this	 scales	 with	
volume.		
Induction	 times	 for	 L-glutamic	 acid	 measured	

with	 FBRM	 and	 ATR-FTIR	 in	 a	 0.5L	 and	 2L	
crystallizer	 matched	 well148,149.	 Kadam	 et	 al.	
studied	 the	 MZW	 for	 paracetamol	 in	 water	
crystallization	 at	 1mL	 (Crystal16,	 700RPM,	
turbidity	detection,	CR=0.5°C/min)	and	1L	(stirred	
at	 700RPM,	 camera	 detection,	 CR=0.5°C/min)	
scales70.	In	the	1mL	crystallizer	a	MZW	distribution	
is	obtained,	in	the	1L	crystallizer	only	a	spread	of	
0.5°C	around	an	average	value	was	observed70.	The	
lowest	 MZW	 value	 obtained	 in	 the	 1mL	 is	
approximately	 the	 value	 obtained	 in	 the	 1L	
crystallizer.	This	could	potentially	be	used	as	a	rule	
for	scale-up.	Kadam	et	al.	explain	this	observation	
via	the	SNM:	in	both	crystallizers	a	single	nucleus	
nucleates,	 which	 then	 undergoes	 secondary	
nucleation70.	 In	 the	 large	 volume	 crystallizer	 the	
probability	 of	 nucleation	 of	 this	 first	 nuclei	 is	
higher	 than	 in	 the	 small	 volume	 crystallizer.	 In	 a	
later	 paper,	 Kadam	 et	 al.	 studied	 the	 MZW	 of	
paracetamol	in	water	and	isonicotinamide	(INA)	in	
ethanol	 for	 varying	 volumes	 from	 1mL	 to	 1L	
(cooling	rate	of	0.5°C/min,	350RPM)71.	They	found	
that	 the	 MZW	 is	 not	 reproducible,	 but	 a	
distribution,	with	increasing	variability	for	smaller	
volumes,	 is	 developed	 below	 a	 transition	
temperature.	Above	this	transition	temperature	it	
becomes	 a	 deterministic	 property71.	 The	 MZW	
measurements	 from	 Kadam	 et	 al.	 are	 shown	 in	
Figure	1171.		
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Figure	11	MZW	measurements	for	different	volumes	for	an	
aqueous	 solution	 of	 paracetamol	 (CR=0.5°C/min)71.	
Reprinted	with	permission	from	Chem.	Eng.	Sci.	2012,	72,	
10–19.	Copyright	(2012)	Elsevier.	

Nordström	 et	 al.	 also	 studied	 the	 effect	 of	
solution	 volume	 on	 the	 MZW	 of	 salicylamide	 in	
methanol	 (15,	 150	 and	 500mL)	 using	 a	
camcorder150.	 They	 found	 that	 the	 onset	 of	
nucleation	was	 unaffected	 by	 solution	 volume150,	
which	 contradicts	 the	 experimental	 observations	
by	 Kadam	 et	 al.	 and	 the	 SNM150.	 If	 the	 PNM	 is	
correct	multiple	nuclei	grow	at	the	same	time	to	a	
detectable	size,	which	increases	the	probability	of	
the	 MZW	 being	 perceived	 as	 a	 deterministic	
volume	independent	property.		
Steendam	et	al.	studied	 the	effect	of	volume	on	

the	 nucleation	 rate	 of	 paracetamol	 in	 2-propanol	
by	 comparing	 the	 results	 for	 volumes	 of	 10mL,	
85mL,	 340mL	 and	 680mL68.	 The	 isothermal	
microvial	 technique	 is	 used,	 with	 an	 FBRM	 to	
detect	 the	 onset	 of	 nucleation	 in	 volumes	 larger	
than	10mL	and	a	camera	for	the	10mL	crystallizer.	
The	 nucleation	 rate	 for	 the	 smallest	 volume	
(10mL)	 was	 significantly	 higher	 than	 the	
nucleation	 rates	 for	 the	 larger	 volumes	 (85-
680mL),	 which	 were	more	 similar	 to	 each	 other	
(Table	 S3).	 The	 thermodynamic	 nucleation	
parameter	only	changed	slightly,	whilst	the	kinetic	
nucleation	 parameter	 changed	 significantly	 from	
the	smaller	to	the	larger	volumes.	It	must	be	noted,	
however,	that	only	the	10mL	vial	was	stirred	using	
a	magnetic	stirrer,	compared	to	an	overhead	stirrer	
for	the	other	crystallizers.	Steendam	et	al.’s	results	
may	 indicate	 that	 the	 nucleation	 rate	 does	 not	
depend	strongly	on	the	solution	volume,	but	rather	
on	the	shear	rate	caused	by	stirring68.	Laval	et	al.	
studied	 the	 effect	 of	 droplets	 volume	 on	 '(	 for	
volumes	 between	 0.1	 and	 0.2QL	 in	 the	 flowing	
droplets	 technique101.	 In	 this	 small	 range	 of	
volumes,	 the	 '(	 values	 were	 found	 to	 be	
proportional	 to	 the	 volume	 suggesting	 that	
nucleation	rates	are	independent	of	volume.		
Cedeno	et	al.	observed	a	major	discrepancy	in	the	

nucleation	 rates	 from	 isothermal	 microvial	
experiments	(in	1mL),	compared	to	the	nucleation	

rate	 by	 direct	 particle-counting	 (3D	 ORM)	 in	 a	
larger	crystallizer	(100mL)	(for	PABA	and	LGA,	see	
Table	S2,	Table	S3)53.	Cedeno	et	al.	rule	out	that	this	
discrepancy	 is	 caused	 by	 breakage	 and	 attrition	
and	 conclude:	 “these	 results	 provide	 strong	
evidence	 that	 nucleation	 rates	 obtained	 from	 the	
stochastic	model	may	not	be	used	as	a	reference	for	
scale-up	and	design	of	industrial	crystallizers”53.		
Candoni	 et	 al.	 note	 that	 in	 extremely	 small	

volumes	(in	the	range	of	100nL)	there	is	a	kinetic	
limitation	to	induction	time	studies:	the	induction	
times	become	extremely	 long67.	 For	 even	 smaller	
volumes	(pL-fL)	apart	from	this	kinetic	limitation	
also	 a	 thermodynamic	 limitation	 exists	 (the	
confinement	 effect)67,151.	 Due	 to	 confinement	 the	
solution	properties	change	significantly	during	the	
formation	of	 the	critical	 cluster,	which	makes	 the	
CNT	 invalid	 for	 such	 small	 volumes67	 and	 allows	
the	 existence	 of	 extremely	 high	
supersaturations151.	 Grossier	 et	 al.	 have	 used	 the	
confinement	 as	 an	 advantage	 to	 initiate	 a	
heterogeneous	 nucleation	 event	 by	 touching	 the	
oversaturated	solution	with	a	sharp	tip151.		
We	 conclude	 that	 experimentally	 determined	

nucleation	 rates	 in	 microfluidic	 droplet	
crystallizers	are	probably	the	best	indication	of	the	
inherent	 metastability	 of	 the	 system	 and	 may	
possibly	be	used	to	get	an	idea	of	the	lower	bound	
nucleation	 rate	values	 in	 larger	 scale	volumes.	 In	
microvial	 and	 large	 volume	 crystallization	 it	 is	
clear	 that	 the	 process	 conditions	 (turbulence,	
energy	input,	impurities,	surface	material62)	play	a	
pivotal	role	in	the	measured	nucleation	kinetics.	In	
particular,	 the	 role	 of	 secondary	 nucleation	 may	
affect	 the	 behavior	 of	 the	 system.	 Based	 on	 the	
existing	 literature	 it	 is	 difficult	 to	 formulate	 a	
scaling	 rule.	 Therefore,	 it	 is	 advised	 to	 use	 the	
microvial	methods	 cautiously	 as	 high-throughput	
screening	 methods	 for	 nucleation	 rate	
determination.	The	discussed	results	highlight	the	
importance	 of	 an	 in-depth	 understanding	 of	 the	
secondary	 effects	 that	 play	 a	 role,	 to	 understand	
and	 interpret	 results	 from	 nucleation	 rate	
experiments.		
	

Stirring?  
Stirring	 increases	 the	 nucleation	 rate,	 both	 in	

small	 (e.g.	 10mL152)	 and	 large	 volume	
crystallizer67.	 Secondary	 nucleation	 is	 strongly	
affected	 by	 agitation.	 In	 contrast,	 it	 remains	
unknown	 to	what	 extent	 stirring	 affects	 primary	
nucleation53,152.	 Recent	 research	 suggests	 that	
shear	affects	the	nucleation	rate.	As	mentioned	in	
Subsection	 “Scale-up?”	 Steendam	 et	 al.	
hypothesizes	 that	 the	differences	 in	 shear	 rate	 in	
different	 volume	 crystallizers	 (10-680mL)	 affect	
the	nucleation	rate68.	Liu	and	Rasmuson	have	used	
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a	Taylor-Couette	cell	to	show	that	nucleation	rates	
increase	 for	 increasing	 shear	 rates.	 Forsyth	 et	 al.	
found	 similarly	 that	 shearing	 a	 supersaturated	
aqueous	glycine	solution	(in	a	Taylor-Couette	flow	
cell	and	a	capillary	crystallizer)	resulted	 in	 lower	
induction	 times153,154.	 These	 results	 may	 be	
explained	 by	 the	 existence	 of	 agitation-enhanced	
mesoscale	 clusters51,153,154.	 Similar	 observations	
have	 been	 made	 in	 microfluidic	 crystallizers.	
Nappo	 et	 al.	 finds	 higher	 nucleation	 rates	 for	
flowing	 droplets	 compared	 to	 stagnant	 droplets	
(see	Figure	8)127.	A	similar	observation	was	made	
by	Rossi	et	al.45.	
An	increase	in	the	agitation	does	not	just	imply	a	

similar	 increase	 in	 the	 nucleation	 rate	 in	 batch	
crystallizers.	 Liu	 and	Rasmuson	have	 shown	 that	
the	 induction	 time	 of	 butyl	 paraben	 in	 ethanol	
decreased	 with	 increased	 stirring	 (magnetic	
stirrer)	 in	 small	 vials	 (20mL),	 but	 a	 further	
increase	 resulted	 in	 longer	 induction	 times	 (as	
shown	 in	 Figure	 12)51.	 Similar	 observations	 had	
already	been	reported	by	Mullin	and	Raven51,155.		

	

Figure	 12	 The	 median	 induction	 time	 in	 small	 vials	 for	
varying	 stirring	 rates	 for	 a	 fixed	 supersaturation51.	
Reprinted	with	permission	from	Cryst.	Growth	Des.	2013,	
13,	10,	4385–4394.	Copyright	 (2013)	American	Chemical	
Society.	

Secondary nucleation?  
Secondary	nucleation	 causes	an	 increase	 in	 the	

total	nucleation	rate,	but	how	this	exactly	happens	
is	still	not	clear156,157.	It	is	impossible	to	know	with	
certainty	whether	crystals	originate	from	primary	
or	 secondary	 nucleation	 (even	when	 using	 seeds	
with	 different	 polymorphs	 or	 chirality157,158).	 In	
Figure	 13	 a	 graphical	 representation	 of	 some	
possible	 secondary	 nucleation	 mechanisms	 is	
shown.	 A	 more	 in	 depth	 discussion	 of	 the	
mechanisms	of	secondary	nucleation	can	be	found	
in	 the	 paper	 of	 Agrawal	 et	 al.159	 and	 in	 the	
Handbook	of	Industrial	Crystallization160,161.	

	

Figure	 13	 Graphical	 representation	 of	 secondary	
nucleation	 from	 parental	 crystal	 mechanisms:	 (i)	 fluid	
shear	 causing	 the	 removal	 of	 a	 solute	 layer,	 (ii)	 impact	
(crystal-crystal,	 crystal-impeller)	 causing	 attrition	 or	 the	
removal	of	a	solute	layer,	(iii)	breakage	(or	fragmentation)	
due	to	mechanical	impact		

The	probability	of	a	crystal	hitting	the	impeller	is	
large	in	small	stirred	microvials,	compared	to	the	
probability	 in	 large	 batch	 crystallizers68.	 In	
microvials	 sometimes	 a	 single	 crystal	 causes	 a	
sudden	 increase	 in	 the	 number	 of	 crystals156.	
According	 to	 the	 SNM,	 nucleation	 occurs	 via	 the	
formation	of	a	single	crystal,	which	then	grows	and	
undergoes	 secondary	 nucleation	 (via	 crystal-
impeller	 attrition)70,	 as	 is	 shown	 in	 Figure	 14.	
Attrition	in	microvials	was	also	studied	by	Bosetti	
et	 al.162.	 They	 conclude	 that	 understanding	 the	
fluid	dynamics	is	crucial	in	obtaining	insights	into	
secondary	nucleation162.	The	importance	of	mixing	
and	its	effect	on	the	induction	time	for	antisolvent	
crystallization	was	also	highlighted	by	Ramakers	et	
al.143.	 Ramakers	 et	 al.’s	 results	 for	 antisolvent	
glycine	 crystallization	 may	 be	 an	 indication	 that	
secondary	nucleation	and	crystal	 growth	become	
the	 rate	 limiting	step	at	high	supersaturations143.	
Briuglia	et	al.	have	shown	that	for	seeding	a	single	
crystal	in	a	stirred	microvial,	secondary	nucleation	
might	 be	 negligible	 below	 a	 supersaturation	
threshold163.	 Cedeno	 et	 al.	 extrapolated	 their	
results	 for	 different	 agitation	 rates	 to	 zero	
agitation,	 to	 remove	 the	 effect	 of	 secondary	
nucleation	(assuming	the	primary	nucleation	rate	
is	 unaffected	 by	 stirring)53.	 More	 research	 is	
required	 to	 completely	 characterize	 the	 role	 of	
secondary	nucleation	in	these	systems	and	to	what	
extent	 the	 nucleation	 rate	 measurements	 are	
actually	measuring	primary	nucleation.		
In	 large	 volume	 stirred	 batch	 crystallizers	 it	 is	

even	 more	 difficult	 to	 quantify	 the	 effect	 of	
secondary	 nucleation.	 Tyrrell	 et	 al.	 have	 shown	
that	the	fluid	dynamics	of	a	moving	impeller	might	
protect	 crystals	 from	 attrition	 in	 a	 large	 volume	
crystallizer164.	Protection	from	the	impeller	alone	
is,	 however,	 not	 enough	 to	 prevent	 secondary	
nuclei:	 experiments	 have	 shown	 that	 fluid	 flow	
(shear)	 is	 sufficient	 to	 generate	 secondary	
nuclei165,	 although	 it	 has	 also	been	 reported	 that	
this	shear	nucleation	might	be	less	effective166.		
In	 the	 stagnant	 droplet	 and	 double-pulse	

technique	solutions	are	not	stirred,	 so	nucleation	
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rates	measured	using	these	methods	are	expected	
to	be	the	closest	to	the	primary	nucleation	rates.	

	

Figure	 14	 Explanation	 of	 the	 SNM	 in	 an	 isothermal	
measurement,	with	tn	the	nucleation	time	and	tg	the	growth	
time.	From	Kadam	et	al.71.	Reprinted	with	permission	from	
Chem.	Eng.	Sci.	2012,	72,	10–19.	Copyright	(2012)	Elsevier.	

Future work 
A	lot	of	advances	have	been	made	in	the	field	of	

experimental	nucleation	rate	determination,	since	
the	 development	 of	 microfluidic	 and	 microvial	
methods.	 Nevertheless,	 there	 is	 still	 work	 to	 be	
done.	Firstly,	it	is	important	that	authors	clearly	list	
the	 limitations	 of	 their	 experiments	 and	 their	
mathematical	models.	In	particular,	all	the	possible	
causes	 for	 deviations	 from	 primary	 nucleation	
must	 be	 reported.	 This	 would	 allow	 valuable	
comparisons	of	nucleation	rates	between	different	
papers.	 Secondly,	 more	 experimental	 work	 is	
required	 to	 obtain	 a	 fundamental	 mechanistic	
understanding	of	nucleation.	New	crystal	detection	
techniques	 may	 open	 the	 door	 to	 insights	 on	 a	
molecular	 scale11.	 Other	 studies	 could	 assess	 the	
importance	 of	 secondary	 nucleation	 and	 the	
influence	of	hydrodynamics	on	the	nucleation	rate.	
There	 has	 been	 some	 physical	 evidence	 for	 the	
existence	 of	 mesoscale	 clusters167–172,	 but	 more	
work	 is	 required	 to	 establish	 their	 existence	 and	
understand	 their	 behavior	 in	 organic	
crystallization.	Thirdly,	there	is	a	need	for	a	more	
advanced	 theory	 of	 nucleation,	 that	 includes	
molecular	 interactions	 and	 accurate	 quantitative	
descriptions	of	homogeneous,	heterogeneous	and	
secondary	 nucleation.	 Lastly,	 efforts	 to	 simplify	
complex	theoretical	models	 into	easy-to-use	ones	
will	also	be	valuable.		Experimental	nucleation	rate	
determination	 will	 continue	 to	 be	 a	 balance	
between	difficult-to-use	advanced	models	and	fast	
easy	models	that	rely	on	a	number	of	assumptions.		

CONCLUSION 
A	 critical	 overview	 of	 experimental	 nucleation	

rate	determination	methods	was	presented,	with	a	
strong	 focus	on	polythermal	 and	 isothermal	 data	
analysis	 methods	 for	 both	 large	 volume	 batch	
crystallizers	(Part	I)	and	small	volume	microfluidic	
and	 microvial	 crystallizers	 (Part	 II).	 The	 review	
also	 summarizes	 the	 published	 nucleation	 rate	
values	 (SI)	 and	 reflects	 on	 nucleation	 rate	
experiments	 in	 the	 discussion	 section	 (Part	 III).	
This	review	highlights	the	importance	of,	firstly,	a	

carefully	 thought-out	method	 selection,	 as	 it	 can	
influence	the	result	dramatically	and,	secondly,	an	
understanding	 of	 the	 assumptions	 on	 which	 the	
models	are	based.	This	review	can	serve	as	a	first	
step	 for	 researchers	 aiming	 to	 experimentally	
characterize	the	nucleation	process.	The	tables	in	
the	SI	can	form	a	starting	point	in	the	design	of	the	
experiment.		
Large	volume	batch	crystallizer	methods	remain	

an	 integral	 part	 of	 the	 design	 and	 control	 of	
industrial	 crystallizers.	 The	 development	 of	
microfluidic	 and	 microvial	 methods	 has	 opened	
new	pathways	for	a	mechanistic	understanding	of	
nucleation.	 These	methods	 rely	 on	 the	 stochastic	
nature	 of	 nucleation	 to	 determine	 the	 nucleation	
rate.	 In	 particular	 high-throughput	 testing	 is	
attractive	for	obtaining	insights	into	the	nucleation	
process,	but	their	failure	to	mimic	the	conditions	of	
industrial	 crystallizers	 makes	 microfluidic	
crystallizers	difficult	 to	use	 for	 industrial	process	
design.	As	a	general	rule,	qualitative	comparisons	
can	be	made	between	different	models	and	setups,	
but	 quantitative	 comparisons	 require	 established	
protocols	 for	 experimental	 nucleation	 rate	
determination.	
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CSD	 Crystal	size	distribution	

eBVI	 External	bulk	video	imaging	

eq.	 Equation	

FBRM	 Focused	beam	reflectance	
measurement	

IN	 Instantaneous	nucleation	

INA	 Isonicotinamide	

IVM	 Inline	video	microscopy	

MNM	 Mononuclear	nucleation	mechanism	

MSMPR	 Mixed	suspension	mixed	product	
removal	crystallizer	

MZW	 Metastable	zone	width	

ORM	 Optical	reflectance	measurement	

PABA	 para-Aminobenzoic	acid	

PBE	 Population	balance	equation	

PN	 Progressive	nucleation	

PNM	 Polynuclear	nucleation	mechanism	

PVM	 Particle	vision	measurements	

SI	 Supplementary	Information	

SNM	 Single	Nucleus	mechanism	

US	 Ultrasound	

NOMENCLATURE 
Greek	script	 	

α!"#	
ratio	 of	 the	 crystalline	 volume	 and	 the	
solution	volume	

	-	

"	 fraction	of	crystallized	volume		 -	

γ	 interfacial	 tension	 (between	 the	
crystalline	surface	and	the	solution)	

J/m2	

υ	 molecular	volume	of	the	crystal	 m3	

ρ	 density	of	a	crystal	 kg/m3	

∆ρ	 mass	based	supersaturation	 kg/m3	

∆ρ$%&	 mass	based	supersaturation	at	the	MZW	 kg/m3	

∆'	 the	chemical	potential	difference	of	 the	
solute	

J/mol	

((*)	 the	time-dependent	rate	of	nucleation		 s-1	

ε	 hydrate	conversion	factor		 -	

-	 specific	energy	of	a	crystal	compared	to	
the	solution	

Pa		

ϕ	 slope	in	Sangwal’s	self-consistent	Nývlt-
like	equation	

-	

Γ	 parameter	in	Kubota’s	stochastic	model	 -	

φ'(	 heterogeneity	factor	 -	

φ)	 volumetric	hold	up	of	crystals	 -	

ζ	 molecular	latent	heat	of	crystallization	 J	

µ*	 j’th	moment	 mj		

τ	 mean	residence	time	 s	

 
Latin	script	 	

A	
pre-exponential	 kinetic	 nucleation	
parameter	 or	 parameter	 in	 the	
KBHR	model	

m-3s-1	

4+	 crystal	surface	 m2	

4',	
pre-exponential	 kinetic	 nucleation	
parameter	 for	 homogeneous	
nucleation	

m-3s-1	

4'(	
pre-exponential	 kinetic	 nucleation	
parameter	 for	 heterogeneous	
nucleation	

m-3s-1	

a	 dimensionless	molecular	latent	heat	
of	crystallization	

-	

5-	 activity	 -	

5-,/%#	 activity	of	a	saturated	solution	 	

B	 thermodynamic	 nucleation	
parameter	

-	

b	 dimensionless	 thermodynamic	
nucleation	parameter		

-	

6	 concentration	 mol/m3	 or	
kg/kg	

6+	 molar	density	of	the	crystal	 mol/m3	

6"0	
equilibrium	 concentration	 (as	 a	
function	of	temperature)	

mol/m3	

61	
solution	concentration	expressed	as	
anhydrous	 mass	 per	 unit	 mass	 of	
solvent	at	a	certain	temperature	

kg/kg	

62	 concentration	at	72	 mol/m3	

63	
concentration	 of	 active	 nucleation	
sites	or	concentration	at	72	

m-3	 or	
mol/m3	

6$%&,"0	
equilibrium	concentration	at	7$%&	 mol/m3	 or	

kg/kg	

63,',	
concentration	 of	 active	 nucleation	
sites	for	homogeneous	nucleation	

m-3	

63,'(	
concentration	 of	 active	 nucleation	
sites	for	heterogeneous	nucleation	

m-3	

∆6	 concentration	 difference	 (∆6 = 6 −
6"0)	

mol/m3	 or	
kg/kg	
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∆6$%&	
the	 concentration	 difference	
between	 the	 MZW	 concentration	
and	the	equilibrium	concentration	

mol/m3	 or	
kg/kg	

:45	 diffusion	coefficient	 m2/s		

;6	 growth	dimensionality	 -	

;7	 molecule	diameter	 m	

E	
efficiency	 factor	 for	 surface	
nucleation	in	the	Kim	and	Mersmann	
model	

-	

<2	
parameter	 in	 Sangwal’s	 second	
model	

-		

=+	 constant	number	of	entities	 1/m3	

=8	 reduction	factor		 -	

=9	 size	distribution	 1/m3	

=∗	 attachment	frequency	 s-1	

g	 growth	rate	order	 -	

>	 growth	rate	 m/s	

∆>	 free	 energy	 change	 required	 for	
cluster	formation	

J	

∆>;	
volume	 contribution	 of	 the	 free	
energy	 change	 required	 for	 cluster	
formation	

J	

∆><=>#	
critical	 free	 energy	 barrier	 for	
nucleation	

J	

∆??	 the	heat	of	dissolution	 J/mol	

@	 nucleation	rate	 m-3s-1	

@',	 homogeneous	nucleation	rate	 m-3s-1	

@'(	 heterogeneous	nucleation	rate	 m-3s-1	

@/@=	 surface	nucleation	rate	 m-3s-1	

@%##	 attrition	nucleation	rate	 m-3s-1	

@7	 nucleation	rate	in	mass	basis	 g/h	

K	 parameter	in	Nagy	et	al.	model	 -	

k	

nucleation	rate	constant	(e.g.	 in	@ =
A∆6$%&

9 )	and	in	Sangwal	model	
1/m3s	 or	
m-3s-1∙
Δ6$%&

A9 		

	

A',	
homogeneous	 nucleation	 rate	 in	 a	
Pound	and	La	Mer	equation	

s-1	

A'(	
homogeneous	 nucleation	 rate	 in	 a	
Pound	and	La	Mer	equation	

s-1	

A;	 the	volume	shape	factor	 -	or	m3-d	

A7	
nucleation	rate	in	mass	basis	(e.g.	in	
@7 = A7∆6$%&

9 )	
1/s	 with	
∆c$%&	
kg/kg	

AB	
Boltzmann	constant	 1.38∙1023	

J/K	

kC	
the	growth	rate	constant	 m	s-1	∙ ∆6A6	

or	m1/ms-1	

k′	 nucleation	rate	constant		 K-n	m-3s-1	

L	 characteristic	size	of	the	crystals	 m	

M	 parameter	in	the	Nývlt	model	or	the	
mass	of	all	crystals	

kg/kg	 K	 or	
kg	

MD	 parameter	in	Preckshot	et	al.	model	 -	

ME	 molecular	volume	 m3/mol	

M#F#	 total	number	of	experiments	 -	

MG2(t)	
number	of	experiments	 for	which	a	
crystal	 has	 been	 detected	 before	
time	t	

-	

MG2(∆T)	
number	of	experiments	 for	which	a	
crystal	 has	 been	 detected	 within	 a	
temperature	difference	

-	

m	 apparent	 nucleation	 rate	 order	 in	
Nagy	et	al.	model	

-	

m(t)	 mass	 of	 a	 crystal	 nucleated	 time	 t	
ago	

kg	

m%HC	
arithmetic	average	number	of	active	
foreign	nucleation	 sites	per	droplet	
in	the	Pound	and	La	Mer	equation	

-	

L6	 growth	exponent	(positive	number)	 -	

N	

number	 of	 crystals,	 or	 the	 total	
number	 of	 droplets,	 or	 number	 of	
crystals	 per	 volume	 (in	 Mersmann	
models)	

-	or	m-3	

N3	 number	of	droplets	with	no	nuclei	 -	

N#	 total	number	of	droplets	 -	

N<	 number	of	droplets	with	crystals	 -	

NI	 Avogadro	constant	 mol-1	

N!"#	 number	of	crystals	at	detection	 -	

N$	
total	number	of	crystals	nucleated	in	
time	t"J!	

-	

N	 nucleation	rate	order;		 -	

nK	 molecular	protein	concentration	 g/L	

N6	 growth	exponent	(positive	number)	 -	

P	 probability	of	nucleation	 -	

P3	
the	 probability	 that	 nucleation	 has	
not	yet	occurred	

-	

P"&K	
experimentally	 determined	
probability	

-	
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P3,"&K	
experimentally	 determined	
probability	 that	 nucleation	 has	 not	
occurred	

-	

P$	 probability	of	forming	m	nuclei	(N)	 -	

PG2	
probability	 of	 forming	 at	 least	 1	
nuclei	(N)	

-	

P(t)	 probability	 of	 at	 least	 1	 nuclei	 (N)	
being	formed	before	time	t	

-	

QL	 flow	in	or	out	the	crystallizer	 m3/s	

q	 cooling	rate	 K/s	

R9			
ratio	 of	 molecular	 weights	 of	 the	
hydrate	and	anhydrous	salt	

-	

RM	 ideal	gas	constant	 J∙mol-1K-1	

r	 radius	of	a	crystal	or	nucleus	 m	

r<=>#	 radius	of	a	critical	nucleus	 m	

r!"#	
radius	of	a	detectable	crystal	at	 the	
maximum	supersaturation	

m	

S	 supersaturation	(S = c/c"0)	 -	

S∗	
alternative	supersaturation	
definition	(S∗ = 	 Wc − c"0X/c"0)	

-	

S)NE	 supersaturation	at	the	MZW	 -	

Smax	 supersaturation	 at	 which	 crystals	
are	detected	

-	

Smax,ho
m	

supersaturation	 at	 which	 crystals	
are	 detected,	 for	 homogeneous	
nucleation;	

-	

Smax,surf	 supersaturation	 at	 which	 crystals	
are	detected,	for	surface	nucleation	

-	

T	 temperature	 K	

T<	 crystallization	temperature	 K	

T!"#	
temperature	 at	 which	 crystals	 are	
detected	

K	

T"0	 equilibrium	temperature	 K	

∆T$%&	 MZW	(∆T$%& = T!"# − T"0)	 K	

∆T	 temperature	difference	 K	

t	 time	 s	

t!"#	 time	at	which	crystals	are	detected	 s	

t>J!	 induction	time	 s	

tDO)	
induction	time	assuming	the	PNM	is	
correct	

s	

t)O)	
induction	time	assuming	the	MNM	is	
correct	

s	

t/%#	
latest	time	at	which	the	solution	was	
saturated	

s	

t=	 relaxation	time	 s	

tJ	 nucleation	time	 s	

tC	 growth	time	 s	

u	 the	undercooling	 K	

u<	
critical	 undercooling	 in	 the	 KBHR	
model	

-	

V	 volume	 m3	

V$	 the	volume	of	a	detectable	nuclei	 m3	

V<	 crystalline	volume	 m3	

Z	 Zeldovich	factor	 -		
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