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Abstract

Quantum computers promise to execute certain tasks exponentially faster
than classical computers. A fundamental challenge for upscaling quantum
computers is the volatility of their building blocks—namely, qubits. For
example, superconducting qubits require an external magnetic flux bias to tune
their frequency, making them prone to dephasing via low-frequency flux noise.
This thesis proposes an alternative platform for superconducting qubits that
can be tuned electronically based on voltage-biased superconducting loops.

Today, superconducting qubits are based on Josephson junctions. Interrupting
a superconducting loop with such a junction couples its discrete flux states and
yields a flux qubit. Similarly, interrupting the loop with a nanowire weak link
couples its flux states. This phenomenon is known as coherent quantum phase
slips and has been harnessed to build phase-slip flux qubits. Nonetheless,
specifying the frequency of such qubits entails complete control over the size
and properties of the nanowire, which renders their fabrication challenging.

This thesis examines inducing the weak link electronically in uninterrupted
superconducting rings to alleviate the strict fabrication requirements while
enabling electronic tunability of the coupling of the flux states of the ring.
Specifically, I evaluate the effect of the bias voltage on deterministic and
quantum phase slips. Solving the time-dependent Ginzburg-Landau equations,
I show that the bias voltage controls the free-energy barrier governing the
dynamics of these phase slips. I accordingly propose two novel devices. First, I
present a scalable superconducting memory whose state is stored and retrieved
via picosecond voltage pulses. Superconducting memories are an essential
ingredient for quantum computers owing to their compatibility with cryogenic
working temperatures. Second, I propose a phase-slip flux qubit that is tunable
by bias voltage and immune to fluctuations smaller than the coherence length
of the superconductor. This design is therefore a promising candidate for
scalable phase-slip flux qubits. As with other weak links, the work presented
in this thesis suggests a route towards new superconducting quantum devices.





Beknopte samenvatting

Kwantumcomputers kunnen specifieke taken exponentieel sneller uitvoeren
dan klassieke computers. Een fundamentele uitdaging om kwantumcomputers
op te schalen is de volatiliteit van de basisbouwstenen waaruit deze is
opgebouwd, met name de kwantumbits. Bijvoorbeeld, voor supergeleidende
kwantumbits is een uitwendig magnetische flux nodig om de karakteristieke
frequentie van deze bits aan te sturen. Hierdoor zijn deze kwantumbits ook
gevoelig aan defasering via laagfrequente flux ruis. In dit doctoraat wordt
een alternatief platform voorgesteld om supergeleidende kwantumbits aan te
sturen op elektronische wijze met behulp van een aangelegde spanning over
supergeleidende ringen.

De supergeleidende kwantumbits van vandaag zijn gebaseerd op Josephson
juncties. Deze juncties zijn aangebracht in supergeleidende stroomkringen
en koppelt de discrete gekwantiseerde fluxtoestanden. Op gelijkaardige
wijze, door een supergeleidende kring te voorzien van zwakke link (Engels:
“weak link”) kunnen fluxtoestanden ook met elkaar gekoppeld worden. Dit
verschijnsel is gekend als coherente kwantumfaseslips en vormt tevens een
mogelijke route om zogenaamde faseslip flux kwantumbits te realiseren. Ook
voor deze structuren is het nodig om de karakteristieke frequentie te bepalen
via een volledige controle over de grootte en de eigenschappen van de fase slip
nanodraad die de zwakke link realiseert wat een enorme uitdaging is voor de
fabricatie ervan.

Deze thesis onderzoekt of een zwakke link elektronisch kan worden geïn-
duceerd in supergeleidende stroomkringen om de fabricatie gemakkelijker te
maken en tegelijk de koppeling van de fluxtoestanden op elektrische manier
te manipuleren. In het bijzonder wordt onderzocht wat het effect is van een
aangelegde spanning op deterministische en kwantum faseslips. Om dit te
onderzoeken worden de tijdsafhankelijke Ginzburg-Landau vergelijkingen
opgelost. Dit stelt ons in staat om te tonen op welke manier de aangelegde
spanning de vrije energiebarrière en bijgevolg de dynamica van deze faseslips



bepaalt. Er worden twee nieuwe componenten voorgesteld en beschreven.
Eerst wordt een schaalbare supergeleidend kwantumgeheugen beschreven
waarbij de kwantumtoestand wordt geschreven of gelezen door het aanleggen
van picoseconde elektrische spanningspulsen. Supergeleidende kwantumge-
heugens zijn een essentieel ingrediënt voor kwantumcomputers omdat deze
net zoals kwantumcomputers ook op cryogene temperaturen werken. Ten
tweede wordt ook een faseslip kwantumbit voorgesteld die gemanipuleerd kan
worden door het aanleggen van een uitwendige spanning en niet meer gevoelig
is aan fluctuaties die kleiner zijn dan de coherentielengte van de gebruikte
supergeleider. Dit ontwerp vormt dan ook een interessante kandidaat voor een
schaalbare faseslip kwantumbit. Het onderzoekswerk dat werd verricht tijdens
dit doctoraat levert dan ook een aantal routes op om nieuwe supergeleidende
kwantumcomponenten te ontwerpen.
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Introduction

In the beginning of the twentieth century, there were two main competing
theories of what happens to the resistivity of metals as temperature approaches
absolute zero [1, 2]. The first theory, proposed by Matthiessen, predicted that
the zero-temperature resistivity of metals saturates to a predetermined value,
which depends on sample impurities and defects. In contrast, the second
theory—defended by Lord Kelvin—predicted that the charge carriers would
freeze at zero temperature, thereby preventing further flow of electric current
(i.e., the resistivity diverges to infinity at absolute zero). Due to technological
limitations at that time, metals could not be cooled down to temperatures close
to absolute zero. Consequently, experimental evidence that would vindicate
either of the two theories was still missing.

In 1908, Kamerlingh Onnes—in his renowned low-temperature physics
laboratory—managed to liquefy and store Helium so that he can conduct
low-temperature experiments on other materials [1]. At that point, Kamerlingh
Onnes was in a position to settle the dispute regarding the resistivity of metals
at very low temperatures. Hoping to circumvent the resistivity originating
from impurities, Kamerlingh Onnes focused on mercury because it is a liquid
metal and can be readily purified with distillation. In 1911, Kamerlingh Onnes
discovered that the resistivity of mercury follows Matthiessen’s prediction
down to a temperature of 4.2 K, at which it abruptly drops to zero, or more
precisely to an immeasurably small value [3]. He referred to this phenomenon
as supraconductivity, later dubbed superconductivity. The zero resistivity of a
superconductor implied that a current continues to flow in the absence of a
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1. Introduction

driving force, as confirmed by many experiments where the superconducting
current, also called supercurrent, persists in rings for years [4].

Another fundamental step towards perceiving superconductivity as a distinct
state of matter is the Meissner effect. In 1933, Walther Meissner and Robert
Ochsenfeld discovered that the magnetic flux lines are expelled from the
bulk of a superconductor [5]. This observation disagrees with the expected
behavior of a perfect conductor—that is, when the resistivity ρ equals zero.
According to Ohm’s law, the electric field inside a superconductor equals
zero (E = ρJ = 0, where J is the current density). Accordingly, Faraday’s law
of induction dictates that the magnetic field inside the superconductor is
time independent, which implies that the magnetic flux lines can be trapped
inside the superconductor. This contraction revealed that superconductivity
is a distinct state of matter defined by both perfect conductivity and perfect
diamagnetism (the Meissner effect). In 1935, the London brothers, embracing
the quantum zeitgeist, adapted the laws of electrodynamics to explain the
Meissner effect [6]. Particularly, they related the supercurrent density to the
magnetic vector potential, instead of the electric field.

Despite the progress made by the London brothers, Ginzburg, and Landau to
phenomenologically describe the behavior of superconductors, a microscopic
theory that explains superconductivity eluded physicists for a long time. It was
not until 1957 that Bardeen, Cooper, and Schrieffer devised their masterpiece,
known as the BCS theory [7, 8]. According to the BCS theory, pairs of electrons
combine to form Cooper pairs, which act like bosonic particles and condense
into a single macroscopic quantum state with a well-defined phase. In fact,
the use of superconductors to build quantum circuits hinges on the phase
coherence of their wave function.

Since its discovery, superconductivity has found many useful applications,
ranging from large-scale superconducting magnets [9] for magnetic resonance
imaging and particle accelerators to sensitive magnetic detectors [10] and fast-
switching digital circuits, known as rapid-single-flux-quantum logic [11]. This
thesis, however, focuses on the domain of quantum information processing,
specifically the use of superconductors to build quantum bits (qubits).
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1. Introduction

The rest of this introductory chapter is organized as follows. Section 1.1
discusses the Josephson effect arising when two superconducting electrodes are
brought together in proximity and the various qubits based on the Josephson
effect. An analogous class of circuits, known as quantum phase-slip circuits,
is examined in Section 1.2. Finally, Section 1.3 identifies the aim of the thesis,
and Section 1.4 presents a detailed outline.
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1. Introduction

1.1 Quantum circuits with Josephson junctions

This section explores the concept of superconducting quantum circuits with an
emphasis on quantum bits (qubits). At the heart of these qubits lies a Josephson
junction, two superconducting electrodes separated by a thin insulating barrier.
I start by introducing the Josephson effect. Next, I present the basic types of
superconducting qubits, focusing on flux qubits because they resemble other
devices proposed in this thesis.

1.1.1 The Josephson effect

To understand superconducting quantum circuits, it is not necessary to delve
into the microscopic details and origin of superconductivity. Instead, we
are interested in the Josephson effect occurring when two superconducting
electrodes, separated by a thin insulator, are brought together [12, 13].
The two equations governing the dynamics of a Josephson junction can be
derived in multiple ways—for example, using the time-dependent Schrödinger
equation [14], or using the time-independent Ginzburg-Landau equation [4].
Here, I follow an intuitive tight-binding model for the Josephson junction that
does not presume detailed knowledge of superconductivity [15].

We start by considering an isolated, superconducting electrode where all
electrons are paired. The ground state of the electrode consists of all Cooper
pairs condensed in the lowest energy level with a finite excitation gap 2∆,
denoting the energy required to break a Cooper pair. If this gap exceeds
other energy scales—especially, thermal energy—then the Hilbert space of
the electrode is well-approximated by a single quantum state |N 〉, labeled by
the number of Cooper pairs. To form a Josephson junction, we connect two
identical electrodes with a thin insulating barrier. Now, the total number of
pairs in the overall system equals NL +NR, with the subscripts labeling either
the left or the right electrode. Because Cooper pairs can tunnel between the
electrodes, the junction is characterized, in the bra-ket notation, by the state

|m〉 ≡ |NL −m, NR +m〉 , (1.1)

where m is the number of Cooper pairs that tunneled from the left (L) to the
right (R) electrode, starting from an initial reference state (i.e., the moment
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1. Introduction

Figure 1.1 | Tight-binding model for a Josephson junction, represented here by a
one-dimensional lattice with nearest-neighbor hopping. The lattice sites, labeled by m,
correspond to the number of Cooper pairs that tunnel across the junction.

before connecting both electrodes). The Hilbert space of the composite system
consists of a family of degenerate states {|m〉}.

The tunneling of Cooper pairs is described by the model Hamiltonian

Ĥtun = −
EJ

2

∑
m

(
|m− 1〉〈m|+ |m+ 1〉〈m|

)
, (1.2)

where EJ is the Josephson coupling energy characterizing the ability of Cooper
pairs to tunnel across the insulating barrier. If we choose the number of pairsm
that tunnel across the junction to be the coordinate of the system, then the
Hamiltonian (1.2) represents a one-dimensional tight-binding model with
nearest-neighbor hopping (Figure 1.1). An increasing m corresponds to Cooper
pairs tunneling from the left electrode to the right one, whereas a decreasing m
corresponds to Cooper pairs tunneling in the opposite direction.

For this one-dimensional lattice, the eigenstates are the plane waves

|δ〉 ≡
∑
m

eimδ |m〉 , (1.3)

where the dimensionless wave number δ denotes the phase difference across
the junction. Acting with the Hamiltonian (1.2) on the state |δ〉 leads to the
dispersion relation

Ĥtun |δ〉 = −EJ cosδ |δ〉 . (1.4)

The current across the junction then takes the form

I =
2e
~
∂
∂δ

(−EJ cosδ) = Ic sinδ, (1.5)

where Ic denotes the maximum dissipationless current through the junction,
and it is defined as Ic ≡ 2eEJ/~, where e is the electronic charge and ~ is the
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1. Introduction

reduced Planck’s constant. The current-phase relation (1.5) is known as the
first Josephson equation, or the dc Josephson effect, and it states that, even in
the absence of an external force, a net current of Cooper pairs flows across the
junction as a result of the phase difference between the two superconductors.

The second Josephson equation describes the dynamics of a junction subjected
to a bias voltage. For a voltage difference V between the two electrodes, the
potential energy term

Û = −2eV n̂, (1.6)

is added to the Hamiltonian, with the number operator n̂ defined as

n̂ ≡
∑
m

|m〉m〈m| . (1.7)

The voltage-phase relation follows from the Hamilton equation

~
∂δ
∂t

= −∂Ĥ
∂n̂

= 2eV , (1.8)

which relates the coordinate n̂ to its conjugate momentum ~δ. The second
Josephson equation, also known as the ac Josephson effect, is conventionally
written as

~δ̇ = 2eV , (1.9)

stating that the phase difference across the junction evolves in time in the
presence of a constant bias voltage.

1.1.2 Circuit model for a Josephson junction

Having introduced the celebrated Josephson equations, our next step is to
define a circuit element that encapsulates the Josephson junction. In addition to
Cooper pairs oscillating back and forth between the two superconductors, there
is a capacitive energy involved because the junction stack forms a parallel-plate
capacitor. Therefore, the circuit representation of the junction is a Josephson
element in parallel with a capacitor, characterized by the Josephson energy EJ

and the capacitance CJ, respectively (Figure 1.2c).

The Hamiltonian of an isolated Josephson junction comprises two energy
scales: the energy stored in the Josephson element and the energy stored in the
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1. Introduction

Figure 1.2 | Circuit model of a Josephson junction. a | A Josephson junction consists
of two superconducting electrodes separated by a thin insulating barrier. b | Circuit
representation of the Josephson junction. c | The junction consists of a Josephson
element, characterized by the Josephson energy EJ, in parallel with a capacitor CJ.

capacitor. First, using the two Josephson equations, the energy stored in the
Josephson element is defined as

EJJ =
∫ t

0
IV dt = EJ(1− cosδ). (1.10)

Second, the energy stored in the capacitor is defined as

ECJ
=

1
2
CJV

2. (1.11)

Choosing the flux as the coordinate of the system leads to the Lagrangian

L =
1
2
CJΦ̇

2 −EJ

[
1− cos

(
2π

Φ

Φ0

)]
, (1.12)

where Φ̇ denotes the time derivative of flux, and the flux quantum Φ0 is
defined as h/(2e) ≈ 2×10−15 Wb. Comparing the Lagrangian (1.12) with that of
a simple harmonic oscillator reveals that the capacitive energy corresponds to
kinetic energy, and that the Josephson energy corresponds to potential energy.
The Josephson element can be considered a nonlinear inductor because, for a
small phase difference, the current is linearly proportional to the flux, and the
junction behaves as an inductor with an inductance

LJ ≡
1
EJ

(
Φ0

2π

)2

. (1.13)
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1. Introduction

The momentum Q conjugate to the flux coordinate is defined as

Q ≡ ∂L
∂Φ̇

= CJΦ̇ , (1.14)

denoting the charge stored in the capacitor. The Legendre transform results in
the Hamiltonian

H =QΦ̇ −L

=
Q2

2CJ
−EJ cos

(
2π

Φ

Φ0

)
.

(1.15)

Defining the superconducting charging energy as EC ≡ (2e)2/(2CJ) yields

H = ECn
2 −EJ cos

(
2π

Φ

Φ0

)
, (1.16)

where n ≡ −Q/(2e) is the number of Cooper pairs stored in the capacitor CJ.
So far, all the variables in the Hamiltonian (1.16) are classical. For a quantum
representation, we replace the variables Φ and n by operators satisfying the
canonical commutator

[Φ̂ , n̂] = − i~
2e
, (1.17)

where the flux is the coordinate, and the particle number is its conjugate
momentum. The isolated junction is thus described by the Hamiltonian

Ĥ = ECn̂
2 −EJ cos2πφ̂, (1.18)

with φ̂ ≡ Φ̂/Φ0 denoting the normalized magnetic flux.

The circuit model of the Josephson junction has been corroborated by many
experiments [16, 17], and later by the realization of various Josephson-based
qubits [18–24]. The next section discusses the categories of these qubits and
explains the need for the Josephson junction.

1.1.3 Basic types of superconducting qubits

A qubit is a quantum system with two energy levels, conventionally labeled |0〉
and |1〉 to denote the ground and the excited states, respectively. In contrast to
a classical bit, a qubit can exist in a superposition state

|ψ〉 = α |0〉+ β |1〉 , (1.19)
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1. Introduction

Figure 1.3 | Basic types of superconducting qubits. Based on the biasing mechanism
and the computational variable, qubits with Josephson junctions are classified into
three types: (a) charge, (b) flux, and (c) phase qubits.

where the complex coefficients α and β are probability amplitudes—that is,
the probability to measure the qubit in the state |0〉 is |α|2, and the probability
to measure the qubit in the state |1〉 is |β|2.

In practice, to build a qubit out of an arbitrary quantum system, one must
isolate two energy levels. This requirement cannot be achieved with passive
circuit elements. Specifically, the parabolic potential energy of an LC circuit
yields a harmonic energy spectrum—that is, a spectrum with equidistant
energy levels. Because of the equidistant energy spectrum, one cannot induce
a transition between the lowest two levels without leakage to higher levels.
Conversely, the cosine potential energy of the Josephson junction yields an
anharmonic energy spectrum. This anharmonicity prevents leakage to higher
energy levels upon exciting the qubit. Superconducting quantum circuits
based on Josephson junctions have been employed in several devices such
as superconducting quantum interference devices (SQUIDs) [10], parametric
amplifiers [25, 26], and superconducting qubits [18–24].

The Hamiltonian of an isolated Josephson junction includes two energy
scales: the superconducting charging energy EC and the Josephson energy EJ.
Connecting the junction with an inductor L in parallel leads to an additional
energy scale EL. The relative ratios of these three energies manipulates the
potential energy landscape, giving rise to a zoo of superconducting qubits such
as the Cooper-pair box [27, 28], the phase qubit [29], the flux qubit [30–35],
the fluxonium [36, 37], the quantronium [38], the Xmon [39, 40], and the
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1. Introduction

transmon [41, 42]. Today, transmons embedded in microwave resonators
constitute the major scalable platform for superconducting qubits [43, 44], an
architecture known as circuit quantum electrodynamics [42, 45–48].

Broadly speaking, superconducting qubits are classified, based on the circuit
topology, into three categories: flux, charge, and phase qubits (Figure 1.3). The
next section focuses on flux qubits.

1.1.4 Flux qubits

Superconducting qubits that use the magnetic flux as the computational
variable come in various flavors. The three main categories are the rf SQUID
qubit, the three-junction flux qubit, loosely known as the flux qubit, and
the fluxonium qubit (Figure 1.4). This section focuses on the prototypical
implementation of flux qubits, namely the rf SQUID qubit.

But it is instructive to first study a junctionless superconducting loop. Because
the superconducting wave function is single-valued, the phase accumulated
along the loop must be an integer multiple of 2π. Equivalently, the single-
valuedness of the wave function entails the quantization of the magnetic flux
enclosed by the loop. For example, when a superconducting ring is placed in
a magnetic field, a supercurrent flows to expel the field from the bulk of the
ring and to ensure that the enclosed flux is quantized and is equal to zero. As
the magnetic field increases, the ring transitions between discrete flux states,
characterized by the phase winding number, to minimize its energy. In other
words, the ring allows an integer multiple of the flux quantum to be enclosed
to reduce the circulating supercurrent. Unfortunately, these transitions are
dissipative because, for the winding number to change, the phase must make a
discontinuous jump at a point where the density of Cooper pairs is strongly
suppressed. These events are referred to as phase slips.

In short, the discrete flux states of an uninterrupted superconducting ring are
not coherently coupled because transitions require dissipative breaking of the
cylindrical symmetry of the ring. One mechanism for coherent coupling is
to inherently break the symmetry by interrupting the ring with an insulator,
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1. Introduction

Figure 1.4 | The three main flavors of superconducting flux qubits. (a) the rf SQUID
qubit, (b) the three-junction flux qubit, and (c) the fluxonium qubit.

thereby forming a Josephson junction. The inclusion of the junction gives rises
to the simplest implementation of flux qubits, the rf SQUID qubit.

The rf SQUID consists of a superconducting loop incorporating a Josephson
junction (Figure 1.5). Following the same quantization procedure of the
isolated junction leads to the rf SQUID Hamiltonian

Ĥ =U0

(
βCn̂

2 + 2π2(φ̂−φex)2 − βJ cos2πφ̂
)
. (1.20)

The external flux bias is denoted by φex, and the energy U0 is defined as

U0 ≡
Φ2

0

4π2L
, (1.21)

with L as the inductance of the loop. The parameter βC is the ratio of the
superconducting charging energy to U0. Likewise, the parameter βJ is the ratio
of the Josephson energy to U0.

The Hamiltonian (1.20) resembles that of a particle with mass CJ moving
in a parabolic potential due to the loop inductance, modulated by cosine
corrugations due to the Josephson element. Biasing the rf SQUID loop with a
half-integer flux quantum creates a double-well potential whose two minima
correspond to two currents with equal magnitude and opposite polarity
(Figure 1.6a). For example, at a flux bias φex = 1/2, the loop can be in two
degenerate states, labeled |0〉 and |1〉. First, the state |0〉 denotes a clockwise
current that screens the external flux, leading to zero flux quanta in the loop.
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1. Introduction

Figure 1.5 | The rf SQUID qubit consists of a superconducting loop interrupted by a
Josephson junction. a | The equivalent circuit of the rf SQUID.

Second, the state |1〉 denotes an equal counterclockwise current that augments
the external flux, leading to one flux quantum in the loop. Tunneling of
Cooper pairs across the insulator, however, admixes these two states. The
eigenstates of the qubit are the symmetric and antisymmetric superpositions of
the macroscopic flux states |0〉 and |1〉. The coupling of the flux states manifests
as an avoided crossing in the energy spectrum of the rf SQUID qubit.

The rf SQUID operates under two conditions. First, to minimize fluctuations of
the flux variable, the qubit works in the phase regime βJ� βC. In this regime,
the capacitance is large, and the nonlinear inductance of the Josephson junction
is small; hence, flux fluctuations are negligible, and the flux variable is a good
quantum number. Second, for the potential landscape to exhibit a double
well, the induction parameter βJ & 1. For βJ� 1, the cosine term is negligible,
and the potential energy is parabolic. In that limit, the Hamiltonian (1.20)
reduces to that of an LC oscillator. On the other hand, for βJ� 1, the cosine
modulation dominates, but the barrier forbids coupling of the flux states. In
other words, for infinitely strong Josephson coupling EJ, the thickness of the
insulator tends to zero, and the rf SQUID reduces to an uninterrupted loop in
which the discrete flux states are not coherently coupled.

To gain an insight into the condition βJ & 1, we could compare the geometric
inductance of the superconducting loop L = Φ2

0 /(4πU0) and the effective
Josephson inductance LJ = Φ2

0 /(4πEJ). For βJ ≡ EJ/U0 = 1, both inductances
are equal. Accordingly, the double well occurs slightly above the resonance
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Figure 1.6 | Energy spectrum of the rf SQUID qubit. a | The potential energy U is
plotted as a function of the flux coordinate φ, at an external flux bias φex = 1/2. The
double-well potential corresponds to two oppositely circulating currents. The left
well denotes the flux state |0〉 with a clockwise current, and the right well denotes the
flux state |1〉 with a counterclockwise current. The eigenstates are the symmetric and
antisymmetric superpositions of these two states, illustrated here by the probability
amplitudes. b | The lowest two energy levels of the rf SQUID qubit as a function of φex.

between the geometric and Josephson inductances. To make both inductances
comparable, a large loop is required. But as its size increases, the loop
can accumulate more flux noise from the environment, resulting in the low
coherence times of the rf SQUID qubit [49, 50]. One variation that mitigates
the noise problem is the three-junction flux qubit (Figure 1.4b). By exchanging
the geometric inductance with two additional junctions, a smaller loop can be
employed to reduce the accumulated flux noise.

In conclusion, the simplest flux qubit consists of a superconducting loop
interrupted by a Josephson junction. The need for the Josephson weak
link can be understood from three perspectives. First, from a microscopic
perspective, it is the coherent tunneling of Cooper pairs across the barrier
that couples the flux states of the loop. Second, from a circuit perspective,
the nonlinearity of the Josephson inductance results in an anharmonic energy
spectrum, a prerequisite to isolate a two-level quantum system. Third, from
a mesoscopic perspective, the suppression of the Cooper-pair density in the
junction predetermines the location of phase slips and eliminates the need for
suppressing superconductivity elsewhere. Thus, the Josephson junction acts as
a valve through which fluxons—that is, vortices—enter and leave the loop.
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An inherent limitation of the Josephson weak link is the fixed transition
frequency of the qubit, set by the dimensions of the insulating barrier and
the choice of the superconductor. Specifically, according to the Ambegaokar-
Baratoff relation, the superconducting gap and the normal-state resistance
of the junction determine the Josephson energy EJ [51]. The qubit transition
frequency can, however, be magnetically tuned by replacing the Josephson
junction with a dc SQUID, two junctions in parallel [4, 52]. The effective
Josephson energy of the dc SQUID depends on the overall magnetic flux
enclosed within its loop. Nevertheless, the magnetic tunability of the transition
frequency renders Josephson-based qubits sensitive to flux noise or limits them
to a fixed frequency operation.
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1.2 Quantum circuits with phase-slip junctions

Incorporating a Josephson junction in a superconducting loop is crucial for
coherent coupling of the flux states. The insulating barrier of the junction
can be replaced by another form of a weak link—for example, a topological
insulator [53], a van der Waals heterostructure [54], a two-dimensional
electron gas [55], a semiconducting nanowire [56, 57], or a superconducting
nanowire. For a superconducting nanowire or even a geometric constriction,
a phenomenon dual to the Josephson effect arises, referred to as coherent
quantum phase slips. This section introduces quantum phase slips and the
emergence of quantum phase-slip circuits.

1.2.1 Quantum phase slips in superconducting nanowires

According to the Mermin-Wagner theorem, a one-dimensional system cannot
host the long-range order of superconductivity [58]. With the purpose of
investigating the scaling limit of superconductors, numerous experiments were
conducted on ultra-thin superconducting wires [59–61]. The experimental
setup consisted of a superconducting nanowire embedded between two
superconducting leads, connected to an external current source (Figure 1.7a).
The resistance of the wires was determined by measuring the voltage drop
across the sample. If the normal-state resistance Rn is higher than the Cooper-
pair quantum of resistance (Rq ≡ (2e)2/h), the wires do not transition to the
superconducting state. Moreover, as the resistance per unit length increases,
the superconducting transition broadens, even for homogeneous samples.

These two observations have been justified by the Langer-Ambegaokar-
McCumber-Halperin (hereafter LAMH) theory [62, 63], which attributes the
resistance below the critical temperature to thermally activated phase slips.
Particularly, the LAMH theory derives an expression for the rate of phase
slips as a function of the energy barrier that the nanowire surmounts for a
phase slip. In general, a phase slip requires the density of Cooper pairs to
be locally suppressed so that the ill-defined, unrestricted phase can exhibit
a 2π discontinuity [52, 64]. The suppression of the Cooper-pair density is
accompanied by a voltage drop, giving rise to a measurable resistance.
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Figure 1.7 | Thermally activated phase slips in superconducting nanowires. a | The
resistance due to phase slips is determined by measuring the voltage drop across a
nanowire of length `. b | Schematic of the data measured in [66]. The broadening of the
superconducting transition temperature, especially for wires with higher normal-state
resistance per length Rn/`, is explained by thermally activated phase slips. For wires
with a higher normal-state resistance, a Superconductor-Insulator (SI) transition occurs.

According to the LAMH theory, the rate of thermally activated phase slips
(TAPS) follows the Arrhenius law

ΓTAPS ∝ e−∆F/kBT , (1.22)

where kBT is the thermal energy with the Boltzmann constant kB. The energy
barrier ∆F is proportional to the product of the condensation energy per unit
volume fC and the volume of a phase slip, i.e., the barrier takes the form

∆F ∝ fCσξ, (1.23)

where σ is the cross-sectional area of the nanowire, and ξ is the coherence
length [65]. Since the normal-state resistance per unit length is inversely
proportional to the cross-sectional area, the energy barrier decreases as the
ratio Rn/` increases. Consequently, the superconducting transition broadens
up to the limit of the superconductor-insulator transition.

One problem, however, with attributing the measured resistance solely to
thermal phase slips is that the resistance is predicted to be exceedingly low at a
few tens of millikelvin because thermal activation is exponentially suppressed.
In other words, the systematic broadening of the transition temperature with
decreasing cross-sectional areas is explained by thermally activated phase slips
up to a certain temperature range, below which the LAMH theory fails.
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The cause of the measured resistance at low temperatures was suggested
to be quantum tunneling of phase slips through the energy barrier. This
additional escape mechanism is revealed by fitting the resistance to the rate
equation (1.22) with an escape temperature Tesc [67]. For temperatures higher
than Tc/2, the escape temperature approximately equals the measurement
temperature, in agreement with the LAMH theory. But, as the temperature
decreases below Tc/2, the escape temperature plateaus, implying an additional
escape mechanism, weakly dependent on temperature. This phenomenon was
later dubbed quantum phase slips [66, 68–73]. Various models were proposed
to evaluate the rate of quantum phase slips [74–78], and they have been used
to accurately fit the resistance of superconducting nanowires [68, 79, 80].

1.2.2 Phase-slip flux qubits

In 2005, Mooij [81, 82] proposed that if we embed a superconducting nanowire
as a weak link in a superconducting loop, quantum phase slips may serve as
a coherent coupling mechanism between the flux states of the loop (e.g., the
flux states |0〉 and |1〉 at a half-flux-quantum bias). Specifically, he suggested
that coherent quantum phase slips are dual to the Josephson effect and can be
exploited to construct a phase-slip flux qubit with the two-level Hamiltonian

Ĥ = IΦ0(φ− 1/2)σz + hΓQPSσx, (1.24)

where φ is the normalized flux enclosed by the loop, and I is the circulating
current. The operators σx and σz denote the Pauli spin matrices. The rate of
quantum phase slips ΓQPS determines the transition frequency of the qubit.

To illustrate the magnitude of the transition frequency, I follow the example
presented by Mooij in [81]. According to Giordano [75, 76], the rate of quantum
phase slips depends exponentially on the energy barrier in the form (1.22) with
the thermal energy replaced by ~/τ , where τ is the Ginzburg-Landau relaxation
time. In terms of experimentally accessible parameters, the rate of quantum
phase slips (QPS) is expressed as

ΓQPS =
3B
2

`
2πξ

√
Rq

Rξ

kBTc

~
exp

− 0.3a
Rq

Rξ

 , (1.25)
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Figure 1.8 | Phase-slip flux qubit. a | In this circuit model, the phase-slip junction is
characterized by the rate of quantum phase slips ΓQPS, and the size of the loop by the
geometric inductance L. b | The qubit consists of a superconducting loop interrupted
by a nanowire. This geometry was first proposed by Mooij in [81, 82].

where the parameters a and B are of order unity, and Rq is the Cooper-pair
quantum of resistance. The resistance Rξ is defined as Rξ ≡ Rnξ/` with Rn

being the normal-state resistance.

Based on the form (1.25), the rate of quantum phase slips depends on
two properties of the superconductor: the normal-state resistance and the
coherence length. First, as a function of the normal-state resistance per unit
length, the rate of quantum phase slips increases exponentially (Figure 1.9).
Second, because the condensation energy is inversely proportional to the
square of the coherence length, the energy barrier decreases as a function
of the coherence length. Therefore, the longer the coherence length, the higher
the rate of quantum phase slips. The coherence length and the normal-state
resistance of the nanowire must be precisely controlled to realize a definite
transition frequency, typically ranging from one to ten gigahertz.

In comparison with Josephson-based qubits, phase-slip qubits have three key
advantages [81]. First, due to the absence of an insulating barrier, phase-slip
flux qubits are insensitive to charge noise. Second, the energy barrier and the
transition frequency of the qubit depend on macroscopic parameters. They
are therefore immune to defects and fluctuations occurring on a scale much
smaller than the coherence length. Third, the energy spectrum of the phase-
slip qubit is strongly anharmonic—that is, the energy difference between the
first and second levels is much smaller than the energy difference between the
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Figure 1.9 | The rate of quantum phase slips in a phase-slip flux qubit. The rate
is plotted as a function of the normal-state resistance per unit length (Rn/`) for three
values of the coherence length ξ. The nanowire length ` = 50 nm, and the critical
temperature Tc = 1.2 K. The fitting parameters a and B are unity.

second and third levels. As a consequence, the two levels defining the qubit are
isolated and can be addressed with minimal leakage to higher-energy states.
Superconducting qubits with weak anharmonicity must employ pulse-shaping
techniques to prevent leakage of quantum information to excited states [83].

But, similar to Josephson-based flux qubits, phase-slip qubits are sensitive
to low-frequency flux noise. Specifically, deviations from the required half-
flux-quantum bias alter the energy-level splitting and dephase the qubit. In
addition, owing to the exponential dependence of the quantum-phase-slip rate,
precise control over the dimensions of the nanowire and its superconducting
properties is required to achieve a definite transition frequency.

Recent experiments demonstrated coherent quantum phase slips in InO [84],
NbN [85, 86], and TiN [87, 88] nanowires. Since then, numerous quantum
phase-slip circuits have been realized—for example, qubits [88], quantum
interference devices [89, 90], single-charge transistors [91, 92], and even phase-
slip circuits for neuromorphic computing [93].
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1.3 Objective of the thesis

At the heart of superconducting qubits lies a weak link, often a Josephson
junction or a superconducting nanowire. On the one hand, the Josephson
junction must be replaced by a SQUID to magnetically tune the transition
frequency of the qubit. The added flux-bias loop is a source of flux noise and
limits the scalability of Josephson-based qubits. On the other hand, embedding
a nanowire in a superconducting loop requires intricate nanostructuring
to precisely control the dimensions and the superconducting properties of
the nanowire. Given the inherent limitations of existing weak links, this
thesis examines the possibility of electrically inducing a weak link in an
uninterrupted superconducting loop to circumvent the need for advanced
nanostructuring while allowing for electronic tuning of the coupling between
the flux states of the loop. The results of this work establish a path towards
novel superconducting quantum devices.

In this thesis, I examine the effect of a bias voltage on deterministic and
quantum phase slips in continuous, metallic superconducting nanorings.
Employing the time-dependent Ginzburg-Landau simulations, I rigorously
demonstrate that the bias voltage induces two weak links, constituting
preferential locations for nucleating phase slips in the ring. Moreover, the
bias voltage provides complete control over the energy barrier governing
deterministic and stochastic transitions between the discrete flux states of the
ring. Based on the electronic control of the energy barrier, I present two novel
quantum devices. First, I propose a scalable superconducting memory whose
state is encoded by the absence or presence of a single flux quantum within the
ring. The write and read operations are executed electrically via picosecond
bias-voltage pulses. Scalable superconducting memories are an essential
ingredient for building a large-scale superconducting quantum computer due
to their compatibility with the cryogenic working temperatures of qubits.
Second, I propose a phase-slip flux qubit with a broadly tunable transition
frequency. In contrast to nanowire-based qubits, the proposed qubit allows
for electronic tunability without the need for challenging nanostructuring
beyond the fabrication of the ring itself. The operation of the proposed qubit
depends on macroscopic parameters—most notably, the coherence length of
the superconductor. As a consequence, it is immune to fluctuations and defects
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occurring on a much smaller length scale. In addition, its energy spectrum is
anharmonic. Therefore, the two levels defining the qubit are isolated and can
be addressed with minimal leakage to higher levels.
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1.4 Outline of the thesis

The content of this thesis is arranged in four chapters. Chapter 2 provides a
macroscopic description of superconducting rings subject to electromagnetic
fields. To begin with, Section 2.1 discusses Landau theory for second-order
phase transitions. Next, Section 2.2 applies this theory in the context of
superconductivity, giving rise to the celebrated Ginzburg-Landau theory of
superconductivity. A time-dependent extension of the Ginzburg-Landau
equations is presented in Section 2.2.4, constituting the main theoretical tool
used throughout this thesis. Finally, Section 2.3 introduces the model of
a superconducting ring and the numerical solution of the time-dependent
Ginzburg-Landau equations.

Chapter 3 analyzes the suppression of the Cooper-pair density due to a
bias voltage in two geometries: superconducting strips and superconducting
rings. Section 3.1 demonstrates the reduction of the Cooper-pair density in
a superconducting strip in response to a bias voltage as a function of the
parameters of the superconductor and its dimensions. A similar behavior
is described in Section 3.2 for a voltage-biased superconducting ring where
the bias voltage induces two weak links, serving as preferential locations to
nucleate phase slips in the ring.

Chapter 4 discusses the effect of a bias voltage on the deterministic transitions
between the flux states of a superconducting ring. The critical flux for a
deterministic transition between the flux states of a bare superconducting
ring is defined in Section 4.1. Then, Section 4.2 highlights the reduction of
the critical flux as a function of the bias voltage. A novel voltage-controlled
superconducting memory is proposed in Section 4.3. The working principle of
the memory is presented along with a thorough characterization of the memory
fidelity as a function of thermal fluctuations, sample defects, and variations in
the operational parameters.

Chapter 5 examines the effect of the bias voltage on the rate of quantum phase
slips in a superconducting ring. To reconcile all the distinct types of phase
slips, Section 5.1 qualitatively compares deterministic, thermal, and quantum
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phase slips. The energy barrier governing these three escape mechanisms is
defined in Section 5.2 according to the LAMH theory, in addition to a numerical
estimation of the barrier in the presence of a bias voltage. Section 5.3 explores
the dependence of the quantum-phase-slip rate on bias voltage, sample size,
material quality, and superconductor parameters. A novel flux qubit design
that harnesses the enhancement of quantum phase slips by bias voltage is
proposed in Section 5.4. The electronic tunability of the qubit transition
frequency is assessed, along with a detailed analysis of the sensitivity of the
qubit to flux noise and device asymmetry.

Lastly, Chapter 6 concludes this thesis and suggests directions for future work.
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2

Theoretical Background

Superconductivity is a distinct phase of matter existing below a characteristic
temperature, known as the critical temperature. When a superconductor is
heated above its critical temperature, the superconducting state is destroyed,
forcing a transition to the normal state, much like ice transforms into water
at zero Celsius. Seven years before the microscopic theory of Bardeen,
Cooper, and Schrieffer, Ginzburg and Landau examined superconductivity
from the standpoint of phase transitions. Specifically, their purpose was to
describe superconductivity close to the transition temperature (i.e., the critical
temperature of the superconductor). Based on the Ginzburg-Landau (GL)
theory, this chapter provides a macroscopic description of superconductors
subject to electromagnetic fields.

This chapter is organized as follows. Section 2.1 briefly discusses the general
Landau theory for second-order phase transitions. Next, Section 2.2 applies
Landau theory in the context of superconductivity, arriving at the celebrated
Ginzburg-Landau equations, used extensively in this thesis. Finally, Section 2.3
presents the model of a superconducting ring, along with the numerical
solution of the Ginzburg-Landau equations.
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2.1 Landau theory for phase transitions

Landau theory starts with a deliberate choice to ignore the microscopic details.
Instead, it focuses on a qualitative, macroscopic description near the critical
temperature of a phase transition [94, 95]. Landau realized that second-order
phase transitions involve the process of breaking an underlying symmetry of
the system. For instance, above the Curie temperature, a magnet has no net
magnetization. Below the Curie temperature, however, all the magnetic dipole
moments align, and a net magnetization arises [96]. While the magnetization
can point in any direction, the ferromagnet spontaneously chooses a definite
one, i.e., the rotational symmetry is broken.

Moreover, one can identify a physical quantity—referred to as an order
parameter—that is zero in the disordered phase above the critical temperature,
and nonzero in the ordered phase below the critical temperature. For the
paramagnetic-to-ferromagnetic transition, a proper order parameter is the
magnetization of the material.

In a second-order phase transition, this parameter increases continuously
from zero at the critical temperature and reaches its maximum at zero Kelvin.
Because the order parameter tends to zero near the critical temperature, we
can expand the free energy as a Taylor series

F = F0 +αψ2 +
β

2
ψ4 + · · · , (2.1)

where F0 is the free energy of the disordered state, and ψ is the order parameter.
The prefactors α and β are temperature-dependent expansion coefficients. The
leading coefficient must be positive, otherwise the free energy would have no
minimum. For the minimum of the free energy to be at a nonzero value ofψ, the
coefficient α must be negative (Figure 2.1). Accordingly, the phase transition
occurs precisely when α equals zero. Minimizing the free energy (2.1) leads to
the order parameter

ψ2 =


0 T > Tc

−α/β T < Tc

, (2.2)
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Figure 2.1 | Landau free energy as a function of the order parameter ψ. The phase
transition occurs at α = 0 since for α < 0, the free-energy minimum is at a nonzero ψ.

where the critical temperature of the phase transition is denoted by Tc. The
next section applies Landau’s approach to superconductors, resulting in the
celebrated Ginzburg-Landau theory of superconductivity.
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2.2 Ginzburg-Landau equations

The Ginzburg-Landau theory describes superconductivity as a second-order
phase transition, characterized by a complex order parameter [97]. Although
meant to be phenomenological, the Ginzburg-Landau equations were derived
from the microscopic BCS theory near the critical temperature by Gor’kov in
1959 [98]. Gor’kov demonstrated that the order parameter ψ represents a wave
function of the center-of-mass motion of Cooper pairs, and that the squared
magnitude |ψ|2 corresponds to the density of Cooper pairs [98].

In powers of the magnitude of the complex order parameter, the free-energy
density of the superconductor is approximated by

fs = fn +α|ψ|2 +
β

2
|ψ|4, (2.3)

where fs and fn represent the free-energy densities in the superconducting
and normal states, respectively. If α ≥ 0, then the minimum of the energy
difference fs − fn is at |ψ|2 = 0 (i.e., the material is in the normal state). In
contrast, if α < 0, then the minimum is at

|ψ|2 = |ψ0|2 ≡ −
α
β
, (2.4)

where ψ0 denotes the equilibrium value of the order parameter, deep into
the bulk of the superconductor away from penetrating magnetic fields and
surface currents [4]. Because ψ is complex, there exists an infinite number of
degenerate minima denoting all allowed values of the phase χ of the complex
order parameter

ψ = |ψ|eiχ. (2.5)

In analogy to the definite direction of the magnetization of a ferromagnet, a
superconductor spontaneously chooses a definite phase χ, thereby breaking
the U(1) rotational symmetry [99].

Substituting with the equilibrium value (2.4) of the order parameter in the
free-energy density (2.3) gives the difference

fs − fn = −α
2

2β
, (2.6)
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Figure 2.2 | Temperature dependence of the order parameter. The magnitude of the
order parameter ψ increases continuously from zero at the critical temperature Tc.

denoting the energy gained by the transition to the superconducting state—that
is, the condensation energy per unit volume fC.

Near the critical temperature, the expansion coefficients are assumed to vary
smoothly with temperature [52]. Thus, their temperature dependence follows
the leading order of the Taylor expansion

α(T ) ∝ α(0)(T − Tc), (2.7)

and

β � const. (2.8)

The density (2.4) is thus proportional to (Tc − T ), as depicted in Figure 2.2.

In the presence of a magnetic field, the superconductor is described by the
free-energy density

fs = fn +α|ψ|2 +
β

2
|ψ|4 +

|B|2

2µ0
+

1
2m∗

∣∣∣∣(−i~∇− qA)ψ
∣∣∣∣2. (2.9)

The mass of a Cooper pair m∗ equals twice the electronic mass. Likewise, the
charge of a Cooper pair q equals twice the electronic charge. The penultimate
term corresponds to the energy density of the magnetic field B with the vacuum
permeability µ0. The last term accounts for the spatial variations of the order
parameter ψ due to supercurrent flow, where A is the vector potential defined
by the relation ∇×A = B.
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Placing a superconductor in a magnetic field induces a supercurrent that
expels the field from the bulk of the superconductor (i.e., the Meissner effect).
The energy required for the flowing supercurrent is called the field expulsion
energy, and it increases quadratically with the applied field. When the free-
energy density of the superconducting state exceeds that of the normal state,
the sample abruptly reverts to the normal state. Equating the condensation
energy (2.6) to the energy density stored in the magnetic field leads to the
thermodynamic critical field

Bcth = |α|
√
µ0

β
, (2.10)

at which superconductivity is destroyed. Based on the temperature dependence
of α and β, the GL theory predicts that the critical field varies linearly with
temperature near the critical temperature (Bcth ∝ Tc − T ).

To obtain an equation that governs the spatial variation of ψ(r), we minimize
the energy functional

δFs[ψ]
δψ∗

= 0, (2.11)

where Fs is the overall free energy. The functional derivative yields the
Ginzburg-Landau equation

αψ + β|ψ|2ψ +
1

2m∗
(−i~∇− qA)2ψ = 0, (2.12)

resembling Schrödinger equation for a wave function ψ with an additional
nonlinear term. The second GL equation follows from Ampere’s law

∇×∇×A = µ0Js, (2.13)

with the supercurrent density Js defined as

Js = −
q~i
2m∗

(
ψ∗∇ψ −ψ∇ψ∗

)
−
q2|ψ|2

m∗
A. (2.14)

Substituting with the complex order parameter in its polar form (2.5), we can
rewrite the supercurrent density as

Js =
q|ψ|2

m∗
(
~∇χ − qA

)
. (2.15)
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The two GL equations (2.12) and (2.14) are solved self-consistently to obtain
the spatial dependence of the complex order parameter and the magnetic field
inside the superconductor. In the next section, I identify the characteristic
length scales over which these two quantities vary.

2.2.1 Characteristic length scales of a superconductor

Two characteristic length scales arise naturally from the GL equations: the
coherence length ξ and the penetration depth λ. First, to extract the coherence
length, we consider a superconductor filling the half space x > 0, where x is the
spatial coordinate (Figure 2.3). In the absence of an external magnetic field,
the first GL equation (2.12) reduces to

αψ + β|ψ|2ψ − 1
2m∗

d2ψ

dx2 = 0. (2.16)

Subject to the boundary conditions ψ(0) = 0 and ψ(x→∞) = |ψ0|, this equation
is satisfied by the order parameter

ψ(x) = |ψ0| tanh
x
√

2ξ
, (2.17)

where ξ is known as the coherence length and is defined by

ξ2 ≡ ~2

2m∗|α|
. (2.18)

The coherence length specifies the distance over which the order parameter
heals back to its equilibrium value. Thus, the shorter the coherence length, the
lower the energy cost of a normal-superconductor interface (Figure 2.3).

Second, to extract the penetration depth, we rewrite the supercurrent (2.14)
in the London limit—that is, assuming a constant magnitude of the order
parameter. The supercurrent density, then, reduces to

Js = −
q2|ψ|2

m∗
A, (2.19)

as proposed by the London brothers to relate the supercurrent to the vector
potential, instead of the electric field as in Ohm’s law [6]. Taking the curl of
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Figure 2.3 | The coherence length ξ. Starting from the surface of the superconductor
at x = 0, the order parameter recovers its bulk value ψ0 over a distance ξ.

the supercurrent expression (2.19) leads to

∇2B =
q2µ0|ψ|2

m∗
B. (2.20)

Again, we consider a semi-infinite superconductor filling the half space x > 0,
placed in an external magnetic field B = B0 ẑ, where the z axis is parallel to
the surface of the superconductor. The boundary conditions B(x = 0) = B0

and B(x→∞) = 0 are satisfied by the magnetic field

B(x) = B0 e
−x/λ ẑ, (2.21)

where λ is known as the London penetration depth and is defined by

λ2 ≡ m∗

q2µ0|ψ|2
. (2.22)

The London penetration depth characterizes the exponential decay of the
magnetic field inside the superconductor (Figure 2.4). Thus, the longer the
penetration depth, the lower the energy exerted by the superconductor to expel
the external magnetic field.

In sum, the coherence length and the penetration depth govern the spatial
variation of the complex order parameter and the magnetic field inside the
superconductor, respectively. Their dimensionless ratio κ = λ/ξ—known as
the GL parameter—characterizes the energy cost of forming a superconductor-
normal interface. For each interface, the density of Cooper pairs is suppressed
over a distance ξ, resulting in an energy loss proportional to ξfC. As for the
magnetic field, it decays exponentially inside the superconductor, thereby
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Figure 2.4 | The London penetration depth λ. Starting from the surface of the
superconductor at x = 0, the magnetic field decays exponentially over a distance λ.

reducing the energy required for field expulsion and, thus, resulting in an
energy gain λfC. Accordingly, the net energy per unit area for a superconductor-
normal interface takes the form

γ ∝ (λ− ξ)fC. (2.23)

On the one hand, in the limit ξ � λ, superconductor-normal interfaces cost
energy, and the material prefers to be either fully superconducting or fully
normal. This behavior is classified as type I superconductors. On the other
hand, in the limit λ � ξ, the superconductor gains energy by forming an
interface. The favorable formation of superconductor-normal interfaces gives
rise to the Abrikosov vortex lattice [100], a signature of type II superconductors.
Generally, based on the ratio κ, superconductors are classified into type I
with κ < 1/

√
2 and type II with κ > 1/

√
2 [4].

2.2.2 Temperature dependence of length scales

The temperature dependence of the coherence length and the penetration depth
follows that of the expansion coefficients α and β. Explicitly, the coherence
length can be written as

ξ(t) =
ξ(0)

(1− t)1/2
, (2.24)

where t = T /Tc is the reduced temperature. Up to a factor of order unity, the
zero-temperature coherence length ξ(0) is related to the physical size of a
Cooper pair, known as the Pippard coherence length. According to the BCS
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theory, the Pippard coherence length ξ0 is defined as

ξ0 =
~vF

π∆(0)
, (2.25)

where vF is the Fermi velocity, and ∆(0) is the superconducting energy gap at
zero temperature.

In addition to the coherence length and the penetration depth, a superconduc-
tor is characterized by a third length scale, namely the mean free path `. If
the mean free path is much longer than the Pippard coherence length (`� ξ0),
the superconductor is in the clean limit. If, however, the mean free path is
much shorter than the Pippard coherence length (`� ξ0), the superconductor
is in the dirty limit. In the dirty limit, electrons move on average a distance `
between scattering events. As a consequence, the effective size of a Cooper pair
reduces to

√
ξ0`. In the clean and dirty limits, the temperature dependence of

the coherence length takes the form

ξ(t) =


0.74

ξ0

(1− t)1/2
clean

0.855
(ξ0`)

1/2

(1− t)1/2
dirty

. (2.26)

Similarly, the penetration depth takes the form

λ(t) =



λ(0)
[2(1− t)]1/2

clean

λ(0)
[2(1− t)]1/2

(
ξ0

1.33`

)1/2

dirty

. (2.27)

The shorter the mean free path, the higher the ratio κ and the lower the energy
cost of a superconductor-normal interface. Therefore, dirty samples are often
type II superconductors.

The temperature dependence in equations (2.26) and (2.27) is strictly valid
near the critical temperature of the superconductor because it is derived from
the first-order Taylor expansion of the coefficients α and β around Tc. To extend
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the validity regime of the GL equations well below Tc, I follow an empirical
temperature dependence of the superconducting length scales [101, 102]. The
coherence length takes the form

ξ(t) =


0.74

ξ0√
p(t)

clean

0.855
(ξ0`)

1/2√
p(t)

dirty

. (2.28)

Likewise, the penetration depth takes the form

λ(t) =



λ(0)
√

2

√
g(t)
p(t)

clean

λ(0)
√

2

√
g(t)
p(t)

(
ξ0

1.33`

)1/2

dirty

. (2.29)

The thermal kernels p(t) and g(t) are defined by

p(t) ≡ 1− t2

1 + t2
, (2.30)

and
g(t) ≡

(
1 + t2

)−2
. (2.31)
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2.2.3 Flux states of a superconducting ring

As an illustrative example of the time-independent GL equations, I consider a
superconducting ring of radius R in a uniform magnetic field, perpendicular
to the plane of the ring. I assume that the thickness and the width of the ring
are much smaller than the coherence length so that variations of the order
parameter along the cross section are negligible, and the model is effectively
one-dimensional. The free-energy density (2.9) reduces to

f = fs − fn =
1

2m∗

∣∣∣∣∣∣
(
− i~
R

d
dθ
− qA

)
|ψ|eiχ

∣∣∣∣∣∣
2

− |α||ψ|2 +
β

2
|ψ|4, (2.32)

where the magnetic field term has been dropped since it is much smaller than
the kinetic energy for a ring of small cross section [4].

In a uniform magnetic field, the magnitude of the order parameter exhibits
cylindrical symmetry (d|ψ|/dθ = 0, where θ is the azimuthal coordinate). To
satisfy the periodic boundary conditions, the phase χ increases linearly along
the circumference of the ring with a slope n, denoting the phase winding
number or the flux state of the ring. As a function of the phase winding
number, the free-energy density takes the form

f =
~2

2m∗R2

∣∣∣∣∣∣
(
n− 2πR

Φ0
A

)
|ψ|eiχ

∣∣∣∣∣∣
2

− |α||ψ|2 +
β

2
|ψ|4, (2.33)

where A is the azimuthal component of the vector potential. The flux enclosed
within the loop can be written as

Φ =
∮

A ·dl = 2πR×A, (2.34)

where dl is along the azimuthal direction. Substituting with the normalized
flux φ ≡ Φ/Φ0 leads to the free-energy density

f =
~2

2m∗R2

∣∣∣∣(n−φ) |ψ|eiχ
∣∣∣∣2 − |α||ψ|2 +

β

2
|ψ|4. (2.35)

Defining the superfluid velocity vs as

vs ≡
~
m∗R

(n−φ), (2.36)
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the free-energy density simplifies to

f =
1
2
m∗v2

s |ψ|2 − |α||ψ|2 +
β

2
|ψ|4, (2.37)

where the first term represents the kinetic energy. Minimizing the free-energy
density with respect to the magnitude |ψ| leads to the equilibrium state

|ψ|2 =
1
β

(
|α| − 1

2
m∗v2

s

)
, (2.38)

and the corresponding free-energy density

f = −|α|
2

2β

(
1− m

∗v2
s

2|α|

)2

. (2.39)

Recalling the definition of the condensation energy (2.6), we can reformulate
the free-energy density into

f = −fC
[
1− ξ

2

R2 (n−φ)2
]2

. (2.40)

Integrating over the volume V of the ring gives the total free energy

F = −FC

[
1− ξ

2

R2 (n−φ)2
]2

, (2.41)

where FC = (B2
cth/2µ0)V is the total condensation energy of the ring. The local

minima of the free energy coincide with flux values equal to an integer multiple
of the flux quantum Φ0 (Figure 2.5).

The order parameter at the local minima of the free energy takes the form

ψ

|ψ0|
=

[
1− ξ

2

R2 (n−φ)2
]1/2

einθ . (2.42)

For a transition between two states with a different winding number n, the
phase of ψ must abruptly change by an integer multiple of 2π at a point where
the magnitude |ψ| equals zero. As an analogy, the order parameter of the ring
can be perceived as a rope whose two ends are interconnected so that it forms
a closed loop. The state of the rope can be described by the number of knots
in it. For example, a rope with one knot is in the state n = 1. Because the rope
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Figure 2.5 | Free energy of one-dimensional superconducting rings enclosing a
magnetic flux Φ = φΦ0, where Φ0 is the flux quantum. The integer n characterizes the
flux state of the ring. The free energy is normalized by the condensation energy FC.
The radii of the rings R = ξ (a) and R = 2ξ (b), where ξ is the GL coherence length.

forms a closed loop, one cannot untie this knot. To change the number of knots,
however, one must cut the rope, untie the knot, then reconnect the two ends to
recover the closed loop. Thus, the state of the rope cannot be changed without
cutting it at one point. Likewise, to change the phase winding number of a
superconducting ring, the density of Cooper pairs must be locally destroyed so
that the phase can change by an integer multiple of 2π.

In sum, a transition between flux states entails breaking the cylindrical
symmetry of the ring. In the absence of fluctuations, due to either noise or
defects, the minima of the free energy are stable, and transitions between
them are forbidden. In the following chapters, however, I demonstrate
that transitions between different winding numbers n are possible either
deterministically in the presence of fluctuations by increasing the current
to a critical value, or stochastically via thermal activation over or tunneling
through an energy barrier. Accordingly, states in the form (2.42) are generally
referred to as metastable flux states.
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2.2.4 Time-dependent Ginzburg-Landau equations

In its original time-independent form, the Ginzburg-Landau theory has
successfully explained a wide range of phenomena in superconductors such
as flux quantization [103, 104], superconducting fluctuations [105], and the
Abrikosov vortex lattice [100]. Moreover, the GL approach is more general
than the microscopic BCS theory since it applies to exotic superconductors
where the pairing mechanism is not fully understood (e.g., high-temperature
cuprate superconductors [106, 107]).

The Ginzburg-Landau equations are, however, stationary. Therefore, they
cannot capture the dynamics and the temporal evolution of the complex
order parameter in response to time-varying electromagnetic fields. In 1966,
Schmid proposed an extension of the GL equations [108], referred to as the
time-dependent Ginzburg-Landau (TDGL) equations. Although Schmid’s
proposal was only phenomenological, Gor’kov and Éliashberg provided a
microscopic justification in the limit of gapless superconductors or materials
with magnetic impurities [109]. To extend the validity of Schmid’s proposal,
Kramer and Watts-Tobin introduced the generalized time-dependent Ginzburg-
Landau equations, accounting for the presence of an energy gap [110, 111].
Yet, the TDGL equations remain a versatile, widely used tool for studying
various dynamic processes in superconductors, and their predictions agree
well with experiments even for gapped superconductors [112–114]. Based on
their success in describing vortex dynamics and phase-slip phenomena [102,
115–123], I use the TDGL equations to study the effect of a bias voltage
on deterministic and stochastic transitions between metastable flux states
of superconducting rings.

The time-dependent Ginzburg-Landau equation takes the form

~2

2m∗D

(
∂
∂t

+
iq

~
V

)
ψ +

1
2m∗

(−i~∇− qA)2ψ − |α|ψ + β|ψ|2ψ = 0, (2.43)

where D is the diffusion coefficient (D = `vF /3), and V is the electrostatic
potential [124]. To include the contribution of the normal electrons, Ampere’s
law is rewritten as

1
µ0
∇×∇×A = Js + Jn, (2.44)
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where the normal-current density Jn is given by

Jn = −σn

(
∇V +

∂A
∂t

)
, (2.45)

with σn as the conductivity of the normal state. The supercurrent density Js is
defined in equation (2.15).

For convenience, I cast the TDGL equations in a dimensionless form. The
order parameter is scaled by its equilibrium value |ψ0|, the space coordinate
by the penetration depth λ, and the time coordinate by the ratio ξ2/D. This
transformation is detailed in Appendix A. Substituting with the normalized
quantities results in the TDGL equations(

∂
∂t

+ iκV
)
ψ = −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ, (2.46)

and

∇×∇×A =
1

2iκ

(
ψ∗∇ψ −ψ∇ψ∗

)
− |ψ|2A− σ

(
∇V +

∂A
∂t

)
. (2.47)

In this form, a superconductor is characterized by two quantities: the GL
parameter κ = λ/ξ and the dimensionless conductivity σ , given by

σ = µ0Dκ2σn. (2.48)
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2.3 Model of a superconducting ring

This section presents the model of a superconducting ring placed in an external
magnetic field. The magnetic field comes in two flavors: a uniform field
covering all space and a local field confined to a solenoid core piercing the
ring. The difference between these two configurations is extensively discussed
in Appendix B. The details of the numerical solution of the time-dependent
Ginzburg-Landau equations are given in Appendix C. This section, however,
highlights the main elements of the numerical solution and presents an
example of an unbiased superconducting ring.

In general, I consider a superconducting ring of radius R, width w, and
thickness d (Figure 2.6). For a thin-film superconductor, the thickness is
much smaller than the coherence length and the penetration depth (d� ξ, λ).
As a consequence, the order parameter can be assumed constant along the
thickness of the ring, and the supercurrent has no z−component [4, 125]. Thus,
the model reduces to a two-dimensional superconductor.

To study the time evolution of the Cooper-pair density in the ring in response
to an external magnetic field, I numerically solve the TDGL equations. These
equations are commonly solved in two different gauges. First, in the zero-scalar-
potential gauge (V = 0), I solve the second GL equation

σ
∂A
∂t

=
1

2iκ

(
ψ∗∇ψ −ψ∇ψ∗

)
− |ψ|2A−∇×∇×A, (2.49)

self-consistently with the first GL equation (2.46) for the vector potential A
and the complex order parameter ψ, respectively. An example of this gauge
choice is discussed in Appendix C.3.

Second, in the Coulomb gauge (∇ ·A = 0), I solve the first GL equation (2.46)
with the continuity equation of the total current density (∇ · J = 0). This gauge
choice is more convenient in the presence of a bias voltage that specifies the
scalar potential along the outer perimeter of the ring. The TDGL equations in
the Coulomb gauge have been used extensively in literature to study vortex
dynamics and phase slips in thin, superconducting films [102, 116–119, 126,
127]. Accordingly, it is the main gauge of choice in this thesis.
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Figure 2.6 | Schematic of a superconducting ring of radius R and width w. Due to
the summery of the ring, cylindrical coordinates (r,θ,z) are used.

In short, I solve the two equations

∂ψ

∂t
= −iκVψ −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ, (2.50)

and

σ∇2V = ∇ · Js = ∇ ·
[

1
2iκ

(
ψ∗∇ψ −ψ∇ψ∗

)
− |ψ|2A

]
, (2.51)

for the order parameter ψ and the scalar potential V , with two boundary
conditions. First, along the azimuthal direction, the two variables must be
periodic. Second, the supercurrent, stemming from the order parameter, must
satisfy the Neumann boundary condition at all sample boundaries. In other
words, the supercurrent cannot have a component perpendicular to the surface
at the boundary. This condition translates to

n̂ ·
(
i
κ
∇+ A

)
ψ

∣∣∣∣∣
boundary

= 0, (2.52)

where n̂ is a unit vector normal to the sample boundary. Similarly, the normal
current cannot leak through the interface; hence,

n̂ · ∇V
∣∣∣∣∣
boundary

= 0. (2.53)
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Owing to the symmetry of the ring, I adopt cylindrical coordinates (r, θ, z).
Explicitly, the first GL equation (2.46) reads

∂ψ

∂t
= −iκVψ− 1

κ2

(
1
r

∂ψ

∂r
+
∂2ψ

∂r2 +
1
r2

∂2ψ

∂θ2

)
−A2ψ− 2iA

κr

∂ψ

∂θ
+
(
1−|ψ|2

)
ψ, (2.54)

where A is the azimuthal component of the vector potential, and the magnetic
field is parallel to the z axis. Likewise, the continuity equation (2.51) becomes(

1
r
∂
∂r

+
∂2

∂r2 +
1
r2

∂2

∂θ2

)
V =

1
σr

[
∂
∂r

(
rJrs

)
+
∂Jθs
∂θ

]
, (2.55)

with the azimuthal component of the supercurrent density

Jθs =
1

2iκr

(
ψ∗
∂ψ

∂θ
−ψ

∂ψ∗

∂θ

)
− |ψ|2A, (2.56)

and the radial component

Jrs =
1

2iκ

(
ψ∗
∂ψ

∂r
−ψ

∂ψ∗

∂r

)
. (2.57)

The time evolution of the order parameter (2.54) and the Laplacian of the scalar
potential (2.55) are solved self-consistently on a numerical grid. I compute the
spatial derivative using the finite-difference method and the time evolution
using the fourth-order Runge-Kutta method. The numerical solution and the
algorithm are detailed in Appendix C. The rest of this chapter discusses an
illustrative example of a superconducting ring in a uniform magnetic field.

2.3.1 Example of a one-dimensional superconducting ring

In this example, I examine a superconducting ring in a uniform magnetic
field, perpendicular to the plane of the ring. I make a further simplification by
assuming the width of the ring to be much smaller than the characteristic length
scales (i.e., w� ξ, λ). Consequently, the variation of the order parameter along
the radial direction is negligible, and all the vector quantities are along the
azimuthal direction. The first TDGL equation (2.54), then, reduces to

∂ψ

∂t
= −iκVψ − 1

κ2R2

(
i
∂
∂θ

+φ
)2

ψ +
(
1− |ψ|2

)
ψ, (2.58)
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Figure 2.7 | Phase slip in a flux-biased superconducting ring. a | Time evolution of
the density of Cooper pairs |ψ|2 along the azimuthal direction θ. The density is locally
suppressed, and the ring transitions from the flux state n = 0 to n = 1. b | The direction
of the supercurrent density Js changes after the phase slip to complement the external
flux. The applied flux is ramped up to φ = 4/5 with a rise time tφ = 20. Parameters
used: R = ξ = λ and σ = 1. All quantities are normalized according to Appendix A.

where the azimuthal component of the vector potential is replaced by the
normalized flux enclosed within the loop (A = φ/κR). Likewise, the Laplacian
of the scalar potential (2.55) reduces to

∂2V

∂θ2 =
1
σκ

∂
∂θ

 1
2i

(
ψ∗
∂ψ

∂θ
−ψ

∂ψ∗

∂θ

)
−φ|ψ|2

. (2.59)

The numerical solution of these two equations is detailed in Appendix C.2.

I consider a ring of radius R = ξ = λ, enclosing a magnetic flux φ = 4/5. The
ring minimizes its free energy by transitioning from an initial flux state n = 0
to n = 1. This transition is permitted in the presence of fluctuations, simulated
here by incorporating an additive noise term into the right-hand side of the
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Figure 2.8 | Suppression of the density of Cooper pairs during a phase slip. a | Time
evolution of the normalized density |ψ|2 along θ = 0 and θ = π. b | The phase winding
number n makes a discontinuous jump when the magnitude |ψ| equals zero. Parameters
used: R = ξ, κ = 1, σ = 1, and the applied flux φ = 4/5 with a rise time tφ = 20.

first GL equation (2.58). As discussed in Chapter 3, the critical instability point
for the transition is φ = 1/

√
2. Because the applied flux exceeds that value, a

phase slip occurs, and the ring transitions to the state n = 1 (Figure 2.8b).

This transition occurs in three stages. First, before the external magnetic
flux reaches its critical value, a supercurrent is induced owing to the flux
quantization requirement. In particular, a clockwise supercurrent flows to
produce a magnetic field in the negative z direction, opposing the applied
flux (Figure 2.7b). Therefore, the density of Cooper pairs is uniformly reduced
in the ring (Figure 2.7a). Second, to change the phase winding number, the
magnitude of the order parameter must be locally suppressed so that the phase
is ill-defined and can abruptly change by 2π (Figure 2.9). The winding number

n =
1

2π

∮
∇χ ·dl, (2.60)
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Figure 2.9 | Vortex profile in a superconducting ring. The density of Cooper pairs is
plotted along the azimuthal direction θ at the phase slip moment (Figure 2.8).

where dl is along the azimuthal direction, is therefore incremented by unity.
Finally, the Cooper-pair density recovers. But, since the applied flux is a
fraction of the flux quantum, the density does not retrieve its equilibrium
value, and a counterclockwise supercurrent flows to induce a magnetic field in
the positive z direction that augments the applied flux (Figure 2.7b).

The spatial variation of the order parameter for a phase slip incurs energy
cost. Consequently, transitions between the flux states n = 0 and n = 1 are
not triggered once the applied flux crosses the degeneracy point φ = 1/2.
Particularly, for a transition from the state n = 0 to n = 1, the external flux
must be larger than half a flux quantum (φ > 1/2). For the reverse transition,
the external flux must be smaller than half a flux quantum (φ < 1/2). This
asymmetry implies the presence of an energy barrier for a phase slip. The next
chapter discusses the effect of a bias voltage on a superconducting ring, as a
means for electrically modulating this energy barrier.
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Voltage-Biased

Superconductors

The building block of superconducting quantum devices is a link that weakly
couples two superconductors. The foremost form of this weak link is the
insulating barrier of the Josephson junction. Other forms include a topological
insulator [53], a van der Waals heterostructure [54], a two-dimensional
electron gas [55], a semiconducting nanowire [56, 57], and a superconducting
nanowire [84–86]. In this work, however, I examine the possibility of inducing
a weak link electrically in an uninterrupted superconductor to circumvent
the need for nanostructuring a weak link. To that end, this chapter assesses
the effect of a bias voltage on the density of Cooper pairs in two geometries:
superconducting strips and superconducting rings.

This chapter is organized as follows. Section 3.1 analyzes the suppression
of the Cooper-pair density in a voltage-biased superconducting strip as a
function of the strip length and the parameters of the superconductor using
the time-dependent Ginzburg-Landau equations. Next, Section 3.2 focuses on
superconducting rings and demonstrates that the bias voltage introduces two
weak links, which serve as preferential locations to nucleate phase slips.
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3.1 Voltage-biased superconducting strip

Although the primary focus of this chapter is the relation between the bias
voltage and the Cooper-pair density in a superconducting ring, this section
starts with a simpler configuration, namely a voltage-biased superconducting
strip. The conclusions drawn in this section apply to the ring geometry as a ring
can be constructed by interconnecting two curved strips. Indeed, the connected
geometry of the ring exhibits additional features owing to the quantization of
magnetic flux in closed superconducting loops.

I consider a strip of length L and width w, voltage-biased at its two ends, as
depicted in Figure 3.1a. The thickness of the strip is assumed much smaller
than the coherence length ξ. Therefore, the order parameter does not vary
along the z direction, perpendicular to the plane of the strip—that is, the model
is two dimensional. To calculate the density of Cooper pairs in a voltage-biased
strip, I solve the time-dependent Ginzburg-Landau equation

∂ψ

∂t
= −iκVψ −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ, (3.1)

in the absence of an external magnetic field for the complex order parameter ψ
and the scalar potential V self-consistently with the continuity equation

∇ · Jn = −∇ · Js, (3.2)

where Jn is the normal-current density and Js is the supercurrent density.
These two equations are solved numerically on a Cartesian grid where the
spatial derivatives are computed with the finite-difference method and the
time evolution with the fourth-order Runge-Kutta method.

The bias voltage is applied by contacting the strip with two normal-metal
electrodes at x = 0 and x = L (Figure 3.1a). This setup corresponds to specifying
the electrostatic potential V at the two ends (i.e., V (0) = Vb and to V (L) = 0).
At the normal-superconductor interface, the normal current can convert into
supercurrent via two mechanisms. If an incident electron has an energy higher
than the superconducting gap ∆(T ), it penetrates the superconductor as a
quasiparticle [128]. If, however, its energy is lower than ∆(T ), then there are
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Figure 3.1 | Voltage-biased superconducting strip. a | Schematic of a strip of length L
subject to a bias voltage Vb applied at the two ends x = 0 and x = L. The injected
normal current at x = 0 converts into a supercurrent that flows along the strip. The
reverse process occurs at the other electrode. b | The density of Cooper pairs |ψ|2 for
lengths L = 4, 8, 16, and 24. The arrow indicates the direction of increasing L. c | The
scalar potential V for various lengths L. d | The supercurrent density Js at the center
of the strip as a function of L. Parameters used: κ = 1, σ = 1, Vb = 3/4, and the strip
width w = 2. All quantities are cast into a dimensionless form according to Appendix A.

no available electronic states, and the electron must combine with another
to form a Cooper pair. Therefore, a total charge of 2e is transferred to the
superconductor [128]. This process is known as Andreev reflection. These
two mechanisms can be modeled within the Ginzburg-Landau framework by
imposing the appropriate boundary condition on the order parameter [129].
As the temperature decreases, the gap ∆(T ) increases, and the conversion of
normal current into supercurrent via Andreev reflection dominates. In that
limit, the order parameter is fixed to its equilibrium value at the interface,
and a constant phase difference between the two ends of the strip is imposed
according to the bias voltage [129–131]. Close to the critical temperature,
however, electrons are injected as quasiparticles inside the superconductor.

49



3. Voltage-Biased Superconductors

Correspondingly, no supercurrent flows through the interface [129]. This
requirement may be achieved either by imposing the Neumann boundary
condition at the interface, or by requiring the magnitude of the order parameter
to be zero. Both boundary conditions yield a similar behavior, except close
to the electrodes where the magnitude of the order parameter recovers over
a distance ξ for the latter boundary condition. In practice, however, the
density of Cooper pairs does not decay to zero at the interface, but rather
penetrates a distance that depends on the metal—for example, if the normal
metal is a ferromagnet, then this distance is zero [4]. In the model under
consideration, the order parameter satisfies the Neumann boundary condition
at all boundaries to ensure that no supercurrent leaks through the interface.

The bias voltage imposes a potential difference between the two ends of the
strip, which causes a supercurrent to flow along the y direction. In particular,
normal current is injected inside the superconductor via the bias electrode
at x = 0. The normal electrons, then, convert into Cooper pairs that flow along
the longitudinal direction of the strip. The conversion of normal electrons
into Cooper pairs is consistent with the incompressibility of the total current
density (∇ · J = 0), which guarantees that the net charge at any point along
the strip must be the same and equal in magnitude to the local charge of the
positive ionic background [128]. Because the reverse process occurs at the
other electrode at x = L, the supercurrent reaches its maximum at the center of
the strip. In other words, the conversion of supercurrent into normal current
at the right electrode inhibits further increase of the supercurrent.

As an example, I consider a strip of length L = 8 and width w = 2, with the
spatial coordinate in units of the penetration depth λ. Because the bias voltage
is applied uniformly along the transverse edges of the strip, the supercurrent
and the scalar potential exhibit translational symmetry along the y direction.
The gradient of the potential equals zero at the center of the strip, implying
that the electric field (E = −∇V ) decays from the interface and reaches zero
halfway between the two electrodes (Figure 3.2a). In contrast, the supercurrent
is zero at the interface and increases as more normal electrons convert into
Cooper pairs. Because the electric field decays to zero, the supercurrent reaches
a steady state and does not accelerate to arbitrarily large values.
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Figure 3.2 | Supercurrent in a voltage-biased strip. a | The scalar potential V as a
function of the coordinates x and y. The bias voltage fixes the scalar potential to V = Vb
at x = 0 and to V = 0 at x = L, where L is the length of the strip (Figure 3.1a). b | The
supercurrent density Js as a function of x and y. The arrow indicates the direction of the
supercurrent. Parameters used: κ = 1, σ = 1, Vb = 3/4, L = 8, and the strip width w = 2.
All quantities are normalized according to Appendix A.

The supercurrent density depends on two length scales: the coherence length of
the superconductor and the penetration distance of the electric field inside the
strip. Specifically, the ratio of these two distances to the length L determines the
profile of the supercurrent density. Although the overall current injected in the
strip is unchanged for a specific bias voltage, the maximum of the supercurrent
increases as a function of L and saturates for a strip much longer than both the
coherence length and the penetration distance of the electric field (Figure 3.1d).
For a relatively short strip, the layer where normal current converts into
supercurrent is not fully developed because the reverse process starts at
the other electrode before the normal current decays to zero. Therefore, the
supercurrent exhibits a single maximum at the center of the strip. Conversely,
for a relatively long strip, the conversion layer is fully developed, and the entire
injected current converts into a supercurrent. Furthermore, the electric field
decays to zero inside the superconductor and, hence, the supercurrent density
flattens halfway between the two bias electrodes (Figure 3.1b).
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Figure 3.3 | Electric field penetration scales with the normal-state conductivity.
a | The density of Cooper pairs |ψ|2 along the strip for σ = 1/4, 1/2, and 1, where σ is
the normalized conductivity. The arrow indicates the direction of increasing σ . b | The
scalar potential V as a function of x. Parameters used: κ = 1, Vb = 3/4, L = 8, and w = 2.
All quantities are normalized according to Appendix A.

The penetration of the electric field inside the strip relates to the decay of the
quasiparticle charge inside the superconductor, and it depends on the normal-
state conductivity σn [108], represented here by the normalized conductivity

σ ≡ µ0Dκ2σn. (3.3)

The higher the conductivity σ , the deeper the electric field penetrates the
superconductor starting from the interfaces at x = 0 and x = L, in agreement
with the microscopic theory predicting that the conversion layer scales with the
diffusion coefficientD [128]. The relation between the normalized conductivity
and the penetration of the electric field is better represented by recasting the
continuity equation (3.2) in the form

∇2V = − 1
σ
∇ · Js. (3.4)

The higher the conductivity σ , the lower the curvature of the electrostatic
potential V and, hence, the electric field penetrates deeper inside the
superconductor (Figure 3.3b). For arbitrarily large σ , the Laplacian (3.4) is
approximately zero, implying that the potential descends linearly between the
two electrodes, and that the electric field is uniform inside the strip.
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3.2 Voltage-biased superconducting ring

This section examines the temporal and spatial evolution of the Cooper-pair
density in a superconducting ring in response to a bias voltage. The following
discussion is divided into two parts. First, I consider rings of widths much
smaller than the coherence length (i.e., one-dimensional superconducting
rings). Second, I consider rings of arbitrary widths, for which the order
parameter varies along both the azimuthal and the radial directions.

3.2.1 One-dimensional superconducting rings

This section explores the effect of a bias voltage on a superconducting ring of
width w� ξ. The radial variation of the order parameter is negligible, and
all the vector quantities only have an azimuthal component. Nevertheless, the
conclusions drawn in this section are valid for the general model depicted in
Figure 3.4, as detailed in Section 3.2.2.

The bias voltage is applied along the outer perimeter of the ring. The relative
orientation of the two bias electrodes is characterized by the angle α and the
arc length of each electrode by the angle γ . This section considers a symmetric
configuration for which the bias electrodes fix the electrostatic potential in a
one-dimensional ring to V = 0 at θ = 0 and to V = Vb at θ = π, where θ is the
azimuthal angle. Similar to the voltage-biased strip, the imposed potential
difference drives two opposite currents along the upper and lower arms of the
ring and suppresses the density of Cooper pairs along the circumference of
the ring. To determine the supercurrent and the normal- current densities, I
numerically solve the time-dependent Ginzburg-Landau equation (2.54) and
the continuity equation (2.55) for the complex order parameter ψ and for the
scalar potential V , respectively.

For a one-dimensional ring, these two equations can be solved analytically.
As usual, the starting point is the time-dependent Ginzburg-Landau (TDGL)
equation in its dimensionless form

∂ψ

∂t
= −iκVψ −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ. (3.5)
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Figure 3.4 | Schematic of a voltage-biased superconducting ring of radius R and
width w. The angle between the bias electrodes is denoted by α. The arc length of
the electrodes is characterized by the angle γ . Because of the symmetry of the ring,
cylindrical coordinates (r,θ,z) are used.

Invoking the polar form

ψ = f eiχ, (3.6)

allows to separate the time evolution of ψ into real and imaginary parts,
corresponding to the time evolution of the magnitude f and the phase χ,
respectively. In the absence of an external magnetic field (A = 0), the real part
simplifies to

∂f

∂t
=

1
κ2

[
f ′′ − (χ′)2f

]
+ f − f 3, (3.7)

where f ′ ≡ ∂f /∂x, and x ≡ Rθ with R denoting the radius of the ring. Likewise,
the imaginary part simplifies to

∂χ
∂t

= −κV +
1
κ2f

(
2χ′f ′ +χ′′f

)
. (3.8)

In the steady state ∂f /∂t = 0, the time evolution of the magnitude reduces to

1
κ2 f

′′ − v2
s f + f − f 3 = 0, (3.9)

where the superfluid velocity is defined as

vs ≡
χ′

κ
. (3.10)
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In the presence of a bias voltage, the phase constantly evolves in time, and its
time derivative cannot be set to zero. The superfluid velocity, however, reaches
a steady state (i.e., ∂vs /∂t = 0). Differentiating the time derivative of the phase
along x leads to

∂
∂x
∂χ
∂t

= κ
∂vs

∂t
=
∂
∂x

[
−κV +

1
κ2f

(
2χ′f ′ +χ′′f

). (3.11)

Equating the time derivative of the superfluid velocity to zero gives

∂
∂x

[
−κV +

1
κf

(
2vsf

′ + v′sf
)]

= 0, (3.12)

or simply

−κV +
1
κf

(
2vsf

′ + v′sf
)

= C, (3.13)

where C is constant along x.

The first TDGL equation is solved self-consistently with the continuity equation
of the total current density (∇ · J = 0). In the one-dimensional model, the
continuity equation takes the form

∂
∂x

(
vsf

2
)

= σ
∂2V

∂x2 , (3.14)

where σ is the normalized conductivity. Now, the problem reduces to solving
the three equations (3.9), (3.13), and (3.14).

For a ring of radius comparable to the coherence length, the magnitude of the
order parameter does not vary considerably along the circumference of the
ring. Consequently, the derivative of f is negligible, and the derivative of the
superfluid velocity simplifies to

∂vs

∂x
= κC +κ2V . (3.15)

Likewise, dropping the derivative of f in the continuity equation (3.14) gives

∂vs

∂x
= σ

∂2V

∂x2 . (3.16)
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Figure 3.5 | Comparison of analytical and numerical solutions. The analytical (solid
line) and the numerical (crosses) solutions of the scalar potential V and the superfluid
velocity vs as a function of the azimuthal angle θ for a voltage-biased superconducting
ring of radius R = ξ and R = 2ξ. Parameters used: κ = 1, σ = 1, and Vb = 1/2 in (a) and
(b); Vb = 1 in (c) and (d). All quantities are normalized according to Appendix A.

The two equations (3.15) and (3.16) must be solved self-consistently for the
electrostatic potential and the superfluid velocity. To evaluate the constant C, I
impose the boundary condition

v′s(θ = 0) = −v′s(θ = π), (3.17)

stemming from the symmetry of the bias voltage. This condition leads to

C = −κ
2
Vb, (3.18)

where Vb is the magnitude of the bias voltage (Figure 3.4). Next, substituting
with the derivative of the superfluid velocity (3.15) into the continuity
equation (3.16) results in

σ

κ2
∂2V

∂x2 = V − Vb

2
. (3.19)
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Figure 3.6 | Effect of bias voltage on a superconducting ring. The density of Cooper
pairs |ψ|2 (a), the supercurrent density Js (b), the electrostatic potential V (c), and the
superfluid velocity vs (d) as a function of the azimuth θ. Parameters used: R = ξ = λ,
σ = 1, and Vb = 2. Variables are normalized according to Appendix A.

Because the electrostatic potential is bound by the value of bias defined between
the two electrodes, I impose the boundary conditions V (0) = 0 and V (π) = Vb.
These two conditions are satisfied by the potential

V =
Vb

2

1 +
eβθ − eβ(π−θ)

eβπ − 1

, (3.20)

where the coefficient β ≡ κR/
√
σ . Substituting with the potential (3.20) into

the continuity equation (3.16) leads to the superfluid velocity

vs = κ
√
σ
Vb

2

eβθ + eβ(π−θ)

eβπ − 1
− coth

(
βπ

2

), (3.21)

which has a maximum at θ = π/2 in the form

|vs(π/2)| = κ
√
σ
Vb

2
tanh

(
βπ

4

)
. (3.22)
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Figure 3.7 | Phase slips in a voltage-biased superconducting ring. a | The Cooper-
pair density |ψ|2 as a function of time along the azimuthal angle θ for Vb = 3. Two
phase slips occur at the weak points θ = π/2 and 3π/2. b | Time evolution of |ψ|2

at θ = π/2 for Vb = 3, 5, and 7. The oscillation period tosc decreases as a function of Vb.
Parameters used: R = ξ, κ = 1, and σ = 1. The bias voltage is ramped up to Vb with a
rise time tVb = 15. All quantities are normalized according to Appendix A.

To verify the analytical solution, I compare it with the numerical solution
for rings of radii R = ξ and R = 2ξ (Figure 3.5). The analytical and the
numerical solutions agree for R = ξ. But as the bias voltage increases or
as the radius increases compared to the coherence length ξ, the derivative of
the magnitude f is no longer negligible. Thus, the analytical and the numerical
solutions deviate, especially at the maximum of the superfluid velocity.
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In general, the bias voltage induces oppositely circulating supercurrents along
the upper and lower arms of the ring. The supercurrent density is nonuniform
and reaches its maximum at θ = π/2 and θ = 3π/2 (Figure 3.6b). These two
maxima coincide with the minima of the magnitude |ψ| since Cooper pairs are
broken due to the acquired kinetic energy (Figure 3.6a).

More important, the minima of the Cooper-pair density serve as phase-slip
centers—namely, preferential locations to nucleate phase slips. Specifically, as
the bias voltage increases, the density of Cooper pairs is locally suppressed,
thereby enforcing two simultaneous phase slips. The phase slips occur
momentarily because the superfluid velocity is ill-defined for a vanishing
magnitude |ψ| and thus superconductivity nucleates again. Because the bias
voltage accelerates Cooper pairs again, another two phase slips occur, and the
Cooper-pair density oscillates in time (Figure 3.7a). The oscillation period
decreases as a function of the bias voltage (Figure 3.7b). If the bias voltage
is high enough to enforce a phase slip in a time shorter than that required
to recover the Cooper-pair density, the ring transitions to the normal state.
The two simultaneous phase slips at θ = π/2 and θ = 3π/2 correspond to a
vortex–antivortex pair. Therefore, the phase winding number n remains zero
at all times, i.e., the initial flux state of the ring is preserved.

3.2.2 Two-dimensional superconducting rings

This section expands the one-dimensional model by considering superconduct-
ing rings of arbitrary widths, for which the order parameter varies along the
radial and azimuthal directions. The bias electrodes are now along the outer
perimeter of the ring (Figure 3.4). Similar to the superconducting strip, the
order parameter satisfies the Neumann boundary condition at all boundaries.

For two-dimensional voltage-biased rings, the location of the Cooper-pair
density minima depends on the relative ratios of the radius R, the width w, and
the coherence length ξ. On the one hand, for a ring of width w� ξ and R, most
of the supercurrent density is pushed along the radial direction (Figure 3.8c).
The minima of the Cooper-pair density are therefore adjacent to the electrodes
of the bias voltage. On the other hand, for a ring of radius R� ξ and w, the
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Figure 3.8 | Voltage-biased superconducting rings. The Cooper-pair density (a, d),
and the supercurrent density along the azimuthal (b, e) and the radial (c, f) directions for
two rings of R = ξ and w = 6ξ (top), and R = 6ξ and w = ξ (bottom). The dashed arrows
denote the direction of current. The thick arcs along the outer perimeters represent the
bias electrodes. Parameters used: κ = 1, σ = 1, and Vb = 5/2 (top) and Vb = 1 (bottom).
All quantities are cast into a dimensionless form according to Appendix A.

radial current density is negligible, and most of the supercurrent is pushed
along the azimuthal direction (Figure 3.8e). Because the ring’s circumference is
much longer than the coherence length, the Cooper-pair density plateaus along
the azimuthal direction, resulting in numerous viable phase-slip locations.

To localize two weak points, the radius and the width of the ring must be
comparable to the coherence length ξ. For instance, for R = ξ and w = 3ξ,
the maxima of the azimuthal component of the supercurrent density, or
equivalently the minima of the density of Cooper pairs, are along the inner
boundary of the ring at θ = π/2 and θ = 3π/2 (Figure 3.9a), in agreement with
the one-dimensional model in Figure 3.6.
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Figure 3.9 | Bias voltage induces two weak points in a superconducting ring of
radius R = ξ and width w = 3ξ. a | The density of Cooper pairs exhibits two minima
at θ = π/2 and 3π/2 along the inner boundary of the ring. b, c | The azimuthal and
radial components of the supercurrent density. The dashed arrows serve as a guide for
the direction of current. The thick arcs denote the bias electrodes. d | The Cooper-pair
density along r = R as a function of the azimuthal angle θ. e | The Cooper-pair density
along θ = π/2 as a function of the radial distance r. Parameters used: κ = 1, σ = 1,
and Vb = 3/2. All quantities are cast into a dimensionless form (see Appendix A).

If the bias voltage is high enough to completely suppress the Cooper-pair
density at the weak points, two simultaneous phase slips occur in the form
of vortices. These vortices nucleate at the minima of the Cooper-pair density
at θ = π/2 and θ = 3π/2 along the inner rim of the ring. The circulating
supercurrent exerts a Lorentz force on the nucleated vortices perpendicular to
both the axis of the vortices and the direction of the current. As a consequence,
the vortices are dragged along the radial direction and ejected from the
ring (Figure 3.10b). Once the vortices depart the ring, the whole process
repeats again, and the Cooper-pair density oscillates in time.
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Figure 3.10 | Phase slips in a voltage-biased superconducting ring. a | The density
of Cooper pairs |ψ|2 as a function of time at θ = π/2 along the inner (r = R) and the
outer (r = R+w) rims of the ring. b | The numbers (1-6) denote the sequential evolution
of |ψ|2, where two vortices nucleate at the inner rim, then depart the ring. Parameters
used: R = ξ, w = 3ξ, κ = 1, σ = 1, Vb = 5/2, and tVb = 10. The density |ψ|2 is normalized
by its equilibrium value ψ0 in the absence of bias voltage.

The oscillating density is characterized by two time scales: the period tosc

and the vortex-transit time tv. As its name suggests, the latter denotes the
time it takes the vortex to travel from the inner to the outer rim of the
ring. Numerically, it is the time difference between two consecutive minima
of |ψ|2 at r = R and r = R+w (Figure 3.10a). Similarly, the oscillation period
denotes the time difference between two consecutive minima of |ψ|2 at the same
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Figure 3.11 | Oscillation period of phase slips as a function of the bias voltage.
a | The oscillation period tosc and the vortex-transit time tv are plotted as a function
of bias voltage Vb for a ring of R = ξ and w = 3ξ. b | The oscillation period for various
superconducting rings of radii R and widths w. The angle characterizing the arc length
of the bias electrode is kept constant for all three rings, consistent with Figure 3.10. All
quantities are cast into a dimensionless form (see Appendix A).

location (e.g., at r = R). As the bias voltage increases, the oscillation period
decreases asymptotically towards the vortex-transit time (Figure 3.11). In the
limit tosc ≈ tv, a vortex is nucleated at the inner rim of the ring immediately as
the previous one departs through the outer rim. For a ring of width no more
than a few multiples of the coherence length, exceeding this limit corresponds
to permanently destroying superconductivity in the ring along the vortex path.

To scrutinize the impact of varying the width, I compare two superconducting
rings of widths w = 2ξ and 3ξ (Figure 3.11), while fixing the angle γ

characterizing the arc length of the bias electrodes. The onset of the oscillations
shifts to a lower bias voltage as the width of the ring decreases. To decouple
the effect of the inconsistent arc length of the electrodes, an additional
superconducting ring of width w = 2ξ and radius R = 2ξ is considered. For a
given bias voltage, the oscillation frequency is higher for the smaller width. The
effect of varying the width of the ring and the arc length of the bias electrodes
is discussed in more detail in Chapter 5.

Despite the oscillations of the Cooper-pair density, the flux state of the ring is
preserved because the two simultaneous phase slips correspond to a vortex-
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antivortex pair. In other words, the phase slip in the upper arm of the ring
increments the phase winding number n by one, whereas the phase slip in the
lower arm decrements n by one. Therefore, the phase winding number

n =
1

2π

∮
∇χ ·dl, (3.23)

where dl is a differential length along the outer circumference of the ring,
does not change, and the ring remains in the flux state n = 0. In the
following chapters, I break the symmetry between the vortex and the antivortex
by including an external magnetic field that threads the superconducting
ring. This asymmetry enables the ring to trigger deterministic transitions to
subsequent flux states. The next chapter explores how the bias voltage affects
the dynamics of those deterministic transitions.
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4

Deterministic Transitions

between Flux States

The pioneering work of Doll and Näbauer, and Deaver and Fairbank revealed
that the magnetic flux enclosed by a superconducting ring is quantized [103,
104]. When a superconducting ring is placed in an increasing magnetic field,
it transitions between discrete flux states to minimize its energy. Using the
time-dependent Ginzburg-Landau equations, this chapter explores the effect
of a bias voltage on the dynamics of these transitions. The central finding
of this chapter is that the bias voltage modulates the critical flux at which a
deterministic transition to the subsequent flux state occurs, or equivalently it
modulates the free-energy barrier separating the discrete flux states of the ring.
To demonstrate the practicality of this result, I propose a voltage-controlled
superconducting memory whose state is encoded by the absence or presence of
a single flux quantum within the ring.

This chapter is organized as follows. Section 4.1 identifies the critical magnetic
flux for deterministic phase slips in an unbiased superconducting ring. The
reduction of the critical flux due to a bias voltage is examined in Section 4.2,
demonstrating monotonic decrease of the critical flux as the bias voltage
increases. Based on the electronic manipulation of deterministic phase slips,
in Section 4.3, I propose a superconducting memory whose state is read and
written via bias-voltage pulses in the order of picoseconds.
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4.1 Critical flux for a deterministic phase slip

For a superconducting ring to transition between its discrete flux states, the
phase of the complex order parameter changes by an integer multiple of 2π
at a point where the magnitude is suppressed, an event known as a phase
slip. If an ideal ring is placed in a uniform magnetic field, the magnitude
of the order parameter is also uniform, and a phase slip cannot nucleate.
Initiating a phase slip, therefore, requires a nonuniform perturbation (e.g., a
bias voltage). In practice, small fluctuations—due to noise or inhomogeneities
in the ring—can initiate the change of the order parameter along the azimuthal
direction. If the ring is in a stable flux state, these fluctuations average out to
zero, and no transition occurs. Conversely, if the flux state is unstable, then
fluctuations grow and trigger a phase slip (i.e., a transition to an adjacent
flux state). This section defines the instability criteria required for a such
deterministic transition, known as the Eckhaus instability [132–134].

4.1.1 Critical current for a one-dimensional superconductor

The normalized magnitude of the complex order parameter of a uniform one-
dimensional superconductor is expressed as

|ψ|2 = 1− v2
s , (4.1)

where vs is the superfluid velocity. The supercurrent density takes the form

Js = vs|ψ|2 = vs

(
1− v2

s

)
. (4.2)

At small velocities, the supercurrent density increases linearly as a function
of vs. The velocity increase is accompanied by a reduction of the density of
Cooper pairs, which inhibits further increase of the supercurrent (Figure 4.1a).
Maximizing the supercurrent density (4.2) leads to

∂Js
∂vs

= 0 = 1− 3v2
s . (4.3)

The critical superfluid velocity vc
s equals 1/

√
3, and the critical supercurrent

density Jc
s equals 2/

√
27, known as the pair-breaking or depairing current,

imposed by the breaking of Cooper pairs with the acquired kinetic energy.
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Figure 4.1 | Depairing critical current density. a | The squared magnitude of the
order parameter |ψ|2 (blue) and the supercurrent density (orange) are plotted as a
function of the superfluid velocity vs. The horizontal dotted line denotes the depairing
critical current density. b | Free energy, normalized by the condensation energy FC, for
a one-dimensional superconductor as a function of vs.

The free energy of the superconductor has an inflection point at the critical
superfluid velocity (Figure 4.1b), which implies that further increase in the
velocity results in a relatively lower increase in the free energy. The next
section determines this critical superfluid velocity for a one-dimensional
superconducting ring in the presence of fluctuations.

4.1.2 Eckhaus instability

In the presence of a uniform external magnetic field, the time-independent
Ginzburg-Landau equation is satisfied by the plane waves

ψn = |ψ|eiχ =
√

1− v2
s e

inθ . (4.4)

These states are the local minima of the free energy and are metastable because
transitions to states with different winding numbers n can occur via either
deterministic or stochastic phase slips. The purpose of this section is to specify
the point at which a metastable state becomes unstable in the presence of
fluctuations. The derivation of the instability criterion is presented in detail
in Appendix D. Here, however, I outline the stability analysis through an
instructive example. To that end, I consider the time-evolution equation

dx
dt

= x − x2, (4.5)
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Figure 4.2 | Example of linear stability analysis. The vertical lines correspond to the
two stationary solutions of the time-evolution equation (4.5).

which has two stationary solutions—namely, xs = 0 and xs = 1—analogous to
the stationary metastable states that satisfy the time-independent GL equation.
To assess the stability of a stationary solution in the presence of fluctuations δ,
we expand the variable x as

x = xs + δ, (4.6)

up to first order in the fluctuations δ. The time evolution of x, then, reads

dx
dt

=
dδ
dt

= (xs + δ)− (xs + δ)2. (4.7)

To judge the stability of a solution, we cast the equation in the form

dδ
dt

=
deεt

dt
= εδ, (4.8)

and solve for the eigenvalue ε. If the eigenvalue ε is positive, fluctuations grow
in time, implying an unstable solution. If it is negative, fluctuations decay,
implying a stable solution. For the solution xs = 0 and ignoring nonlinear
terms in the limit of weak fluctuations, the time evolution (4.7) reduces to

dδ
dt

= δ. (4.9)

The eigenvalue ε is equal to 1, and the system is linearly unstable. In contrast,
for the stationary solution xs = 1, the time evolution reduces to

dδ
dt

= −δ. (4.10)

The eigenvalue ε is equal to −1, and the system is linearly stable.
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Figure 4.3 | Critical flux for a deterministic phase slip. The free energy, normalized
by the condensation energy FC, as a function of the flux φ for rings of radii R = ξ (a)
and R = 2ξ (b). The analytical expression (4.11) of the critical flux φc agrees with the
numerical solution of the TDGL equations. The dashed lines correspond to the solution
of the time-independent GL equation in Figure 2.5. Parameters used: κ = 1 and σ = 1.

The stability of the two solutions can be verified by plotting the derivative (4.5)
as a function of x (Figure 4.2). Close to the solution xs = 1, if fluctuations
slightly increase x, the time derivative becomes negative, and x evolves back to
the stationary point xs. Likewise, if fluctuations slightly decrease x, the time
derivative becomes positive, and x evolves back to xs. Accordingly, this solution
is characterized as linearly stable. Conversely, close to the solution xs = 0,
if x is increased, its time derivative becomes positive, and it continues to
increase—that is, fluctuations grow, and the solution is linearly unstable.

Following the linear-stability analysis, the point at which fluctuations of the
order parameter ψ, due to noise or sample defects, grow to nucleate a phase slip
is derived in Appendix D. For a ring of radius R whose width and thickness are
much smaller than the coherence length ξ, the critical flux for a deterministic
transition from the flux state n = 0 to n = 1 is given by [132–134]

φc =
1
√

3

R
ξ

√
1 +

ξ2

2R2 . (4.11)

For instance, for a radius R = 1, the critical flux φc equals 1/
√

2, in agreement
with the numerical solution of the time-dependent GL equations (Figure 4.3a).
In the absence of a nonuniform perturbation, such as a bias voltage, the
superfluid velocity and the magnitude of the order parameter are uniform
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along the circumference of the ring, apart from infinitesimal wiggles due to
the numerically imposed noise. Consequently, the location of the phase slip is
random and occurs at a point where the imposed random noise is strongest,
corresponding to the minimum of the magnitude |ψ|. In terms of the superfluid
velocity, the instability takes the form

vc
s =

1
√

3

√
1 +

ξ2

2R2 . (4.12)

For an infinitely large ring, the critical superfluid velocity reduces to that of an
infinite one-dimensional wire, namely vc

s = 1/
√

3. The next section discusses
how the bias voltage modulates the critical flux φc.
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4.2 Reduction of critical flux by bias voltage

This section evaluates the critical flux for deterministic transitions between
the flux states of a voltage-biased superconducting ring. For a ring enclosing
a half-integer multiple of the flux quantum, the bias voltage reduces critical
flux to the degeneracy point φ = n+ 1/2, implying that the free-energy barrier
separating the two states n and n+ 1 is completely suppressed. In that limit,
the ring reaches a dynamic equilibrium oscillating between these two states.

4.2.1 Instability criterion in the presence of bias voltage

The bias voltage induces two weak links in the superconducting ring, serving
as preferential locations to nucleate phase slips. In the presence of a flux bias φ,
the location of phase slips depends on the sum of the current driven by the
bias voltage and the current driven by the flux φ. For example, at φ = 1/2
and in the flux state n = 0, a clockwise current flows to oppose the external
flux. As a consequence, the current driven by the bias voltage and the current
driven by the external flux interfere constructively in the upper arm of the ring
and destructively in the lower one. Accordingly, the Cooper-pair density has a
single global minimum at the maximum of the supercurrent—that is, at θ = π/2.
This minimum determines the location of the phase slip. Conversely, in the
flux state n = 1, the persistent current changes direction, and the constructive
interference occurs in the lower arm of the ring, which shifts the location of the
phase slip to θ = 3π/2. To sum up, the location of phase slips alternates based
on the flux state n because the minimum of the Cooper-pair density depends
on the sum of the current induced by the bias voltage and the current induced
by the flux bias enclosed within the ring (Figure 4.7).

What’s more, because of the current induced by bias voltage, deterministic
phase slips require a lower flux. Put differently, the hysteresis of the free-energy
spectrum is reduced (Figure 4.4a). To inspect the reduction of the critical flux
as a function of the bias voltage, I assume that the linear-instability analysis
holds for a voltage-biased ring. Next, I decompose the superfluid velocity into

vs = vb
s + vφs , (4.13)
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Figure 4.4 | Reduction of critical flux as a function of bias voltage. a | Free energy,
normalized by the condensation energy FC, for a voltage-biased superconducting ring
of radius R = ξ. The bias voltage Vb = 3/10. b | The critical flux φc for a deterministic
transition from the flux state n = 0 to n = 1 as a function of Vb for various radii R of the
ring. The dashed gray line corresponds to the critical flux (4.15).

where vb
s corresponds to the current driven by the bias voltage, and vφs to the

persistent current driven by the flux bias. The latter takes the form

v
φ
s =

1
κR

(n−φ). (4.14)

Variations of the magnitude of the order parameter—owing to the bias
voltage—are treated as fluctuations in the instability analysis. For a small
bias voltage, these variations are indeed minimal and fit within the weak-
fluctuation limit; hence, the linearization of the TDGL around a metastable
flux state is valid. Accordingly, the overall superfluid velocity obeys the
instability criterion (4.12). Substituting with the analytical expression (3.22)
of the maximum superfluid velocity yields the critical flux

φc =
κR
√

3

√
1 +

ξ2

2R2 −
κR
ξ
Vb

2
tanh

(
πR
4ξ

)
, (4.15)

which depends on the value of the voltage Vb specified by the bias electrodes.

The critical flux (4.15) is in sound agreement with the numerical solution of
the TDGL equations for a ring of radius R = 1 (Figure 4.4b). But the larger the
radius, the larger the variations of the order parameter along the ring, which
renders the analytical expression (3.22) of the maximum superfluid velocity
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Figure 4.5 | Voltage-biased superconducting rings threaded by a solenoid field.
The free energy F, normalized by the condensation energy FC, as a function of the
flux φ enclosed by the ring. The unbiased case is depicted in (a), whereas a bias
voltage Vb = 4/5 is used for (b-d). The angle α between the bias electrodes is varied
(see the model in Figure 3.4). Parameters used: R = w = ξ, κ = 1, γ = 7◦, and σ = 1.

imprecise. Moreover, because the stability analysis hinges on the linearization
of the TDGL equation in the limit of weak fluctuations, the instability criterion
is less accurate for larger variations in the order parameter. That is to say,
treating a small bias voltage as a fluctuation becomes less accurate as the radius
increases compared to the coherence length. Consequently, the criterion (4.15)
is only valid in the limit R ∼ ξ. In general, I evaluate the critical flux using the
numerical solution of the TDGL equations. As a function of the bias voltage,
the critical flux for a transition between two flux states n and n+ 1 tends to
the degeneracy point φ = n + 1/2 (Figure 4.4b). Equivalently, as detailed in
Chapter 5, the free-energy barrier separating these two states tends to zero.

To further examine the relation between the bias voltage and the critical flux, I
expand the discussion to rings of finite widths, for which the magnetic field
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Figure 4.6 | Voltage-biased superconducting rings in a uniform magnetic field. The
free energy F, normalized by the condensation energy FC, is given as a function of
the flux φ enclosed by the outer rims of both unbiased (a) and biased (b) rings. The
dotted lines represent the degeneracy points given in Equation (4.16). Parameters
used: R = w = ξ, κ = 1, α = 180◦, γ = 7◦, Vb = 4/5, and σ = 1.

can be either localized within the ring or uniform throughout the space. First,
for the localized configuration, the magnetic field is only nonzero within the
ring, which can be achieved using a solenoid core that pierces the ring (see
Figure B.1 in Appendix B). Because the bulk of the ring is not exposed to any
external magnetic field, all the minima of the free energy are degenerate and
occur at integer multiples of the flux quantum (Figure 4.5a). The degeneracy
point between two states n and n+ 1 is exactly at φ = n+ 1/2, where φ is the
normalized flux enclosed by the inner boundary of the ring.

In agreement with Figure 4.4, upon biasing the ring, the critical flux for a
deterministic phase slip tends to the degeneracy point at half-integer flux
quanta. The choice of the angle α between the bias electrodes selectively favors
transitions that increment or decrement the phase winding number of the
ring. For example, if the angle α = 180◦, then the bias voltage divides the ring
into two symmetric arms. Consequently, the sum of the current induced by
bias voltage and the circulating current induced by the enclosed magnetic flux
is identical for the states n and n + 1, and the symmetry of the free-energy
spectrum is preserved (Figure 4.5b). In contrast, for α = 120◦, the clockwise
current induced by the bias voltage in the upper shorter arm of the ring is
higher than the counterclockwise current in the longer arm. As a consequence,
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a lower magnetic flux is required for phase slips in the upper arm; hence,
this geometry favors transitions that increment the phase winding number
(Figure 4.5c). A mirror reflection of this energy spectrum is obtained for the
explementary angle α = 360−120 = 240◦, for which transitions that decrement
the phase winding number are favored.

Second, for the uniform configuration, the magnetic field directly impinges on
the ring and must be screened. Therefore, transitions between the flux states
are not governed only by the quantization of magnetic flux but also by the
Meissner effect. The minima of the free energy deviate from the integer flux
quanta (Figure 4.6a). In terms of the flux φ enclosed by the outer boundary of
the ring, the degeneracy points between flux states are given by [135]

φm =m
lnε
ε2 − 1

, (4.16)

where m is an integer, and the ratio ε is defined as ε ≡ R/(R+w). Analogous
to the solenoid configuration, the bias voltage reduces the critical flux for a
deterministic transition to the subsequent flux state. Incidentally, the uniform
configuration tends to the solenoid one as the width of the ring decreases in
comparison to the coherence length. The magnetic field profiles in the uniform
and the localized configurations are discussed in Appendix B.

To sum up, the bias voltage controls the dynamics of deterministic phase slips
in superconducting rings. Specifically, it reduces the critical flux φc to the
degeneracy points between the discrete flux states of the ring, or equivalently
it reduces the free-energy barrier to zero. To symmetrically reduce the barrier
between two states n and n+1, the ring must be locally flux biased by φ = n+1/2
and the angle between the bias electrodes must be equal to π. The next section
analyzes the regime of a vanishing free-energy barrier, while Chapter 5 explores
stochastic transitions between flux states for a very small but nonzero barrier.

4.2.2 Voltage-controlled coupling of flux states

This section inspects the regime where the critical flux for a deterministic
phase slip decreases to the degeneracy point between two subsequent flux
states. In that limit, the energy barrier separating these two states vanishes,
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Figure 4.7 | Coupling of flux states n in a voltage-biased superconducting ring.
a | Time evolution of the density of Cooper pairs |ψ|2 along the azimuthal angle θ. The
location of phase slips depends on the phase winding number n (see the schematic on
the right where the cross denotes the phase-slip location). b | Time evolution of the flux
state n. Parameters used: R = ξ, κ = 1, σ = 1, and Vb = 3/2. At t = 0, the ring is voltage
biased, and the flux bias is ramped up to φ = 1/2 with a rise time tφ = 20.

and the free-energy spectrum is no longer hysteric. Consequently, for a flux
bias φ = n+ 1/2, the ring oscillates between the two adjacent states n and n+ 1.

To capture this behavior, I consider a ring enclosing half a flux quantum.
Subject to a bias voltage that reduces the critical flux below φ = 1/2, the phase
winding number n oscillates between n = 0 and n = 1 (Figure 4.7b). In contrast
to the zero-magnetic-field example in Figure 3.7a, only a single phase slip
occurs at any given moment (Figure 4.7a), and phase slips alternate between
the two arms of the ring depending on the flux state n. The breaking of the
reflection symmetry of the Cooper-pair density along the x axis is caused by the
interference of the current driven by the bias voltage and the persistent current
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Figure 4.8 | Asymmetric coupling of the flux states of a superconducting ring. The
phase winding number n is plotted as a function of time. The applied flux φ is varied
from a quarter to three quarters of the flux quantum, altering the time spent in each
flux state n. Parameters used: R = ξ, κ = 1, σ = 1, and the bias voltage Vb = 3/2.

driven by the enclosed flux. In the flux state n = 0, a clockwise current circulates
to screen the applied flux. In the upper arm of the ring, this screening current
adds to the current driven by the bias voltage. Thus, the critical superfluid
velocity required for a phase slip is attained at θ = π/2. Conversely, in the flux
state n = 1, instead of a screening current, a counterclockwise current circulates
to complement the applied flux. Thus, the phase slip occurs at θ = 3π/2, and
the ring transitions to the state n = 0.

Because the applied flux is precisely halfway between zero and one flux
quantum, the two flux states are symmetrically coupled (i.e., the ring spends
equal durations in n = 0 and n = 1). Modifying the applied flux skews the
coupling towards either state (Figure 4.8). For instance, at a quarter of the
flux quantum, the ring stays a longer time in n = 0 and a shorter time in n = 1.
The complementary coupling is attained for φ = 3/4. Although this discussion
focuses on the coupling between the two states n = 0 and n = 1, the analysis
applies to higher flux states provided that the flux bias is increased.
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So far, I have examined the behavior of a voltage-biased superconducting ring.
I have demonstrated that the bias voltage can tune the free-energy barrier to
zero, resulting in coupling of adjacent flux states. In the next section, I explore
how this coupling can be utilized to build a superconducting memory whose
state is written via deterministic phase slips, triggered by a voltage-induced
reduction of the energy barrier. Specifically, a bias-voltage pulse temporarily
lowers the barrier to permit a single transition from a flux state n to n + 1,
denoting logic ‘0’ and ‘1’, respectively. The duration and amplitude of the
pulse must be controlled so that the free-energy barrier is restored before the
ring flips back to its initial state n.
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4.3 Proposal for a superconducting memory

Since the discovery of superconductivity, numerous superconducting devices
have emerged such as qubits [18, 19, 21–24], SQUIDs [10], and parametric
amplifiers [25, 26]. One domain, however, where superconductivity falls short
is information storage. Scalable superconducting memories have long been
sought to complement the single-flux-quantum (SFQ) superconducting logic.
Moreover, motivated by the race towards building scalable quantum computers,
superconducting memories are crucial owing to their compatibility with the
cryogenic working temperatures of quantum computers.

The simplest form of a superconducting memory is an isolated superconducting
loop (e.g., a ring). The state of the memory is stored in the absence or presence
of a single flux quantum within the loop, denoting logic ‘0’ and ‘1’, respectively.
This state is manipulated inductively by varying the magnetic flux threading
the loop using an external current loop. For instance, to write ‘1’ starting from
an initial state of zero flux quanta, the flux is increased to trigger a transition
to the subsequent flux state (Figure 4.3). Likewise, to write ‘0’, the flux is
decreased to trigger the reverse transition. The memory state is read by sensing
the overall flux enclosed within the loop. One possibility is to measure the
current induced in a nearby readout loop (Figure 4.9). To minimize crosstalk
between the write and readout loops, the three loops can be interconnected
via ferromagnetic cores with high magnetic permeability in a transformer-like
arrangement [136]. Because of the inductive read and write operations, this
implementation is limited in both scalability and performance. Additionally,
even in the presence of the ferromagnetic cores, crosstalk between the write
and readout loops is inevitable.

In this section, I present a novel superconducting memory whose state is
read and written electrically. This memory harnesses the magnetic bistability
of a voltage-biased ring, as depicted by the oscillating winding number n
in Figure 4.7. Instead of a constant bias, however, a time-dependent bias
voltage temporarily lowers the free-energy barrier to trigger a single phase slip,
constituting a write operation. The state is read nondestructively by measuring
the voltage drop across the ring in response to a shorter voltage pulse.
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Figure 4.9 | Superconducting memory. Top (a) and side (b) views of a memory
element consisting of three superconducting rings interconnected via ferromagnetic
cores in a transformer-like arrangement. The two cores pierce the central bit ring,
coupling it to a write (left) ring and a readout (right) ring.

Analogous to SQUID-based memories [11, 137–140], the proposed memory
element is nonvolatile, and its state is preserved as long as the ring is
in the superconducting state. Regarding the speed of the read and write
operations, this memory compares to standard Rapid Single-Flux-Quantum
(RSFQ) memories [11, 137–140]. Its main advantage is the scalability and
ease of fabrication of an uninterrupted superconducting ring. In fact, one of
the bottlenecks impeding the scalability of RSFQ memories is the Josephson
junction, which cannot be aggressively scaled without causing variability and
degrading the performance of the memory [141]. Moreover, to create a bistable
system, the inductance of the superconducting loop must be comparable to
that of the Josephson junction, which precludes reducing the footprint of
RSFQ memories [142]. In contrast, the proposed memory allows for electronic
read and write operations without the junction, which enables a high-density
superconducting memory. Its main drawback, however, is the difficulty to
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fabricate nanorings with minimal defects and to produce the required half-
flux-quantum bias within a nanosized ring. This drawback can be overcome
by calibrating each bit separately to accommodate the presence of defects and
deviations from the desired flux bias.

The rest of this section examines the working principle of the proposed memory,
focusing on the required pulse width for the read and write operations. The
performance of the memory is analyzed in terms of its insensitivity to thermal
fluctuations, sample defects, and variations in the control parameters. Finally,
a practical example using aluminum nanorings is discussed.

4.3.1 Working principle

The memory element comprises a voltage-biased superconducting ring, in
addition to two readout electrodes to measure the voltage drop across the ring
(Figure 4.10). The ring is also flux biased by a time-invariant magnetic field,
generated either by using an external current loop or by placing a permanent
magnet within the ring (e.g., a multilayer stack of cobalt–platinum [143]).

Subject to a time-independent bias voltage that suppresses the free-energy
barrier, the flux state of the ring oscillates between n and n+ 1, provided a flux
bias φ = n+ 1/2. To selectively control the state, the bias voltage is pulsed to
permit one phase slip at a time. The pulse width must be longer than the time
required to enforce a phase slip in one arm of the ring, but shorter than the
time required to enforce a second phase slip in the other arm. To determine the
proper pulse width, the memory must be calibrated for a specified amplitude of
the bias voltage (Figure 4.10). Starting with a flux-biased ring in the state n = 0,
the bias voltage is ramped up to a predetermined amplitude that is large
enough to tune the free-energy barrier to zero, or equivalently the critical
flux to the half-flux-quantum degeneracy point. A viable pulse width must
be longer than the time required for the first phase slip and shorter than that
required for the second phase slip. In practice, the pulse width (PW) can be
chosen as the time difference between the moment the bias voltage is switched
on and the first peak in the voltage difference V12 (see the inset of Figure 4.10).
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Figure 4.10 | Pulse width for the write operation. The bias voltage Vb and the phase
winding number n are plotted as a function of time. The ring is flux biased by φ = 1/2.
The voltage V12 oscillates as vortices alternate between the two arms of the ring (see the
inset for electrodes 1 and 2). The calibrated pulse width is denoted by PW. Parameters
used are in line with Figure 3.10. All quantities are normalized as in Appendix A.

The pulse width for the write operation depends on the choice of the
superconductor, seeing that the time t is normalized by the ratio of the
coherence length to the diffusion coefficient. In addition, as demonstrated
by Figure 3.11, the size of the ring relative to the coherence length governs
the time needed to nucleate a phase slip. Specifically, altering the distance
a vortex travels to escape from the ring—that is, the width w—modifies the
pulse width required for triggering a single phase slip. The pulse width can
also be controlled in situ by varying the amplitude of the bias voltage or the
operating temperature, which modifies the effective dimensions of the ring
since the coherence length is a function of temperature.

Using the calibrated pulse width, the write operation proceeds as follows. First,
the ring starts in an initial flux state n = 0, in which a clockwise supercurrent
opposes the external flux (i.e., the memory state is ‘0’). To write ‘1’, a bias-
voltage pulse is applied to enforce a single phase slip, and the phase winding
number n is incremented by one (Figure 4.11). This transition corresponds to
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Figure 4.11 | Working principle of a voltage-controlled superconducting memory.
The write and nondestructive read operations are executed using bias-voltage pulses of
widths PW and PW/2, respectively. The vortex motion during the write operation is
captured in Figure 4.12. The phase winding number n encodes the memory state. The
horizontal dotted line implies that the voltage V12 is not recorded until the readout
pulse is applied. Parameters used are in line with the calibration in Figure 4.10.

an antivortex departing the ring (Figure 4.12a). Because the ring is flux biased
midway between the two relevant flux states, the coupling is symmetric. As a
consequence, repeating the same pulse triggers the reverse transition to the
state n = 0, corresponding to a vortex departing the ring (Figure 4.12b).

Because the location of the nucleated vortex depends on the winding number n,
the memory state can be retrieved by applying a pulse and measuring the
voltage drop across the ring. The sign of the voltage difference between the
two electrodes 1 and 2 determines the state n, as depicted in Figure 4.10. If
the voltage difference V2 − V1 is negative, then the phase slip occurs at the
upper arm of the ring, implying that the ring was in the state n = 0. If the
voltage difference is positive, then the ring was in the state n = 1. Accordingly,
the state of the memory is read destructively by applying the same voltage
pulse. If the controlling circuitry permit a pulse width shorter than that
of the write pulse, then a nondestructive readout is also feasible. Similar
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Figure 4.12 | Phase slips during the write operation. The normalized Cooper-pair
density |ψ|2 during the write ‘1’ (a) and ‘0’ (b) operations in Figure 4.11.

to the destructive readout, the sign of the voltage difference V12 reflects the
memory state (Figure 4.11). The profile of the voltage drop resembles a full
cycle of a sinusoidal function owing to the relation between the supercurrent
density and the superfluid velocity (i.e., Js ∝ vs − v3

s ). Once the bias voltage
is switched on, the superfluid velocity increases in one arm of the ring up to
its critical depairing value, beyond which the supercurrent density decreases
as the cubic term of vs dominates. Due to the incompressibility of the total
current density (∇ · J = 0), the normal-current density increases in the same
arm, and the voltage difference between the two arms peaks. Once the bias
voltage is switched off, the superfluid velocity decreases. But, as depicted in
Figure 4.2, the supercurrent density must first increase before decreasing to
its equilibrium value—that is, the value corresponding to a flux bias φ = 1/2.
Therefore, the relation of the supercurrent density and the superfluid velocity
results in the sinusoidal signature of the voltage difference V12 (Figure 4.11).

Evidently, writing and reading the memory state demand precise control of the
flux bias and the duration of the voltage pulses. The next section analyzes the
fidelity of the memory under asymmetric flux bias and a varying pulse width.
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Figure 4.13 | Fidelity of the write operation in response to variations in the control
parameters. a | Successful write ‘1’ operation as a function of the normalized flux φ
and the voltage pulse width, varied by 50% of a calibrated value of 9. b | Overlaid
write ‘1’ (blue) and ‘0’ (red) operations. The green cross indicates the pulse width for
the nondestructive readout in Figure 4.11. The asterisks denote the pulse width for the
asymmetric bias φ = 4/5 in Figure 4.14. Other parameters are identical to Figure 4.11.

4.3.2 Tolerance to noise and device variability

This section assesses the functionality of the proposed memory in response to
variations in the control parameters, namely the flux bias and the pulse width
of the bias voltage. In addition, the functionality is evaluated in the presence
of random noise, which models defects and thermal fluctuations. The figure of
merit is the fidelity of the write operation.

a) Tolerance to variations in the control parameters

The write operation entails permitting a single phase slip at a time, which
demands precise control over the pulse width of the bias voltage. The same
pulse is used to write both ‘0’ and ‘1’ by ensuring that the flux bias is precisely
halfway between the two relevant flux states (i.e., φ = 1/2). But, in practice,
the pulse width can deviate from its calibrated value due to variations in the
controlling circuitry. Likewise, the presence of magnetic impurities can shift
the desired half flux quantum towards either zero or one flux quantum. To
assess the tolerance of the memory to these variations, I calculate the fidelity
of the write operation while varying both the pulse width and the flux bias.
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Figure 4.14 | Write operation under asymmetric flux bias. The bias voltage Vb and
the memory state n are plotted as a function of time. Unlike the symmetric operation in
Figure 4.11, the memory is flux biased by φ = 4/5. The chosen pulse widths are marked
by asterisks in Figure 4.13. All other parameters are consistent with Figure 4.11.

The write ‘1’ operation in Figure 4.11 is repeated while varying the flux bias
from zero to one flux quantum and the pulse width by 50% of its calibrated
value. For a fixed flux bias φ = 1/2, the pulse width can safely fluctuate around
its calibrated value between two limits (Figure 4.13a). If the pulse width is too
short, the ring does not transition to the other flux state (i.e., the write operation
fails). Conversely, if the width is too long, two transitions occur. Thus, the
memory state is overwritten, and the ring reverts to its initial state n = 0.

As for variations in the magnetic flux bias, the closer it is to an integer
multiple of the flux quantum, the shorter the pulse width needed to write
the corresponding state. For example, if the flux φ is smaller than half a
flux quantum, then a duration longer than the calibrated value is required to
write ‘1’, and the tolerance of the write operation to variations in the pulse
width decreases (Figure 4.13a). In contrast, if the flux is larger than half a flux
quantum, the tolerance increases. Unfortunately, this gain is accompanied by a
reduced window of viable pulse widths for a nondestructive readout. In that
limit, the read operation must be executed destructively.

The fidelity of the write ‘0’ operation is the mirror reflection of the write ‘1’
operation along the half-flux-quantum line (Figure 4.13a). Its tolerance to
variations in the pulse width changes as the flux bias deviates from φ = 1/2. If
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the flux shifts closer to zero flux quanta, more variability is tolerated in writing
‘0’. More important, to guarantee that both write operations can function
simultaneously, the parameters PW and φ must fall within the overlap of the
two write operations. If the flux bias is intentionally selected outside this range,
each write operation must be calibrated separately. For example, assuming a
flux bias φ = 4/5, a shorter duration can be employed for writing ‘1’, whereas
a longer duration is required for writing ‘0’ (Figure 4.14). These two pulse
widths are denoted by asterisks in Figure 4.13b.

b) Tolerance to defects and thermal fluctuations

This section focuses on the fidelity of the write operation in the presence of
random noise, representing defects and thermal fluctuations. The noise can be
modeled by a Langevin-type dynamics using a variant of the time-dependent
GL equation that incorporates an additive noise term in the form(

∂
∂t

+ iκV
)
ψ = −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ + η, (4.17)

where η is a random, complex-valued field in space and time. Following the
discretization scheme of Appendix C, the noise at each grid point in space and
time is sampled from a normal distribution with zero mean.

The noise term η depends on the size of the defects in the ring. If defects
occur on a scale much smaller than the coherence length, then η can be
assumed independent in space. Conversely, if they occur on the scale of the
coherence length, then η must have a commensurate length scale. For thermal
fluctuations, η is not restricted to a specific spatial distribution. Its variance,
however, depends on temperature and is proportional to p(T /Tc)(1 − T /Tc),
where p is approximately 1/80 [144, 145]. At the critical temperature, the
variance diverges to infinity, implying substantial thermal fluctuations close to
the superconducting phase transition.

I consider two types of noise: correlated and uncorrelated. The latter represents
thermal fluctuations and defects occurring on a scale much smaller than the
coherence length ξ. In contrast, the former represents defects occurring on
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Figure 4.15 | The fidelity of the write operation in the presence of random noise.
The fidelity is estimated by repeating the write operation in Figure 4.11 500 times
in the presence of additive noise η, sampled from a Gaussian distribution with zero
mean and variance ranging from 10−3 to 100. The uncorrelated noise models thermal
fluctuations and is sampled on the same finite-difference grid for the TDGL equations.
The correlated noise is sampled on a coarser grid that is commensurate with the
coherence length ξ. Thus, it represents defects occurring on the scale of ξ.

the scale of the length ξ. For the uncorrelated noise, η is sampled on the same
spatial and temporal grid of the superconductor. At each node, it is evaluated
as an independent random variable with a Gaussian distribution with zero
mean. The variance is varied from 10−3 to 100 to cover the range of thermal
fluctuations. To estimate the fidelity, the write ‘1’ operation in Figure 4.11 is
repeated 500 times for each value of the variance. A successful write operation
dictates that the memory state changes only once to the final state. If the
state changes an odd number of times ending up in the desired state, the
write operation is considered faulty. Predictably, because the functionality
of the memory depends on macroscopic parameters—notably, the coherence
length ξ—it is immune to defects that are much smaller than ξ (Figure 4.15).

For the correlated noise, the term η is assumed time independent—as sample
defects would be—and spatially correlated on the scale of the coherence length.
Numerically, the noise is sampled on a coarse grid commensurate with the
coherence length, then interpolated to the fine grid over which the finite-
difference derivatives of the time-dependent GL equations are computed. At
each node of the coarse grid, the noise is sampled from a Gaussian distribution
with zero mean and variance ranging from 10−3 to 100.
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The fidelity of the write operation deteriorates in the presence of defects that
are comparable in size to the coherence length and drops to almost zero when
the variance of η is equal to one (Figure 4.15). In general, defects drastically
alter the phase-slip dynamics in the ring, thereby impairing the write operation.
On the one hand, defects can aid the bias voltage in suppressing the Cooper-
pair density in the ring and, hence, expedite the nucleation of phase slips.
Therefore, a shorter pulse width is needed to ensure that only one phase slip
occurs. On the other hand, if defects are strong enough to locally destroy
superconductivity in the ring, they can cause vortex pinning. Consequently, a
higher bias voltage is needed to eject a vortex during the write operation, so
that the ring can transition to the subsequent flux state.

Nevertheless, the fidelity can be recovered by calibrating the pulse width in
the presence of defects. For instance, if defects break the cylindrical symmetry
of the ring, the energies required for a vortex to escape through the upper and
lower arms are not equal. Consequently, two distinct pulses must be chosen
for writing ‘0’ and ‘1’. In other words, the memory must be calibrated twice
to determine the pulse width required to overcome any inadvertent behavior
caused by defects. As an alternative, one can keep the pulse width unchanged
and, instead, tune the amplitude of the bias voltage.

c) Effect of Joule heating

The electronic control of the memory hinges on ejecting one vortex at a time to
flip the flux state of the ring. Due to the normal electrons in the core of a vortex,
its motion is accompanied by Joule heating. Additionally, for a voltage-biased
superconducting ring, heating occurs close to the bias electrodes owing to the
injection of normal electrons, indicated by the penetration of the electric field
inside the superconductor (Figure 3.1c). This section qualitatively discusses
the effect of Joule heating in superconductors and highlights several practical
considerations for the proposed memory.

In general, heating can cause diverse effects in superconductors. On the one
hand, it can drastically change the dynamics of phase slips and be used to
manipulate vortices down to the level of a single vortex [146–151]. On the other
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hand, it can raise a superconductor’s temperature above the critical one and
destroy superconductivity altogether [152]. This behavior is the basis of single-
photon detectors, in which an incident photon creates a hotspot that diffuses
and results in a measurable resistance across the superconductor [153–155].

The proposed memory can tolerate heat-induced variations of vortex velocities,
as corroborated by Figure 4.13 where the write operation succeeds even when
the pulse width deviates by 50% from its calibrated value. Nonetheless, a
detailed analysis of the effect of Joule heating during a complete write and
readout cycle is still necessary, seeing that it may impose an upper limit on
the operation frequency and on the amplitude of the bias voltage. While
this analysis is beyond the scope of this thesis, I discuss the theoretical
framework typically employed to study heat diffusion in superconductors
with the purpose of underlining the factors governing the thermal behavior of
a superconducting film. The time-dependent Ginzburg-Landau equations are
solved self-consistently with the heat diffusion equation [156–158]

C
∂T
∂t

= k∇2T − h
d

(T − T0) +
1
σn
J2
n , (4.18)

where C is the heat capacity, k is the heat conductivity, h is the heat transfer
coefficient, and d is the thickness of the superconductor. The heat equation
describes the temporal and spatial evolution of a local temperature T (r, t) for a
superconducting film kept at a bath temperature T0. The heat is redistributed
by thermal conduction within the superconductor and by heat transfer to the
substrate [152]. The last term accounts for Joule heating and connects the
heat equation to the time-dependent GL equations. Specifically, it couples to
the continuity equation (3.2) via the normal-current density Jn. For a voltage-
biased ring, the gradient of the scalar potential and, in turn, the normal-current
density are nonzero only near the bias electrodes and upon the nucleation of
vortices in the write and readout operations of the proposed memory.

The thermal behavior of a superconducting device depends on the operating
temperature and on the material choice of the superconductor, as captured by
the parameters C and k in the heat equation (4.18). What’s more, because the
substrate is the primary heat sink, it determines the overall rate of heat removal
from the superconductor [159]. For example, the choice of the substrate is
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crucial in superconducting single-photon detectors because the count rate of
photons depends on how fast a hotspot relaxes [155]. To maximize the count
rate, the hotspot relaxation time should be minimized by increasing the rate of
heat transfer to the substrate (e.g., the lowest hotspot relaxation time for NbN
detectors is obtained using MgO substrates [155]). Similarly, for the proposed
memory, heat must be removed sufficiently fast from the superconducting ring
to avoid unintended transitions to neighboring flux states.

Importantly, two characteristic scales govern the thermal behavior of the
proposed memory. First, the thermal healing length ΛT =

√
kd/h describes

the distance over which temperature varies in the ring—that is, the spatial
extent of the heat generated by a passing vortex. The ratio of the healing
length to the size of the ring is therefore essential for the success of the write
operation because it determines whether the heat generated by a passing
vortex along one arm of the ring spreads to the phase-slip center in other
arm. The spread heat and the associated depletion of the order parameter
may trigger the nucleation of an additional vortex (i.e., the write operation
fails). Second, the time scale Cd/h describes how fast temperature changes
inside the superconducting ring. The rate of change of the local temperature
determines whether the heat generated by a crossing vortex along one arm
of the ring affects the subsequent vortex along the same arm. It accordingly
establishes the minimum allowed time between consecutive write operations
such that the heat-induced depletion of the order parameter produced by a
vortex does not alter the dynamics of the next. Evidently, both characteristic
scales can be minimized by maximizing heat transfer to the substrate. In sum,
solving the heat diffusion equation with the time-dependent Ginzburg Landau
equations would yield several practical insights regarding the proper choice of
the superconductor and the substrate. It addition, this analysis would set an
upper limit on the frequency of the write operation of the proposed memory.

4.3.3 Memory example using aluminum nanorings

This section presents an example of the proposed memory using aluminum
rings. Contrary to previous discussions, all physical quantities are represented
in SI units to demonstrate the order of magnitude of the pulse width and the
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Figure 4.16 | Working principle of a voltage-controlled superconducting memory.
The read and write operations are executed by pulsing the bias voltage Vb. The state
of the memory n is read via the voltage difference V12 (see the inset of Figure 4.10).
The aluminum ring is of radius R = 200 nm and width w = 200 nm. Parameters
used: T = 1 K, Tc = 1.32 K, γ = 18◦, and the mean free path ` = 6 nm.

amplitude of the bias voltage. The superconducting parameters of aluminum
thin films are extracted from [80]. The critical temperature equals 1.32 K. The
mean free path ` = 6 nm, and the normal-state resistivity ρ is obtained from the
relation ρ` = 4× 10−6 µΩ.cm2 for aluminum films [160]. The coherence length
and the penetration depth are calculated at an operating temperature T = 1 K
using the empirical relations (2.28) and (2.29).

The read and write operations are executed electronically via a bias voltage in
the order of hundreds of microvolts. For instance, at a bias voltage of 0.25 mV,
the pulse width is about 35 picoseconds (Figure 4.16). A picosecond pulse
duration might require specialized circuitry to generate (e.g., RSFQ logic [161]).
To use a longer pulse width, the amplitude of the bias voltage must be lowered,
as illustrated by the oscillation period in Figure 4.17. Additionally, as discussed
in Section 4.3.1, the pulse width for the write and read operations can be
modified by varying the operating temperature, which changes the coherence
length of the superconductor, and the dimensions of the ring.
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Figure 4.17 | Oscillation period of phase slips as a function of the bias voltage. The
period tosc is plotted as a function of the bias voltage Vb for a ring of R = w = 200 nm.
The dotted line corresponds to the voltage used in Figure 4.16.

To sum up, the bias voltage locally suppresses the density of Cooper pairs,
forming two weak links that serve as preferential locations to nucleate phase
slips in a superconducting ring. This suppression causes a reduction of the
critical flux that triggers deterministic transitions between the discrete flux
states of the ring. The electronic control of the critical flux implies that the
bias voltage modulates the free-energy barrier separating the flux states. For a
vanishing barrier, the ring reaches a dynamic equilibrium, oscillating between
two subsequent flux states. The practicality of the electronic control of the
barrier is exemplified by a superconducting memory whose state is encoded by
the absence or presence of a single flux quantum within the ring. The state of
the memory is read and written via picosecond bias-voltage pulses.

The next chapter explores the preceding regime where the free-energy barrier
separating the flux states is infinitesimal but nonzero. For a nonzero barrier,
a stochastic phase slip, either via thermal activation over or via tunneling
through the barrier, can occur. The rate of these phase slips depends on the
height of the energy barrier. The next chapter formally introduces the concept
of the free-energy barrier and delineates its dependence on the bias voltage,
the parameters of the superconductor, and the geometry of the ring.
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Stochastic Transitions

between Flux States

For a superconducting ring to transition between its discrete flux states, the
flux enclosed by the ring must be increased to the critical instability point for a
deterministic phase slip. But as the flux increases, the energy barrier separating
the flux states decreases, and the probability for a stochastic phase slip increases.
At nonzero temperatures, thermal activation over the barrier can trigger a
transition well before the critical flux. Likewise, tunneling through the barrier
can trigger a transition, referred to as a quantum phase slip. This chapter
presents the effect of a bias voltage on quantum phase slips in uninterrupted
superconducting rings. I show that the bias voltage amplifies the rate of
quantum phase slips up to the gigahertz range. The electronic control of this
rate yields a phase-slip flux qubit with a broadly tunable transition frequency.

This chapter is organized as follows. In Section 5.1, deterministic, thermal,
and quantum phase slips are compared qualitatively based on the free energy
of an unbiased superconducting ring. Section 5.2 defines the free-energy
barrier according to the Langer–Ambegaokar–McCumber–Halperin theory and
numerically estimates the barrier height in the presence of a bias voltage. Next,
Section 5.3 evaluates the rate of quantum phase slips as a function of the bias
voltage and the geometry of the ring. Finally, in Section 5.4, I propose a novel
phase-slip flux qubit whose transition frequency is tunable by the bias voltage
and examine the sensitivity of the qubit to flux noise and device asymmetry.
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5.1 Stochastic versus deterministic phase slips

The single-valuedness of the superconducting wave function dictates that the
magnetic flux enclosed by a superconducting ring must be quantized; hence,
the state of the ring can be characterized by the phase winding number n.
To transition between these discrete states, the ring must surmount a finite
energy barrier. This barrier originates from the need to locally suppress the
Cooper-pair density to permit a jump in the phase winding number. The
ring can overcome the energy barrier either deterministically or stochastically.
The latter occurs via thermal activation over or tunneling through the energy
barrier. This section reconciles the three mechanisms to escape a metastable
flux state, namely deterministic, thermal, and quantum phase slips.

To that end, I qualitatively examine the free-energy spectrum of an isolated one-
dimensional ring placed in a uniform magnetic field perpendicular to the plane
of the ring. Starting from an initial flux state n = 0, the free energy of the ring
rises as a function of the external flux. Beyond the degeneracy point φ = 1/2,
there exists a lower-current state n = 1. Nevertheless, the ring lingers in its
initial state because there is a finite energy barrier for the transition [162].
If, however, the applied flux exceeds the critical value (4.11), fluctuations of
the order parameter grow to nucleate a deterministic phase slip, and the ring
transitions to the state n = 1 (Figure 5.1).

Close to the critical temperature of the superconductor, the initial flux state
does not persist beyond the degeneracy point because thermal fluctuations
supply the activation energy required to surmount the barrier to adjacent flux
states. Therefore, thermally activated phase slips permit the ring to follow the
state with the lowest free energy (Figure 5.1). The corresponding supercurrent
exhibits a sawtooth form as a function of the flux and changes direction at
half-integer flux quanta. The rate of thermally activated phase slips determines
the lifetime of the metastable flux states.

In addition to thermal activation, a superconducting ring can escape from
a metastable minimum of the free energy by tunneling through the energy
barrier—that is, by quantum phase slips [163]. Quantum phase slips couple

96



5. Stochastic Transitions between Flux States

Figure 5.1 | Deterministic, thermal, and quantum phase slips. Free energy F

(a) and persistent current (b) as a function of the normalized flux φ enclosed by a
one-dimensional superconducting ring. The blue curve demonstrates a deterministic
transition from the state n = 0 to n = 1 at the critical fluxφc. The black curve corresponds
to a ring at a temperature close to Tc, where thermally activated phase slips trigger
transitions between the flux states. The orange curve accounts for coherent quantum
phase slips, which result in level splitting at the degeneracy points φ = n+ 1/2.

the discrete flux states of a superconducting ring. This coupling is most
prominent at the half-integer flux quanta because it results in an avoided
crossing, as depicted in Figure 5.1 [69, 164]. For example, at φ = 1/2, the
two-level approximation of the Hamiltonian takes the form

Ĥ = IΦ0(φ− 1/2)σz + hΓQPSσx, (5.1)

where I is the persistent current and Φ0 is the flux quantum. The Pauli spin
matrices are denoted by σx and σz. The transition frequency of this two-
level system depends on the rate ΓQPS of quantum phase slips. Consequently,
resolving this level splitting entails two constraints. First, the temperature
must be low enough such that the rate of thermal phase slips is minimal, and
quantum phase slips dominate. Second, the energy barrier must be suppressed
to exponentially amplify the rate of quantum phase slips. In modern quantum
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phase-slip circuits, the barrier is reduced geometrically by interrupting the
superconducting ring with a nanowire, which serves as a phase-slip center. In
this work, however, the barrier is reduced electrically by voltage-biasing an
uninterrupted superconducting ring.
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5.2 Energy barrier for a stochastic phase slip

The theory of Langer, Ambegaokar, McCumber, and Halperin (hereafter
LAMH) derives an expression for the free-energy barrier that a superconductor
surmounts to escape a metastable local minimum of the free energy. This
section highlights the main results of the LAMH theory, focusing on the
passages between metastable flux states and the corresponding free-energy
barrier. Moreover, it discusses how the energy barrier is extracted from the
numerical solution of the time-dependent Ginzburg-Landau (GL) equations in
the presence of a bias voltage.

5.2.1 LAMH Theory

The current-carrying states of a superconducting ring in a uniform magnetic
field are the local minima of the GL free energy. These states are metastable
because fluctuations of the order parameter can trigger interstate transitions
to minimize the circulating supercurrent as the magnetic field increases. The
barrier protecting against a current-decreasing transition is lower than that
protecting against a current-increasing transition [65]. For instance, for a one-
dimensional ring in the state n = 0 enclosing a flux φ = 1/2, the barrier for the
transition to the state n = 1 is lower than that to the state n = −1.

The minima of the free energy obey the time-independent GL equation(
i
κ
∇+A

)2

ψ −ψ + |ψ|2ψ = 0. (5.2)

Expressing the complex order parameter ψ in terms of a magnitude f and a
phase χ leads to the imaginary part

2χ′f ′ +χ′′f − 2κAf ′ = 0, (5.3)

where χ′ ≡ dχ/dx and x ≡ Rθ with θ as the azimuthal angle. In a differential
form, Equation (5.3) simplifies to

d
dx

[
f 2(χ′ −κA)

]
= 0. (5.4)
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Figure 5.2 | Stationary metastable flux states. The effective potential Ueff, in the
form (5.9), as a function of the magnitude f of the order parameter of a one-dimensional
superconducting ring enclosing a magnetic flux φ = 2/5. The metastable flux states are
analogous to the circular orbits of a particle in an effective potential. The radii f0 and f1
represent circular orbits denoting the states n = 0 and n = 1, respectively.

Substituting with the supercurrent density

Js = f 2
(χ′
κ
−A

)
, (5.5)

yields the stationarity condition

dJs
dx

= 0, (5.6)

which expresses that, for a state obeying the time-independent GL equation,
the supercurrent density is uniform.

On the other hand, the real part of the GL equation (5.2) is written as

− f + f 3 +
J2
s

f 3 −
f ′′

κ2 = 0, (5.7)

which can be cast in the differential form

1
κ2

d2f

dx2 = −∂Ueff
∂f

, (5.8)

where

Ueff ≡
f 2

2
+
J2
s

2f 2 −
f 4

4
. (5.9)
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The term Ueff is analogous to the effective potential regulating the orbital
motion of a particle with a radial coordinate f and time x. For a metastable
state, the order parameter is constant along the ring and, hence, the derivative

d2f

dx2 = 0, (5.10)

which represents a particle whose radial coordinate is independent of time,
i.e., a particle in a circular orbit (Figure 5.2). In other words, the metastable
states denote the orbits for which the force on the particle is zero. Taking the
analogy further, the conservation of the mechanical energy E of the particle
takes the form

dE
dx
≡ d

dx

Ueff +
(f ′)2

2κ2

 = 0. (5.11)

For a flux bias φ < 1/2, there are two relevant circular orbits denoting two
metastable states (Figure 5.2). The higher orbit—that is, the orbit with a higher
magnitude f—corresponds to the state n = 0, while the lower orbit corresponds
to the state n = 1. The mechanical energy, however, is not equivalent to the
free energy since the smaller the radius, the lower the mechanical energy.
Conversely, the lower the magnitude f , the higher the free energy.

According to the LAMH theory, the free-energy barrier separating two
metastable states depends on the trajectory the ring traverses from one local
minimum to the other [165]. These trajectories constitute the path of the lowest
free energy connecting the two relevant minima. To complete a transition,
the ring acquires activation energy to arrive at a saddle point in the free-
energy landscape. Next, it slides downhill towards a configuration with a
locally vanishing magnitude to permit a phase slip. Finally, it arrives at an
adjacent local minimum with a different phase winding number. The LAMH
theory characterizes these transitions by the saddle points, also referred to as
saddle states, which obey the time-independent GL equation. In contrast to
metastable states, the order parameter of a saddle state is not uniform along
the circumference of the ring (Figure 5.3).

In the mechanical analogy, the particle transfers between two circular orbits
by passing through an elliptical orbit for which the radial coordinate f is not
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Figure 5.3 | Stationary saddle states. The squared magnitude of the order parameter
of a saddle state along the circumference of a superconducting ring of radius R = 2ξ
and κ = 1, flux biased by φ = 1/2. At the degeneracy points φ = n+ 1/2, the expression
of the saddle-state density reduces to tanh2(κRθ/

√
2), as derived in Appendix E.

constant. This elliptical orbit satisfies the stationarity condition

dEs

dx
= 0, (5.12)

where Es is the mechanical energy. The mechanical energy of the elliptical
orbit is lower than that of the initial circular one. Thus, the free energy of the
saddle state is higher than the initial metastable state, which explains the need
for thermal activation over or tunneling through a finite energy barrier.

The energy barrier ∆F is defined as the difference between the free energy of
the saddle state and the free energy of the initial metastable flux state, i.e.,

∆F ≡ Fs −Fn, (5.13)

where the free energy Fn is labeled by the flux state n and depends on the
magnetic flux enclosed by the ring. The free energy of the saddle state is
derived through the stationarity condition (5.11). The details of the derivation
are presented in Appendix E. Here, however, I highlight the main results based
on [62, 166–170]. For a ring whose circumference L� ξ, the free energy of the
saddle state takes the form

Fs = −FC

[
(2 + ν)2

9
− 8

3
ξ
L

√
2ν

]
, (5.14)

where ν is a parameter denoting the difference between the maximum and the
minimum of the magnitude of saddle-state order parameter. The parameter ν

102



5. Stochastic Transitions between Flux States

Figure 5.4 | Free energy of the saddle state. Free energy F, normalized by the
condensation energy FC, of a superconducting ring of radius R = ξ (a) and R = 2ξ
(b) as a function of the enclosed magnetic flux φ. The blue curve is obtained by the
numerical solution of the time-dependent GL equations, where a deterministic phase
slip occurs at φc. The saddle-state free energy Fs is based on Equation (5.14). The
free-energy barrier for a stochastic phase slip is denoted by ∆F.

can be determined by the transcendental equation

2πn = 2πφ+
L
ξ

√
1− ν

3
+ 2arctan

√
3ν

2− 2ν
, (5.15)

as a function of the flux φ. The free energy of the saddle state converges to that
of the metastable state at the critical flux (4.11). Put differently, the free-energy
barrier vanishes at the instability point, which differentiates a stochastic phase
slip that occurs below the critical flux φc from a deterministic phase slip that
occurs at φc (Figure 5.4).

If the radius R � ξ, then the parameter ν is approximately unity, and the
barrier simplifies to

∆F ≈ FC

[
8
√

2
3

ξ
L
− 2ξ2

R2 (n−φ)2
]
. (5.16)

In the absence of an external magnetic field, the barrier takes the form

∆F =
8
√

2
3

ξ
L
FC

=
8
√

2
3

B2
cth

2µ0
wdξ,

(5.17)
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as derived by the LAMH theory for a one-dimensional superconducting
nanowire of length L. The product wd is the cross-sectional area, and Bcth is the
thermodynamic critical field. The barrier is linearly proportional to the product
of the cross-sectional area and the coherence length. This product denotes
the volume over which the magnitude of the order parameter is suppressed to
allow a phase discontinuity. Because their rate depends on the barrier height
exponentially, quantum phase slips are observed in superconducting wires
that are only a few nanometers in width [68, 84–86]. If the nanowire is to be
replaced by a thick ring, one must compensate for the increase in the cross-
sectional area to maintain the same barrier and the same phase-slip rate. In
other words, to alleviate the stringent requirements on the dimensions of the
superconductor, one must employ an additional barrier-reducing mechanism to
compensate for the increased area and, in turn, to preserve the rate of quantum
phase slips. In this chapter, I demonstrate that the bias voltage modulates the
height of the energy barrier and amplifies the rate of quantum phase slips.

The rate of stochastic phase slips

In the original formulation of the LAMH theory, the energy required to
surmount the free-energy barrier is provided by thermal activation. The rate
of thermally activated phase slips follows the Arrhenius law

ΓTAPS =ωe−∆F/kBT , (5.18)

where kB is the Boltzmann constant, and the attempt frequency ω is given by

ω =
1
τ
L
ξ

√
∆F
kBT

. (5.19)

with the relaxation time τ defined as

τ ≡ π~
8kB(Tc − T )

. (5.20)

Because a phase slip extends over a length ξ, the ratio L/ξ represents the
number of independent locations in the superconductor where a phase slip
can occur [4]. Therefore, the longer the superconductor, the more frequent the
attempts to escape the present metastable state.
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Analogously, the rate of quantum phase slips is obtained by replacing the
thermal energy kBT by ~/τ , leading to the expression [76]

ΓQPS = Bωe−a∆Fτ/~, (5.21)

where a and B are numerical factors of order unity. The attempt frequency is
also modified accordingly. This phenomenological model has been shown to
accurately fit the resistance of ultra-thin wires [68, 79, 80]. Other models for
calculating the rate of quantum phase slips can be found in [64, 76, 78].

5.2.2 Free-energy barrier in the presence of bias voltage

In Chapter 4, I have demonstrated that the bias voltage provides complete
control over the critical flux for a deterministic phase slip, or equivalently over
the free-energy barrier separating adjacent flux states. The height of the free-
energy barrier, however, cannot be directly computed from the numerical
solution of the time-dependent Ginzburg-Landau equations. Specifically,
the energy of the saddle state cannot be determined because the temporal
evolution of the order parameter does not traverse the saddle-state trajectory
but advances till the instability point at which a deterministic transition occurs
(Figure 5.5a). Several numerical techniques have been proposed to calculate
the energy of the saddle state such as [171–173].

In this work, I estimate the height of the free-energy barrier by scrutinizing two
key properties of the saddle state. First, the energy of the saddle state equals
that of a metastable flux state at the critical flux φc (Figure 5.5a). Second, near
the degeneracy points φ = n+1/2, the energy of the saddle is weakly dependent
on flux, and its first derivative equals zero. Now, because the critical flux tends
to the degeneracy points as a function of the bias voltage, the barrier between
the two states n and n+ 1 can be conservatively approximated by

∆F ≈ F(φc)−F(n+ 1/2), (5.22)

provided the voltage is high enough to reduce the instability point to the
vicinity of φ = n+ 1/2. The barrier (5.22) can be extracted from the numerical
solution of the time-dependent Ginzburg-Landau equations (Figure 5.5b).
More important, it is in this validity regime—defined by φc ∼ n+ 1/2—that the
barrier is low enough for a phase-slip rate in the gigahertz range.
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Figure 5.5 | Free-energy barrier ∆F for a voltage-biased superconducting ring. Free
energy of a ring of radius R = ξ. a | The saddle-state energy Fs characterizes the
trajectory spanned by the ring to escape from one minimum of the free energy to
another. b | In the presence of a bias voltage high enough to reduce the critical flux φc
to the vicinity of φ = 1/2, a conservative estimate of the free-energy barrier can be
extracted from the numerical solution of the TDGL equations in the form (5.22).

The attempt frequency (5.19) also must be modified. For an unbiased ring, the
magnitude of the order parameter is uniform, and the free-energy barrier
is identical along the circumference of the ring. The attempt frequency
is therefore proportional to the ratio L/ξ, characterizing the number of
independent locations where a phase slip can occur. Conversely, for a biased
ring, the magnitude of the order parameter is nonuniform, and there is a
preferential location for the minimum value of the saddle state and, hence, for
the phase slip. As a consequence, the barrier is not uniformly suppressed, and
there is a single location in the ring where attempts to escape the metastable
flux state encounter a reduced barrier. For other locations, the barrier is
effectively uninfluenced. To incorporate this nonuniformity, the ring is divided
into two sections: a section of length ξ for which the barrier is reduced due
to the presence of a bias voltage, and a section of length L− ξ for which the
barrier is unreduced. The rate of phase slips occurring in the latter is much
lower than the former owing to the exponential dependence of the rate on the
height of the barrier. Accordingly, in the presence of a bias voltage, I modify
the attempt frequency to

ω =
1
τ

√
∆Fτ
~
. (5.23)
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5.3 Suppression of energy barrier by bias voltage

To tune the transition frequency of a qubit based on the Josephson junction,
the junction is exchanged by two in parallel to create a dc SQUID. The overall
magnetic flux enclosed by the SQUID determines the effective Josephson
energy and, in turn, the transition frequency of the qubit. The additional
flux-bias loop, however, renders the qubit sensitive to flux noise, which limits
its dephasing time [31–33]. This drawback motivates the need for creating
electrically tunable weak links—for example, by placing a superconductor in
a planar electric field that locally suppresses the Cooper-pair density [174,
175]. In this work, I suggest using a bias voltage to induce a weak link in a
superconducting ring as a means to enhance the rate of quantum phase slips.

This section calculates the free-energy barrier for voltage-biased aluminum
nanorings and the rate of quantum phase slips. The bias voltage enhances the
phase-slip rate to the gigahertz range, thereby offering a route to realizing a
phase-slip flux qubit with an electrically tunable transition frequency. The
purpose of this section is not to contend the optimal material choice for a
phase-slip qubit but to demonstrate the enhancement of the quantum-phase-
slip rate in a prototypical superconductor such as aluminum and to assess
the dependence of the rate on control parameters including the size of the
ring, the coherence length of the superconductor, and the geometry of the
bias electrodes. This analysis yields several insights into the operation of the
proposed qubit and a roadmap for further improvement.

The parameters for aluminum are consistent with Chapter 4. Specifically, the
critical temperature Tc equals 1.32 K. In this section, the operating temperature
equals Tc/2 to ensure that thermally activated phase slips are suppressed
and that quantum phase slips dominate. Although the Ginzburg-Landau
equations are derived in the immediate vicinity of the critical temperature,
they have been extensively employed in literature, and their predictions
agree well with experiments even at temperatures that differ moderately from
the critical temperature. The length scales of the superconductor—namely,
the coherence length and the penetration depth—are calculated using the
empirical temperature dependence in Section 2.2.2.
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Figure 5.6 | Critical flux as a function of the mean free path `. a | Schematic of
a voltage-biased superconducting ring. b | The critical flux φc for a deterministic
transition from the flux state n = 0 to n = 1 as a function of the bias voltage Vb, for
three aluminum rings of different `. The radii of the rings R = 100 nm, and their
widths w = 100 nm. Dots represent the simulated data points using the time-dependent
Ginzburg-Landau equations. The angle of the bias electrodes γ = 18◦.

The bias voltage is applied along the outer perimeter of the ring. The arc
length of the bias electrode is characterized by the angle γ (Figure 5.6a). To
symmetrically couple the two neighboring flux states n = 0 and n = 1, the
flux bias is applied locally within the ring, and the angle between the bias
electrodes is set to π (see Figures 4.5 and 4.6 for a comparison between a
local and a uniform flux bias). For a ring of radius R = 100 nm and width
w = 100 nm, I analyze the relation between the bias voltage and the free-energy
barrier (5.22) as a function of the size of the ring, the arc length of the bias
electrodes, and the parameters of the superconductor.

Motivated by the inevitable disorder in experimentally deposited samples, I
vary the mean free path `. For each mean free path, the resistivity of the normal
state follows the well-known relation ρ` = 4 × 10−6 µΩ .cm2 for aluminum
thin films [160]. In the dirty limit, the mean free path alters the coherence
length and the penetration depth according to Equations (2.26) and (2.27),
respectively. Using the time-dependent Ginzburg-Landau equations, I compute
the critical fluxφc for a deterministic transition from the flux state n = 0 to n = 1
as a function of the bias voltage for ` = 6, 9, and 12 nm (Figure 5.6b). The
corresponding coherence lengths are ξ(T ) = 110, 135, and 150 nm. A longer
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Figure 5.7 | Voltage-induced suppression of the free-energy barrier. a | Free-energy
barrier ∆F, normalized by the condensation energy FC, for a superconducting ring of
radius R = 100 nm and width w = 50 nm for various bias-contact angles γ (see a model
in Figure 5.6a). The dotted line represents the linear approximation (5.25). b | Free-
energy barrier ∆F, normalized by the condensation energy of the ring of width 50 nm,
for a bias-contact angle γ = 18◦. The dotted line corresponds to an angle γ = 13.5◦

and a width w = 100 nm for comparison with the curve of (w,γ) = (50 nm,18◦) to
preserve the γ (R+w) product. Dots represent the simulated data points using the time-
dependent GL equations. Parameters used: mean free path ` = 6 nm and ξ(T ) = 110 nm.

mean free path produces a longer coherence length. Therefore, the ratio of the
width of the ring to the coherence length decreases, and the effective width
tends to the one-dimensional limit defined by w � ξ. Thus, the zero-bias
critical flux follows the instability criterion (4.11). Moreover, in agreement
with Figure 4.4a, the critical flux increases as the ratio of the radius to the
coherence length increases. As a function of the bias voltage, the critical flux
decreases monotonically to the half-flux-quantum degeneracy point. To focus
solely on the geometry of the biased ring, the subsequent analysis assumes a
specific choice of the mean free path, namely ` = 6 nm.

First, I vary the arc length of the bias electrodes in a ring of radius R = 100 nm
and widthw = 50 nm. Near the electrodes, the injected normal current converts
into a supercurrent that flows along the two arms of the ring. The amount
of the injected current scales with the arc length of the electrodes. Therefore,
the angle γ determines the effectiveness of the bias voltage in modulating the
free-energy barrier. Explicitly, the slope of the relation between the free-energy
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Figure 5.8 | Electronic control of quantum phase slips. a | The rate of quantum
phase slips ΓQPS as a function of the bias voltage Vb. The rate is calculated using
equation (5.21) for B = 1, a = 0.37, and a thickness d = 10 nm based on the free-energy
barriers in Figure 5.7a. b | Sensitivity of the highest rate for three ring thicknesses,
namely d = 5, 10, and 15 nm. The dotted line denotes the maximum frequency (5.31).
Parameters used: ` = 6 nm, R = 100 nm, and w = 50 nm.

barrier and the bias voltage depends on the angle γ (Figure 5.7a). A smaller
angle results in a steeper slope, implying a reduced sensitivity to bias voltage.

Second, I vary the width of the ring while keeping the angle of the bias
electrodes unchanged. Because the condensation energy of the ring scales
with its width, a larger width leads to a higher free-energy barrier at zero
bias voltage, in line with the barrier expression (5.17). Therefore, a higher
bias voltage is required to completely suppress the barrier (Figure 5.7b). To
decouple the effect of enlarging the ring from the increased arc length of the
bias electrodes, I include the dotted curve for w = 100 nm and γ = 13.5◦ to
preserve the product γ (R+w) compared to the blue curve for w = 50 nm and
γ = 18◦. The comparison of these two curves reveals almost identical slopes
of the free-energy barrier. Incidentally, for precise control of the barrier and
the rate of quantum phase slips, the width of the ring must be comparable
to its radius. This requirement ensures that the supercurrent induced by the
bias voltage flows predominantly along the azimuthal direction. Otherwise,
the radial component of the supercurrent dominates and strongly suppresses
the Cooper-pair density near the electrodes, which changes the preferential
location for nucleating phase slips (Figure 3.8).
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Based on the height of the barrier, I evaluate the rate of quantum phase slips
in the strong damping regime with a = π

/
6
√

2 ≈ 0.37 and B = 1 [75]. The rate
increases exponentially as a function of the bias voltage, up to the gigahertz
range (Figure 5.8). Moreover, increasing the thickness d of the superconductor
decreases the rate since the overall condensation energy of the ring scales with
its cross-sectional area, in agreement with the free-energy barrier (5.17).

At half a flux quantum (φ = 1/2), the two states n = 0 and n = 1 are degenerate
and can be coherently coupled via quantum phase slips, a phenomenon dubbed
coherent quantum phase slips. Due to this coupling, the eigenstates of the
ring are the symmetric and the antisymmetric superpositions of these two flux
states, corresponding to a superposition of a clockwise and a counterclockwise
supercurrents. The two relevant energy levels define a phase-slip flux qubit
whose level spacing depends on the rate of quantum phase slips. The next
section formally defines the two-level system for this qubit and analyzes its
performance in the presence of magnetic flux noise and material defects.
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5.4 Proposal for a phase-slip flux qubit

The lowest two energy levels of a voltage-biased superconducting ring that
encloses half a flux quantum are described by the Hamiltonian

Ĥ = hΓQPS(Vb) σz, (5.24)

up to a constant energy shift corresponding to the operating point F(φ = 1/2).
The level splitting depends on the rate of quantum phase slips ΓQPS. Because
the subsequent flux states with n , 0 or 1 are much higher in energy, this
isolated two-level system defines a strongly anharmonic flux qubit. This section
scrutinizes the operation of this qubit, focusing on the electronic tunability
of the transition frequency and on the qubit sensitivity to magnetic flux noise
and defects that break the symmetry of the ring.

5.4.1 Electronic tunability of the transition frequency

The level splitting of the proposed flux qubit depends on the rate of quantum
phase slips that coherently couple the two flux states n = 0 and n = 1 at a
flux bias φ = 1/2. Because of the exponential dependence of the rate on the
bias voltage, variations in the voltage source can cause qubit dephasing. This
section assesses the electronic tunability of the qubit as a function of the bias
voltage and its sensitivity to charge fluctuations.

The sensitivity of the qubit hinges on the slope of the relation between the
free-energy barrier and the bias voltage (Figure 5.7) and, thus, can be examined
by approximating the free-energy barrier by the linear relation

∆F
FC

= b − cVb, (5.25)

where b is the normalized free-energy barrier at zero bias voltage, and c is the
slope. Substituting with the linearized barrier expression into the quantum-
phase-slip rate (5.21) leads to

ΓQPS =
1
τ

√
ε
a

(b − cVb)1/2 exp
[
− ε(b − cVb)

]
, (5.26)
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Figure 5.9 | Electronic tunability of a phase-slip qubit comprising a voltage-biased
superconducting ring, enclosing half a flux quantum. The rate of quantum phase
slips ΓQPS in the form (5.26) is plotted as a function of the bias voltage Vb. The
tunability is characterized by the full width of Vb at half maximum of the rate. The
parameter c is the slope of the relation between the free-energy barrier and Vb, b
denotes the zero-bias free-energy barrier, normalized by the condensation energy FC,
and ε ≡ aτ~/FC, where the relaxation time τ is defined in equation (5.20).

with the dimensionless constant ε is defined as

ε ≡ aτFC

~
. (5.27)

The rate of quantum phase slips equals zero at a bias voltage Vb = b/c. To
extend the range of the bias voltage, the zero-bias barrier b must be increased
by employing a superconducting ring of larger width (Figure 5.7b).

Substituting with the dimensionless variable x defined as

x ≡ ε(b − cVb), (5.28)

into the rate (5.26) produces the succinct expression

ΓQPS =
1
τ

√
x
a
e−x. (5.29)

Maximizing the rate (5.29) results in the critical bias voltage

V c
b =

b
c
− 1

2cε
, (5.30)

at which the highest quantum-phase-slip rate reads

Γmax =
1
√

2ae

1
τ
. (5.31)
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For a fixed-frequency operation, it is optimal to operate at the sweet spot V c
b

where the rate is insensitive to charge fluctuations in the first order. The
tunability of the transition frequency can be characterized by the full width of
the bias voltage at half maximum of the quantum-phase-slip rate. To that end,
substituting with Γmax/2 into the rate (5.29) leads to the equation

1

2
√

2e
=
√
xe−x, (5.32)

with the two real solutions

V +
b =

1
2cε

[
2bε+W

(
−1
4e

)]
, (5.33)

and

V −b =
1

2cε

[
2bε+W−1

(
−1
4e

)]
, (5.34)

where W is the Lambert function, defined as the inverse of g(W ) =W exp(W ).
The full width at half maximum takes the form

V +
b −V

−
b =

1
2cε

[
W

(
−1
4e

)
−W−1

(
−1
4e

)]
, (5.35)

To reduce the sensitivity of the qubit to bias voltage, the arc length of the
bias electrodes must be minimized, seeing that it is proportional to the
slope c (Figure 5.7a). In addition, the parameter ε can be minimized by
operating at a lower temperature to decrease the relaxation time τ , or by using a
ring of smaller thickness d to reduce the condensation energy FC (Figure 5.8b).

To sum up, the modulation of the quantum-phase-slip rate via bias voltage
enables electronic tunability of the transition frequency of the proposed qubit.
But it also renders the qubit prone to dephasing in the presence of charge noise
or variations in the voltage source. For example, as captured by Figure 5.8b,
owing to the exponential dependence of the rate on the barrier height, voltage
fluctuations in the order of 1µV shift the rate by a few gigahertz.
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5.4.2 Sensitivity to low-frequency flux noise

Over the past two decades, the coherence times of superconducting qubits
have improved by a few orders of magnitude. This improvement is attributed
to two key factors: the reduction of noise via progress in qubit materials
and fabrication; and the reduction of the qubit noise sensitivity via design
advances [35]. The transmon is a quintessential example of the latter [41].
Unlike the Cooper-pair box whose coherence time was in the nanosecond
range, the transmon exhibits coherence times up to a hundred microseconds.
This leap has been achieved by incorporating a large shunt capacitance,
which reduces the qubit sensitivity to charge fluctuations, and by embedding
the transmon into a microwave resonator—an architecture known as circuit
quantum electrodynamics. Likewise, the coherence times of flux qubits have
been improved, most recently by including a large shunt capacitance, giving
rise to the C-shunt flux qubit [35]. Compared with conventional flux qubits,
the C-shunt variant is less sensitive to low-frequency flux noise.

In general, low-frequency flux noise is a dominant source of decoherence in flux
qubits, as well as other qubit implementations for which the Josephson junction
is replaced by a dc SQUID to enable magnetic tunability of the transition
frequency. The power spectral density of the flux noise scales with 1/f u

where f is the frequency and u is of order unity [176, 177]. Moreover, the
flux noise is independent of the superconducting material and the geometry
of the device [178]. Low-frequency flux noise is still a subject of active
research and is likely caused by randomly oriented magnetic defects and
surface spins [179]. Nevertheless, from a design perspective, the solution is to
minimize the sensitivity of the qubit to variations in the magnetic flux.

This section qualitatively evaluates the sensitivity of the proposed qubit to
variations in the flux bias, due to either fluctuations in the biasing circuit
or flux noise [180]. The latter is expected to be considerably lower than
Josephson-based qubits since the random reversal of electron spins at the
interface between the superconductor and the insulating barrier is believed
to be a likely source of low-frequency flux noise [181–183]. Accordingly, in a
junction-less, uninterrupted superconducting ring, low-frequency flux noise is
expected to be substantially reduced.
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Figure 5.10 | Qubit sensitivity to flux noise. a | The ground and the first excited
states of the proposed phase-slip flux qubit as a function of the normalized flux bias φ
based on the two-level Hamiltonian (5.36). b | Probability of the first two eigenstates,
or the two flux states n = 0 and n = 1. The quantum-phase-slip rate ΓQPS is 10 GHz. The
persistent current I equals 1 µA for the solid line and 5 µA for the dotted line.

For a voltage-biased superconducting ring whose flux states are coherently
coupled by quantum phase slips, the two-level Hamiltonian takes the form

Ĥ = IΦ0(φ− 1/2)σz + hΓQPSσx, (5.36)

where φ denotes the normalized flux, and I is the persistent current. For a ring
whose radius is in the order of hundreds of nanometers, the persistent current
amounts to a few microamperes. The eigenvalues of this Hamiltonian are
depicted in Figure 5.10 as a function of φ. At half a flux quantum (φ = 1/2), the
eigenstates are the symmetric and antisymmetric superpositions of the two flux
states n = 0 and n = 1. Incidentally, the superposition of two macroscopic flux
states was first measured in [184–186] for superconducting loops incorporating
one or more Josephson junctions.

Diagonalizing the Hamiltonian (5.36) leads to the level splitting

hν01 =
[
(2hΓQPS)2 + E2

]1/2
, (5.37)

where E ≡ 2IΦ0(φ − 1/2). The sensitivity of the splitting to flux noise can be
defined as [180]

Dφ ≡
∂ν01

∂φ
=
E
h

[
(2hΓQPS)2 + E2

]−1/2 ∂E
∂φ

. (5.38)
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Figure 5.11 | Asymmetric free-energy barriers. Free energy of a superconducting
ring that is asymmetric due to defects or unbalanced bias electrodes (Figure 4.5). The
barrier for the transition from n = 0 to n = 1 is lower than that for the reverse transition.
The corresponding quantum-phase-slip rates are asymmetric as well.

At the half-flux-quantum degeneracy point, the qubit is insensitive to flux
fluctuations up to first order. Away from the degeneracy point and in the
limit E � hΓQPS, the sensitivity reduces to

Dφ ≈
2IΦ0

h
, (5.39)

implying that the qubit becomes less sensitive to flux noise as the persistent
current decreases (Figure 5.10). In other words, for a higher persistent current,
the degeneracy between the flux states n = 0 and n = 1 is rapidly lifted
as the flux deviates from the degeneracy point, and the eigenstates consist
predominately of one of the two flux states instead of an equal mixture
(Figure 5.10b). Moreover, the higher the qubit transition frequency—encoded
here by the rate of quantum phase slips—the lower the sensitivity to flux noise.

For a ring enclosing half a flux quantum, a larger radius leads to a lower
persistent current and, hence, a reduced sensitivity to magnetic flux noise. This
requirement, however, conflicts with the sensitivity of the quantum-phase-slip
rate to charge fluctuations. Specifically, a larger radius exacerbates the decent
rate of the free-energy barrier with respect to the bias voltage, which renders
the qubit more sensitive to charge fluctuations as captured in Figure 5.9.
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Figure 5.12 | Effect of asymmetry on qubit level spacing. a | The ground and the
first excited states of the proposed phase-slip flux qubit as a function of the magnetic
flux bias φ based on the two-level Hamiltonian (5.36) where the rate of quantum phase
slip is expressed in the matrix form (5.40). b | Probability of the first two eigenstates, or
the two flux states n = 0 and n = 1. The persistent current I equals 1 µA. For the dotted
line, the rate Γ+ = Γ− = 10 GHz. For the solid line, Γ+ = 10 GHz and Γ− = 2 GHz.

5.4.3 Tolerance to device asymmetry

The primary advantage of the phase-slip flux qubit is that the rate of quantum
phase slips depends on macroscopic parameters—namely, the geometry of the
ring and the coherence length of the superconductor. As a consequence, it is
immune to defects occurring on a length much smaller than the coherence
length, as evidenced by the fidelity of the superconducting memory presented
in Chapter 4. In addition, because the bias voltage provides complete control
over the free-energy barrier, it can compensate for small deviations of the
superconductor parameters to ensure a well-defined transition frequency.

But the proposed qubit is sensitive to defects that break the symmetry of
the ring on a scale comparable to the coherence length. Unlike nanowire-
based qubits where all phase slips preferentially occur in the nanowire, in an
uninterrupted ring the bias voltage induces two weak links. Based on the phase
winding number, the preferential location alternates between the upper and
lower arms of the ring. Put differently, transitions that increment the phase
winding number—referred to hereafter as forward transitions—and those that
decrement it—referred to hereafter as backward transitions—occur at two
distinct locations in the ring. Accordingly, in the presence of defects that break
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Figure 5.13 | Eigenstates for asymmetric quantum-phase-slip rates. Probability of
the flux state n = 0 as a function of the normalized flux bias φ for forward quantum-
phase-slip rates Γ+ = 10, 50,100, and 500 GHz, where the arrow indicates the direction
of increasing rate. The backward rate Γ− is fixed at 10 GHz by increasing the bias
voltage. The persistent current I equals 1 µA.

the symmetry of the ring, the free-energy barriers encountered by forward and
backward transitions are not identical (Figure 5.11). This asymmetry can be
caused by defects that suppress the density of Cooper pairs at one side of the
ring or by deviations of the angle between the bias electrodes (Figure 4.5).

The effect of asymmetry can be analyzed by replacing the phase-slip rate ΓQPS

in the two-level Hamiltonian (5.36) by the diagonal matrix

ΓQPS =
(
Γ+ 0
0 Γ−

)
, (5.40)

where Γ+ represents the rate of quantum phase slips that increments the phase
winding, and Γ− represents those that decrement the phase winding number.
For unequal rates, the eigenstates of the qubit at the degeneracy point no longer
consist of equal contributions of the flux states n = 0 and n = 1 (Figure 5.12).

Moreover, although the bias voltage spans the entire range of the free-energy
barrier, it cannot compensate for the asymmetry originating from defects that
are comparable in size to the coherence length of the superconductor. For
instance, in Figure 5.12, if the bias voltage is increased to restore the backward
rate Γ− to its original value, the forward rate Γ+ increases simultaneously, and
the contribution of the state n = 0 decreases and tends to zero as the voltage
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increases (Figure 5.13). A zero contribution of the state n = 0 corresponds to a
deterministic phase slip that increments the winding number to n = 1. If the
ring transitions to the subsequent flux state deterministically, then the two flux
states are no longer coherently coupled.

In sum, proper operation of the qubit requires symmetry of the voltage-biased
superconducting ring on the scale of the coherence length. As discussed
in Chapter 3, the formation of two weak links using a bias voltage entails
designing the dimensions of the ring to be comparable to the coherence length.
As a consequence, potential defects in the ring are axiomatically smaller than
the coherence length. These defects can be tolerated and do not disturb the
operation of the proposed qubit.

5.4.4 Measuring the rate of quantum phase slips

To validate the proposal of the flux qubit, the rate of quantum phase slips must
be measured as a function of the bias voltage. For a superconducting ring
enclosing half a flux quantum, this rate corresponds to the energy difference
between the ground and first excited states (Figure 5.10). This energy difference
can be measured with microwave spectroscopy, in line with the experiments
conducted on superconducting loops interrupted by Josephson junctions. This
section delineates the measurement process according to [186].

The eigenstates of the two-level Hamiltonian (5.36) at a flux bias φ = 1/2
are the symmetric and antisymmetric superpositions of the two macroscopic
flux states n = 0 and n = 1. The persistent current is zero for both states
(Figure 5.14b), and they are therefore indistinguishable at the degeneracy
point φ = 1/2. Consequently, the measurement relies on sweeping the flux
bias nearby the degeneracy point—for example, from φ = 0.49 to 0.51—to
break the symmetry and to distinguish the two states based on the flux induced
by the circulating current. Specifically, the qubit—that is, the voltage-biased
superconducting ring—is enclosed within a dc SQUID that detects the overall
flux (i.e., the flux bias φ in addition to the flux induced by the circulating
current in the ring). Changes in the persistent current as the flux bias is swept
modulate the maximum supercurrent that can flow through the SQUID. For
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Figure 5.14 | Measuring the rate of quantum phase slips a | Energy levels based on
the two-level Hamiltonian (5.36) as a function of the flux bias φ. b | The circulating
current 〈I〉 = −∂E/∂Φ , where Φ = φΦ0 and Φ0 is the flux quantum. c | The maximum
supercurrent IS through a dc SQUID as a function of the normalized enclosed flux φS.
The Josephson critical current is denoted by Ic. d | The SQUID current IS as a function
of the flux bias φ in the presence of a microwave radiation of frequency f . e | The flux
difference ∆φ between the two peaks for various microwave frequencies f .

an ideal SQUID with negligible self inductance, the maximum supercurrent is
a periodic function of the enclosed flux and follows the relation [4]

IS = 2Ic
∣∣∣cosπφS

∣∣∣, (5.41)
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where Ic is the critical current of the Josephson junctions, and φS is the flux
enclosed by the SQUID in units of the flux quantum.

In practice, the enclosed flux φS can be higher than the flux bias φ depending
on the degree of localization of the magnetic field that generates the flux bias.
Accordingly, the supercurrent IS increases as φ is swept from 0.49 to 0.51
because the overall flux enclosed by the SQUID increases. The rate of this
increase, however, depends on by the flux induced by the circulating current in
the qubit ring. For instance, at φ = 1/2, the persistent current changes direction
and results in an inflection point in the SQUID current IS as a function of φ.

This measurement is conducted in the presence of a microwave radiation that
induces transitions from the ground to the first excited state. These transition
yield two peaks at the flux values for which the energy-level splitting resonates
with the radiation frequency. The location of the two peaks depends on the
frequency f (Figure 5.14c). The avoided crossing at half a flux quantum
is verified by mapping the relation between the level splitting and the flux
bias φ. In particular, the energy difference is calculated by plotting the flux
difference ∆φ between the two peaks as a function of the frequency f of
the impinging photons. If the relation is linear, then the rate of quantum
phase slips is negligible, and no avoided crossing occurs. If, however, the
relation is nonlinear, then there is an avoided crossing at half a flux quantum,
which can be deduced by extrapolating the relation to ∆φ = 0. Evidently, this
measurement can be repeated as a function of the bias voltage to reproduce
Figure 5.8 and to determine the fitting parameter a in the rate (5.21).
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Conclusions

The goal of this thesis is to present a novel electronically tunable weak link for
superconducting quantum circuits. In general, a weak link describes a region
of weakened superconductivity interrupting two strongly superconducting
electrodes. In that region, superconductivity is suppressed either intrinsically
due to a geometry or material change or extrinsically due to an applied
electromagnetic field. Examples of weak links include a topological insulator,
a two-dimensional electron gas, a van der Waals heterostructure, a nanowire,
or simply a constriction in a contiguous superconductor. The most celebrated
form of a weak link, however, is the Josephson junction, a thin insulator
interrupting two superconducting electrodes. Superconducting quantum bits
(qubits) hinge on the nonlinear inductance of a Josephson junction. This
nonlinearity yields an anharmonic energy spectrum, a prerequisite to isolate
a two-level quantum system—that is, a qubit. The transition frequency of
the qubit is determined by the thickness of the insulating barrier and the
parameters of the superconductor. To tune this frequency, the single Josephson
junction is replaced by two parallel junctions, thus forming a dc SQUID.
The overall magnetic flux enclosed by the SQUID determines the transition
frequency of the qubit. Unfortunately, the magnetic tunability renders the
qubit sensitive to low-frequency flux noise and, hence, limits its dephasing
time. This constraint motivates the need for electronically tunable weak links.
In this thesis, I propose using a bias voltage to induce tunable weak links in
superconductors. The results of this work establish a route towards novel
superconducting quantum devices.
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Throughout this thesis, the effect of a bias voltage on the density of Cooper
pairs in a superconductor is studied using the numerical solution of the time-
dependent Ginzburg-Landau equations, introduced in Chapter 2. The model
comprises a superconductor specimen, e.g., a strip, contacted at its two ends
by normal-metal electrodes that specify the value of the scalar potential. The
potential difference induces a supercurrent along the direction perpendicular
to the bias electrodes. More specifically, normal electrons are injected into the
superconductor at one end. These electrons convert into Cooper pairs that flow
to the other end. Because the reverse conversion occurs at the other electrode,
the supercurrent flattens halfway between the two electrodes. Correspondingly,
the minimum of the Cooper-pair density is at the center of the strip. As detailed
in Chapter 3, designing the length of the strip to be a few multiples of the
coherence length of the superconductor, one may obtain a global minimum of
the Cooper-pair density, constituting a phase-slip center—that is, a preferential
location to nucleate phase slips.

Phase slips are topological variations of the superconducting order parameter,
for which the magnitude of the Cooper-pair density is locally suppressed to
permit a discontinuous jump in the phase. For a closed superconducting
loop, created for instance by interconnecting two curved strips, phase slips
increment or decrement the phase winding number, a quantity characterizing
the flux state of the loop. In an external magnetic field, a superconducting
loop transitions between flux states with different winding numbers via phase
slips. These transitions alter the number of flux quanta threading the loop
and are triggered deterministically at specific values of the magnetic flux,
which depend on the size of the ring. In the presence of a bias voltage,
these deterministic phase slips occur at lower flux values and nucleate at the
preferential locations induced by the bias voltage. This reduction implies that
the energy barrier separating two neighboring flux states can be electronically
modulated. The practicality of the electronic control of the free-energy barrier
is exemplified in Chapter 4 by a superconducting memory whose state is
encoded by the absence or presence of a single flux quantum within the loop.
The write operation occurs via a bias-voltage pulse that temporarily lowers the
energy barrier to permit a single transition to the subsequent flux state, namely
logic ‘1’. Reapplying the same pulse enforces the reverse transition, thereby
writing ‘0’. A shorter pulse width executes a nondestructive readout. The write
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and read pulses are in the order of tens of picoseconds. The fidelity of the
memory as a function of defects and variations in the control parameters is
examined thoroughly in Chapter 4. The memory can operate under asymmetric
flux bias and it is insensitive to defects that are much smaller than the coherence
length of the superconductor. Conversely, in the presence of defects that are
on the scale of the coherence length, the memory-write fidelity decreases
drastically. Nevertheless, the fidelity can be recovered by calibrating the pulse
width of the write operation in the presence of defects.

The electronic control of the free-energy barrier can also be used to enhance
the rate of quantum phase slips. Quantum phase slips refer to stochastic
transitions between neighboring flux states via tunneling through the energy
barrier. According to Langer-Ambegaokar-McCumber-Halperin (hereafter
LAMH) theory, the barrier height depends on the cross-sectional area of the
superconductor. Consequently, quantum phase-slip circuits often incorporate
an ultra-thin superconducting nanowire into a larger superconducting loop
to enhance the rate of quantum phase slips. For a loop enclosing half a flux
quantum, quantum phase slips coherently couple the two flux states with
zero and one flux quanta, a phenomenon dubbed coherent quantum phase
slips. Analogous to the Josephson effect, coherent quantum phase slips have
been harnessed to build a phase-slip flux qubit. The primary drawback of this
flux-qubit variant is that its transition frequency is fixed by the dimensions
of the wire and the parameters of the superconductor. More important, the
exponential dependence of the quantum-phase-slip rate on the dimensions
of the wire entails stringent fabrication requirements. As an alternative, I
propose using a superconductor of a relatively larger cross-sectional area,
while compensating for the increased barrier by a bias voltage. In Chapter 5,
I evaluate the barrier height as a function of the bias voltage and calculate
the corresponding rates of quantum phase slips. This design can serve as a
phase-slip flux qubit whose transition frequency is electronically tunable in
the gigahertz range. The sensitivity of the qubit to low-frequency flux noise
is discussed in Chapter 5. Since the ring is uninterrupted by an insulating
oxide, the flux noise is expected to be much less than Josephson-based qubits.
Moreover, the qubit is immune to fluctuations and defects occurring on a scale
much smaller than the coherence length.
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6.1 Outlook

This section defines several directions for future research based on the work
presented in this thesis. These recommendations aim to refine the description
of the devices proposed in Chapters 4 and 5, and they also highlight other
applications based on the electronic control of the free-energy barrier.

First, owing to the bias voltage, normal current is injected into the interior
of the superconductor, which causes Joule heating near the bias electrodes.
In addition, vortex motion—for example, during the write and readout of
the memory proposed in Chapter 4—results in Joule heating. Consequently,
to ensure proper functionality of the memory, one must examine the heat
dissipation during a complete write and readout cycle. The effect of heat can
be analyzed by coupling the time-dependent Ginzburg-Landau equation with
the heat diffusion equation, as detailed in Section 4.3.2. This analysis would
yield practical considerations regarding the choice of the substrate and the
superconductor, and it would also identify the upper limit of the operating
temperature and the frequency of the write operation of the proposed memory.

Second, in this work, the free-energy barrier was estimated using the numerical
solution of the time-dependent Ginzburg-Landau (GL) equations. The LAMH
theory, detailed in Chapter 5, defines the barrier as the difference between
the energy of the initial metastable flux state and the energy of a saddle point
in the free-energy landscape, known as the saddle state. The saddle state
denotes the trajectory that the superconductor traverses to transition between
two metastable flux states. The time evolution of the order parameter in
the GL equations, however, does not pass through this trajectory. It rather
advances to the critical flux at which a deterministic transition occurs. To
refine the calculation of the barrier, the exact saddle-state energy must be
computed. Several numerical techniques already exist [171–173], but they
must be integrated with the numerical solution of the GL equations that
captures the reduction of the Cooper-pair density owing to a bias voltage.

Third, the devices discussed in Chapters 4 and 5 assumed that the voltage-
biased superconducting rings are made of aluminum. Aluminum is indeed one
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of the most common superconductors and is typically considered the silicon of
superconducting quantum circuits. Nonetheless, a possible research question
relates to the optimal choice of the superconductor—for example, for the phase-
slip flux qubit introduced in Chapter 5. To that end, various materials must
be explored with the aim of minimizing the sensitivity of the quantum-phase-
slip rate to the bias voltage. The reduced sensitivity extends the tunability
range of the qubit transition frequency and inhibits dephasing due to charge
fluctuations. Coherent quantum phase slips are typically observed in strongly
disordered superconductors such as amorphous InO and TiN thin films in
which electrons are localized [84]. As detailed in Chapter 1, the high normal-
state resistance per unit length translates to a reduced energy barrier for phase
slips. This requirement, however, conflicts with the working principle of the
proposed phase-slip qubit. Specifically, to properly control the rate of quantum
phase slips with the bias voltage, the size of the ring must be comparable to
the coherence length of the superconductor. But, the higher the disorder in the
superconductor, the shorter the coherence length (e.g., the coherence length
is about 20 nm for InO [84]), which renders fabricating and biasing a ring
of a comparable size challenging. Accordingly, for the devices discussed in
Chapters 4 and 5, one must investigate materials whose coherence length is
still within the limits of accessible lithographic techniques.

Finally, as previously emphasized, the electronic control of the free-energy
barrier is a promising candidate for developing novel superconducting
quantum devices, two of which were presented in Chapter 4 and Chapter 5.
A third unexplored example is a dc flux-bias circuit. As evidenced by the
hysteresis of the free-energy spectrum of a finite-width superconducting
ring, not all metastable flux states are accessible. That is why an unbiased
superconducting ring cannot store an arbitrary number of flux quanta. In the
presence of a bias voltage, however, the hysteresis of the energy spectrum is
reduced, which gives access to all minima of the free energy. In other words,
the bias voltage acts as a gate that permits the desired number of flux quanta to
be enclosed within the ring. Thus, a voltage-biased superconducting ring can
serve as a dc flux control for a nearby quantum circuit containing a SQUID—for
example, to magnetically tune the transition frequency of a Josephson-based
qubit. A similar dc flux bias is employed in adiabatic quantum computers,
such as D-Wave computers, using the single-flux-quantum (SFQ) logic. Their
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main disadvantage is that the initialization time scales with the number of flux
quanta. For instance, to store N flux quanta, N SFQ pulses must be generated.
Conversely, for a voltage-biased ring, a single bias-voltage pulse applied with
an external flux can deliver the desired number of flux quanta within the ring.

An additional aspect that goes beyond the scope of the Ginzburg-Landau
equations used throughout this thesis is evaluating the coherence time of
the proposed qubit. In general, the tolerance of a qubit to thermal and
electromagnetic noise is characterized by two time scales: the relaxation time
and the dephasing time. The relaxation time denotes the time it takes an
excited qubit to decay to the ground state, while the dephasing time denotes
the time it takes the phase difference between two eigenstates—for example,
the symmetric and antisymmetric superpositions of the two flux states of
the ring—to be randomized. The purpose of such investigation would be to
evaluate the coherence time of the proposed qubit and to compare it with other
phase-slip qubits. The analysis would entail examining whether the use of the
bias voltage introduces any decoherence channels that shorten the lifetime of
the qubit. In particular, one must answer the question: Is Joule heating around
the bias leads detrimental to the coherence of the qubit or is it decoupled from
the dynamics of the qubit, seeing that phase slips occur away from the leads?
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A

Ginzburg-Landau Equations

in Dimensionless Form

This appendix derives the dimensionless form of the Ginzburg-Landau
equations, used throughout the thesis. We start with the time-dependent
Ginzburg-Landau (TDGL) equation

~2

2m∗D

(
∂
∂t

+
iq

~
V

)
ψ +

1
2m∗

(−i~∇− qA)2ψ − |α|ψ + β|ψ|2ψ = 0, (A.1)

whereD is the diffusion coefficient, V is the scalar potential, and A is the vector
potential. The charge of a Cooper pair q equals twice the electronic charge; its
mass m∗ equals twice the electronic mass. Dividing by the equilibrium value
of the order parameter

|ψ0| =
(
|α|
β

)1/2

, (A.2)

leads to

~2

2m∗D

(
∂
∂t

+
iq

~
V

)
ψ̃ +

1
2m∗

(−i~∇− qA)2ψ̃ − |α|ψ̃ + |α||ψ̃|2ψ̃ = 0, (A.3)

where ψ̃ = ψ/ |ψ0| is the normalized order parameter. Substituting with the
definition (2.18) of the coherence length results in

ξ2

D

(
∂
∂t

+
iq

~
V

)
ψ̃ + ξ2

(
− i∇−

q

~
A
)2

ψ̃ − ψ̃ + |ψ̃|2ψ̃ = 0. (A.4)
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A. Ginzburg-Landau Equations in Dimensionless Form

Substituting with the dimensionless quantities

t̃ ≡ D
ξ2 t, (A.5)

Ã ≡
qξ

~
A, (A.6)

and

Ṽ ≡
qξ2

~Dκ
V , (A.7)

produces the final form(
∂

∂t̃
+ iκṼ

)
ψ̃ +

(
i
κ
∇̃+ Ã

)2

ψ̃ − ψ̃ + |ψ̃|2ψ̃ = 0, (A.8)

where the spatial coordinate is in units of the penetration depth λ. For the
second TDGL equation

1
µo
∇×∇×A =

q|ψ|2

m∗
(~∇χ − qA)− σn

(
∇V +

∂A
∂t

)
, (A.9)

we can rewrite the left-hand side as

L.H.S =
1
µo
∇×∇×A =

~
qξ

1
λ2

1
µo
∇̃ × ∇̃ × Ã, (A.10)

and the right-hand side as

R.H.S =
q~
m∗
|ψ|2

(
1
λ
∇̃χ − 1

ξ
Ã
)
− σn

(
1
λ
~Dκ
qξ2 ∇̃Ṽ +

~
qξ
D
ξ2
∂Ã
∂t̃

)
. (A.11)

Multiplying both sides by qξ/~ leads to

1
λ2

1
µo
∇̃ × ∇̃ × Ã =

q2|ψ̃|2

m∗
|α|
β

(
1
κ
∇̃χ − Ã

)
− σnD
ξ2

(
∇̃Ṽ +

∂Ã
∂t̃

)
. (A.12)

Substituting with the definition (2.22) of the penetration depth λ results in

1
λ2 ∇̃ × ∇̃ × Ã =

1
λ2

(
1
κ
∇̃χ − Ã

)
|ψ̃|2 −

µ0σnD
ξ2

(
∇̃Ṽ +

∂Ã
∂t̃

)
. (A.13)

Finally, multiplying both sides by λ2 leads to the final form

∇̃ × ∇̃ × Ã =
(

1
κ
∇̃χ − Ã

)
|ψ̃|2 − σ̃

(
∇̃Ṽ +

∂Ã
∂t̃

)
, (A.14)

where the normalized conductivity σ̃ equals µ0Dκ2σn.
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B

London Equation for

a Superconducting Ring

The central constituent of the model considered throughout this thesis is a
superconducting ring. For a ring of finite width, the magnetic field can be
either localized within the ring or uniform throughout the space. This appendix
compares these two field profiles by solving the London equation for the vector
potential A and, in turn, the magnetic field B.

Our starting point is the supercurrent density expression (2.15). In the London
limit, i.e., assuming a constant magnitude of the complex order parameter, the
supercurrent density Js reduces to

µ0Js =
1
λ2

(
~
q
∇χ −A

)
, (B.1)

where λ is the penetration depth and χ is the phase of the complex order
parameter ψ = |ψ| exp(iχ). Using Ampere’s law and the definition of the vector
potential ∇×A = B, we arrive at

∇×∇×A =
1
λ2

(
~
q
∇χ −A

)
. (B.2)

For the vector potential in equation (B.2) to have an analytical solution, I
assume the ring is infinitely long in the z direction so that any circulating
current induces a magnetic field parallel to the z axis. This assumption leads
to translational symmetry in the z direction—that is, the model reduces to a
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B. London Equation for a Superconducting Ring

Figure B.1 | Schematic of a superconducting ring pierced by an ideal solenoid. The
superconducting ring is of inner radius a and outer radius b. The radius of the solenoid
is denoted by s. The numbers (1-4) correspond to the four regions along the radial
direction where the Laplacian of the vector potential (B.5) is solved.

two-dimensional problem along r and θ. Moreover, if the applied magnetic
field is cylindrically symmetric, then the phase χ only depends on θ and takes
the form χ = nθ, where n is the phase winding number, or the flux state of the
ring. Under these assumptions and using the identity [187]

∇×∇×A = ∇(∇ ·A)−∇2A, (B.3)

the Laplacian of the vector potential in the Coulomb gauge takes the form

∇2A =
1
λ2

(
A− ~n

qr
θ̂

)
. (B.4)

Adopting the dimensionless notation detailed in Appendix A, I can write the
Laplacian of the vector potential as

∇2A = A− n
κr
θ̂, (B.5)

where A is in units of ~/(qξ), and the radial coordinate r is in units of the
penetration depth λ.

I examine two distinct profiles of the applied magnetic field: localized and
uniform. In both cases, the magnetic field is cylindrically symmetric, and the
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B. London Equation for a Superconducting Ring

Figure B.2 | Magnetic field in a superconducting ring pierced by an ideal solenoid.
The ring is of inner radius a and outer radius b, and the solenoid is of radius s. The
applied magnetic flux equals φa = 1/4. a | The azimuthal component of the total vector
potential A as a function of the radial distance r. b | The applied vector potential Aa
and the absolute value of the induced vector potential Ai as a function of r. c,d | The
total B, the applied Ba, and the induced Bi magnetic fields as a function of r. The vector
potential and the magnetic field are computed by solving the six equations (B.14) for a
flux state n = 0. Variables are normalized according to Appendix A.

vector potential can be written as

A = A(r) θ̂. (B.6)

First, for the localized magnetic field, I consider an Aharonov-Bohm-like setup
where the ring is pierced by an ideal solenoid, to which the applied field is
confined [188]. The applied field takes the form

Ba = B0U (r − s) ẑ, (B.7)

where U (r − s) is a unit-step function, and s is the radius of the solenoid.
The space is divided into four regions (Figure B.1). Outside the ring—that is
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B. London Equation for a Superconducting Ring

region 1, 2, and 4—there is no supercurrent, and the Laplacian of the vector
potential (B.5) reduces to ∇2A = 0 with the general solution

A = c1r +
c2

r
. (B.8)

Inside the ring (region 3), however, the Laplacian (B.5) takes the form

rA′ + r2A′′ − (1 + r2)A = −nr
κ
, (B.9)

where A′ ≡ dA/dr, giving rise to a second-order inhomogeneous differential
equation. Using the method of undetermined coefficients [189], the general
solution is expressed as

A = y(r) + p(r), (B.10)

where the complementary solution y(r) satisfies the homogeneous equation,
and the particular solution p(r) satisfies the inhomogeneous equation. The
homogeneous part

rA′ + r2A′′ − (1 + r2)A = 0, (B.11)

is known as the modified Bessel equation [190] and has the general solution

y(r) = c1I1(r) + c2K1(r), (B.12)

where I1 and K1 are the modified Bessel functions of the first and second kind,
respectively. The general solution to the inhomogeneous equation reads

A(r) = c1I1(r) + c2K1(r) +
n
κr
. (B.13)

This solution must satisfy the continuity of the vector potential and the
magnetic field at all interfaces, except at the surface of the solenoid where
the magnetic field is discontinuous by the solenoid field B0. These boundary
conditions lead to six equations with six unknowns1. In matrix form and for a
ring of inner radius a and outer radius b, these equations are expressed as

s −s −s−1 0 0 0
2 −2 0 0 0 0
0 a a−1 −I1(a) −K1(a) 0
0 −2 0 ΣI (a) ΣK (a) 0
0 0 0 −I1(b) −K1(b) b−1

0 0 0 ΣI (b) ΣK (b) 0





c1

c2

c3

c4

c5

c6


=



0
B0

n/(κa)
0

n/(κb)
0


, (B.14)

1The coefficient of 1/r in region 1 is zero so that the solution does not blow up at r = 0. Likewise,
the coefficient of r in region 4 is zero so that the solution does not blow up at r→∞.
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B. London Equation for a Superconducting Ring

Figure B.3 | Vector potential A in a superconducting ring threaded by an ideal
solenoid. The ring is of inner radius a and outer radius b, and the solenoid is of radius s.
The applied magnetic flux equals φa = 3/4. a | The azimuthal component of the total
vector potential A as a function of the radial distance r. b | The applied Aa and the
induced Ai vector potentials as a function of r. The vector potential is in units of ~/(qξ)
and is computed by solving the six equations (B.14) for a flux state n = 1.

with

ΣI (r) =
I1(r)
r

+
I0(r)

2
+
I2(r)

2
, (B.15)

and

ΣK (r) =
K1(r)
r
− K0(r)

2
− K2(r)

2
. (B.16)

For a given flux state, specified by the phase winding number n, the six
equations (B.14) are solved simultaneously for the induced vector potential.
For instance, for a winding number n = 0 and an applied flux φa = 1/4 through
the solenoid, a counterclockwise supercurrent induces a magnetic field in the
negative z direction (Figure B.2). The induced field opposes the applied one so
that the total flux enclosed within the ring is quantized and is equal to zero.
Conversely, for n = 1 and an applied flux φa = 3/4, a clockwise supercurrent
induces a magnetic field in the positive z direction (Figure B.3). The induced
magnetic field augments the applied one so that the total flux enclosed within
the ring equals one flux quantum, as evidenced by the value of the total
vector potential at the outer rim of the ring [A(b) = n/b]. In both cases, the
supercurrent circulates along the inner rim of the ring.
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B. London Equation for a Superconducting Ring

Figure B.4 | A superconducting ring placed in a uniform perpendicular magnetic
field. The ring is of inner radius a. The magnetic field decays exponentially from the
outer rim of the ring according to the penetration depth λ. The applied magnetic field
corresponds to two flux quanta enclosed by the outer rim of the ring. Variables are
written in a dimensionless form according to Appendix A.

Second, for the uniform magnetic field

Ba = B0 ẑ, (B.17)

the radial space is divided into three regions. In analogy to the solenoid setup, I
solve the Laplacian ∇2A = 0 outside the ring, and the modified Bessel equation
inside the ring. The external magnetic field decays exponentially from the
surface of the ring according to the penetration depth λ (Figure B.4).

The key difference between the localized and the uniform field setups is the
distribution of the supercurrent density. In the solenoid setup, there is no
magnetic field directly impinging on the ring. Therefore, the Meissner effect
is irrelevant and the magnetic field acts on the superconducting condensate
only through its vector potential. Consequently, any induced supercurrent
is solely due to the flux quantization requirement in superconducting loops.
Put differently, the supercurrent circulates along the inner rim of the ring to
ensure the enclosed flux is an integer multiple of the flux quantum. In contrast,
for a magnetic field that is uniform throughout space, the superconductor
must expel the magnetic field (Meissner effect). As a result, the supercurrent
circulates at the outer rim of the ring so that the applied field decays
exponentially inside the bulk of the ring.
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C

Numerical Solution of the

Ginzburg-Landau Equations

This appendix presents the numerical solution of the time-dependent GL
equations, used extensively in Chapters 2, 3, 4, and 5. First, I introduce
the finite-difference method for computing the spatial derivatives. Second, I
discuss the two common gauge choices: the Coulomb gauge (Section C.2) and
the zero-scalar-potential gauge (Section C.3).

C.1 Finite-difference method

As discussed in Chapter 2, for a superconducting ring whose thickness is much
smaller than the coherence length, the order parameter varies negligibly along
the thickness of the ring. As a consequence, the model of the ring reduces to a
two-dimensional superconductor.

For a ring of radius R and width w, I use a discrete polar grid (Figure C.1).
Along the radial direction, the grid is characterized by {rk} with a spacing ∆r

and the integer k ∈ [1,K]. If the grid covers only the bulk of the ring, then k = 1
corresponds to r = R and k = K to r = R+w. Along the azimuthal direction, the
grid is characterized by {θp} with a spacing ∆θ and the integer p ∈ [1, P ]. The
integer p = 1 corresponds to θ = 0 and p = P to θ = 2π −∆θ .
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C. Numerical Solution of the Ginzburg-Landau Equations

Figure C.1 | Numerical grid in polar coordinates. Along the radial direction, the
grid is characterized by {rk} with a spacing ∆r . Along the azimuthal direction, the grid
is characterized by {θp} with a spacing ∆θ .

To compute the spatial derivatives in the TDGL equations (2.54) and (2.55), I
use the central-difference method with a five-point stencil [191]. For instance,
in polar coordinates, the Laplacian is expressed as

∇2 ≡ ∂2

∂r2 +
1
r
∂
∂r

+
1
r2

∂2

∂φ2 . (C.1)

On the discrete grid (Figure C.1), it takes the form

∇2ψk,p =
1

∆2
r

(
ψk+1,p − 2ψk,p +ψk−1,p

)
+

1
2rk∆r

(
ψk+1,p −ψk−1,p

)
+

1

r2
k∆

2
θ

(
ψk,p+1 − 2ψk,p +ψk,p−1

)
,

(C.2)

where the radial distance rk is defined as rk = R+ (k − 1)∆r .

To impose a Neumann boundary condition at the edges of the ring, the first
derivative of the order parameter must be set to zero. In the discretized form,
at the outer boundary of the ring, the Neumann condition translates to

1
2∆r

(
ψk+1,p −ψk−1,p

)∣∣∣∣
k=K

= 0, (C.3)

where k = K corresponds to r = R+w. The condition (C.3) specifies the value of
the order parameter at the fictitious point k = K + 1 outside the grid as follows

ψK+1,p = ψK−1,p. (C.4)
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C. Numerical Solution of the Ginzburg-Landau Equations

Substituting with equation (C.4) in the second derivative at the outer boundary
of the ring leads to

∂2ψ

∂r2

∣∣∣∣∣
r=R+w

=
2

∆2
r

(
ψK−1,p −ψK,p

)
. (C.5)

The same conditions are also imposed at the inner boundary of the ring.
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C.2 GL equations in the Coulomb gauge

In the Coulomb gauge ∇ ·A = 0, I solve the time-dependent GL equation

∂ψ

∂t
= −iκVψ −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ, (C.6)

with the continuity equation

σ∇2V = ∇ · Js = ∇ ·
[

1
2iκ

(
ψ∗∇ψ −ψ∇ψ∗

)
− |ψ|2A

]
, (C.7)

self-consistently for the order parameter ψ(r, t) and the scalar potential V (r, t).

As an illustrative example, and in line with Section 2.3.1, I assume the width
of the ring is much smaller than the characteristic length scales (i.e., w� ξ).
Consequently, the order parameter does not vary along the radial direction,
and all the vector quantities only have an azimuthal component. In this limit,
the two TDGL equations (C.6) and (C.7) reduce to

∂ψ

∂t
= −iκVψ −

(
i
κR

∂
∂θ

+A
)2

ψ +
(
1− |ψ|2

)
ψ, (C.8)

and
σ

R2
∂2V

∂θ2 =
1
R
∂Js
∂θ

. (C.9)

First, I solve the Laplacian (C.7) as a system of linear equations

σ

R2∆2
θ

(
Vp+1 − 2Vp +Vp−1

)
=

1
2R∆θ

(
J
p+1
s − Jp−1

s
)
. (C.10)

To bias the superconducting ring, as in Chapter 3, the potential V is specified
by the bias electrodes along the outer perimeter of the ring. For instance, in the
example discussed in Section 3.2.1, the bias voltage specifies the electrostatic
potential to V (θ = 0) = 0 and V (θ = π) = Vb. In the discrete form, this condition
translates to Vp=1 = 0 and Vp=P /2+1 = Vb.

Second, for the time-evolution equation, I use the fourth-order Runge-Kutta
method. To that end, I rewrite the first TDGL equation (C.8) in the form

∂ψ

∂t
= F (ψ,A,V ) = −iκVψ −

(
i
κR

∂
∂θ

+A
)2

ψ +
(
1− |ψ|2

)
ψ. (C.11)

140



C. Numerical Solution of the Ginzburg-Landau Equations

For a time grid defined by {n} with a spacing ∆t , the time stepping proceeds
according to the relation

ψn+1 = ψn +
∆t

6

(
f1 + 2f2 + 2f3 + f4

)
. (C.12)

with

f1 = F (ψn,V n,An),

f2 = F (ψn +∆tf1/2, V
n+1/2, An+1/2),

f3 = F (ψn +∆tf2/2, V
n+1/2, An+1/2),

f4 = F (ψn +∆tf3, V
n+1, An+1).

(C.13)

The overall algorithm of the solution is summed up in the pseudo code

% initial condition
ψ(t = 0, θ) = 1

% time stepper
loop

f1 = F (ψn, An, V n)

V2← solve Eq. (C.10) with ψn +∆tf1/2, An+1/2, V n+1/2
b

f2 = F
(
ψn +∆tf1/2, An+1/2, V2

)
V3← solve Eq. (C.10) with ψn +∆tf2/2, An+1/2, V n+1/2

b

f3 = F
(
ψn +∆tf2/2, An+1/2, V3

)
V4← solve Eq. (C.10) with ψn +∆tf3, A

n+1, V n+1
b

f4 = F (ψn +∆tf3, A
n+1, V4)

ψn+1 = ψn + (∆t/6)(f1 + 2f2 + 2f3 + f4)

V n+1← solve Eq. (C.10) with ψn+1, An+1, V n+1
b

end loop
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C.3 GL equations in a zero-scalar-potential gauge

In the zero-scalar-potential gauge V = 0, I solve the two equations

∂ψ

∂t
= −

(
i
κ
∇+ A

)2

ψ +
(
1− |ψ|2

)
ψ, (C.14)

and

σ
∂A
∂t

=
1

2iκ

(
ψ∗∇ψ −ψ∇ψ∗

)
− |ψ|2A−∇×∇×A, (C.15)

self-consistently for the complex order parameter ψ(r, t) and the vector
potential A(r, t). Similar to Section C.2, I define a discrete time grid indexed
by {n} with a spacing ∆t . Next, I cast the two TDGL equations as

∂ψ

∂t
= F (ψ,A), (C.16)

and
∂A
∂t

= G(ψ,A). (C.17)

The time stepping of these two simultaneous equations proceeds according to

ψn+1 = ψn +
∆t

6
(f1 + 2f2 + 2f3 + f4), (C.18)

and
An+1 = An +

∆t

6
(g1 + 2g2 + 2g3 + g4), (C.19)

where the coefficients are evaluated, in that order, by

f1 = F
(
ψn, An

)
,

g1 = G(ψn, An),

f2 = F
(
ψn + (∆t/2)k1, A

n + (∆t/2)g1

)
,

g2 = G
(
ψn + (∆t/2)k1, A

n + (∆t/2)g1

)
,

f3 = F
(
ψn + (∆t/2)k2, A

n + (∆t/2)g2

)
,

g3 = G
(
ψn + (∆t/2)k2, A

n + (∆t/2)g2

)
,

f4 = F
(
ψn +∆tk3, A

n +∆tg3

)
,

g4 = G
(
ψn +∆tk3, A

n +∆tg3

)
.

(C.20)
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C. Numerical Solution of the Ginzburg-Landau Equations

C.3.1 Example of a ring pierced by an ideal solenoid

This section presents an example of the solution of the TDGL using the
gauge V = 0. I assume translational symmetry along the z direction such that
currents circulating in the ring induce a magnetic field parallel to the z axis.
For the applied field, I consider an Aharonov-Bohm-like setup where the
superconducting ring is pierced by an ideal solenoid to which the field is
confined [188]. The applied field, then, takes the form

Ba = B0U (r − s) ẑ, (C.21)

where U (r − s) is a unit-step function, and s is the radius of the solenoid. Due
to the cylindrical symmetry of the ring and of the applied field, the vector
potential only has an azimuthal component. In the scalar form, the second
TDGL equation (C.15) reduces to

σ
∂A
∂t

=
1

2iκr

(
ψ∗
∂ψ

∂θ
−ψ

∂ψ∗

∂θ

)
− |ψ|2A+

1
r
∂A
∂r

+
∂2A

∂r2 −
A

r2 . (C.22)

In this example, I account for the self-inductance of the ring. Thus, the vector
potential is divided into two components: applied and induced (A = Aa + Ai).
Therefore, the time evolution of the induced vector potential reads

σ
∂Ai

∂t
= −∂Aa

∂t
+

1
2iκr

(
ψ∗
∂ψ

∂θ
−ψ

∂ψ∗

∂θ

)
− |ψ|2A+

1
r
∂Ai

∂r
+
∂2Ai

∂r2 −
Ai

r2 , (C.23)

where ∇×Aa = 0 inside the ring as the applied field is confined to the solenoid.

The time-evolution equation (C.23) is only defined inside the ring—that is,
where a supercurrent flows. Outside the ring, however, I solve Ampere’s law in
free space (∇×∇×A = 0) to impose proper boundary conditions on the vector
potential. The general solution outside the ring is

A(r) = c1r +
c2

r
. (C.24)

In the region 0 ≤ r ≤ R, the vector potential must vanish at r = 0, and the
solution reduces to c1r. Similarly, in the region R +w ≤ r ≤ ∞, the solution
reduces to c2/r. Invoking the discrete grid {rk}, at r = R, I can write

Ak−1
i = c1(R−∆r ) =

R−∆r
R

Aki . (C.25)
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Likewise, at r = R+w, I can write

Ak+1
i =

c2

R+w+∆r
=

R+w
R+w+∆r

Aki . (C.26)

The two conditions (C.25) and (C.26) modify the finite-difference derivatives
at the ring boundaries. Accordingly, at r = R, the first derivative becomes

∂Ai

∂r

∣∣∣∣∣
r=R

=
1

2∆r

(
Ak+1

i −Ak−1
i

)
=

1
2∆r

[
Ak+1

i −
(
R−∆r
R

)
Aki

]
.

(C.27)

And, at r = R+w, it becomes

∂Ai

∂r

∣∣∣∣∣
r=R+w

=
1

2∆r

(
Ak+1

i −Ak−1
i

)
=

1
2∆r

[(
R+w

R+w+∆r

)
Aki −A

k−1
i

]
.

(C.28)

The second derivatives are computed at the sample boundaries in a similar
manner. Using these boundary conditions, it is sufficient to solve the
time-evolution equation (C.23) within the ring to obtain the correct radial
dependence of the induced vector potential.

As an example, I consider a ring of radius R = ξ and widthw = 4ξ. The solenoid
field is increased up to a steady-state value that corresponds to four flux quanta.
To ensure that the enclosed magnetic flux is quantized, a supercurrent flows
along the inner boundary of the ring (Figure C.2). Because the ring starts with
a phase winding number n = 0, it must screen all the external flux so that the
overall enclosed flux equals zero.

In the absence of fluctuations that break the cylindrical symmetry of the ring,
the first TDGL equation (C.14) always results in an order parameter that is
cylindrically symmetric since the applied vector potential does not vary along
the azimuthal direction. In turn, the time evolution of the induced vector
potential (C.23) also maintains the symmetry. Consequently, a phase slip
for which the order parameter is suppressed locally never occurs—that is,
transitions between flux states are forbidden. The steady state in the absence
of fluctuations corresponds to a phase winding number n = 0 (Figure C.2a).
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C. Numerical Solution of the Ginzburg-Landau Equations

Figure C.2 | Time evolution of Cooper-pair density in a superconducting ring. The
letters (a-f) denote the sequential evolution of the Cooper-pair density, normalized
by its equilibrium value |ψ0|, as the ring transitions from a flux state n = 0 to n = 3,
in response to four flux quanta applied through an ideal solenoid piercing the ring
(Figure B.1). Parameters used: R = 1, w = 4, κ = 1, and σ = 1.

In contrast, in the presence of fluctuations, phase slips can nucleate, and the
ring lowers its energy by transitioning to adjacent flux states. Numerically,
fluctuations are included by adding a noise term to the right-hand side of
the TDGL equation (C.14) in the order of 10−5 [118]. The steady state in the
presence of fluctuations corresponds to a winding number n = 3 (Figure C.2f).
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D

Derivation of the

Eckhaus Instability

In a uniform magnetic field, the solution to the time-independent Ginzburg-
Landau (GL) equation for a one-dimensional superconducting ring takes the
plane-wave form

ψn =
[
1− 1

κ2R2 (n−φ)2
]1/2

einθ , (D.1)

where φ is the normalized flux, and θ is the azimuthal angle. The phase
winding number n represents the flux state of the ring. As the magnetic
field increases, the ring transitions between these metastable flux states via
deterministic or stochastic phase slips. This appendix defines the condition for
a deterministic transition, known as the Eckhaus instability [132–134].

In the presence of small fluctuations δ, we can write the complex order
parameter around a metastable state ψn up to first order in δ as

ψ = ψn + δ(θ,t). (D.2)

Substituting with the expansion (D.2) into the first TDGL equation

∂ψ

∂t
= − 1

κ2R2

(
i
∂
∂θ

+φ
)2

ψ +
(
1− |ψ|2

)
ψ, (D.3)
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leads to

∂ψn
∂t

+
∂δ
∂t

=
1

κ2R2

[
∂2ψn
∂θ2 +

∂2δ

∂θ2 − 2iφ
(
∂ψn
∂θ

+
∂δ
∂θ

)
−φ2(ψn + δ)

]
+ (ψn + δ)−

∣∣∣(ψ∗n + δ∗)(ψn + δ)
∣∣∣2(ψn + δ).

(D.4)

Because the state ψn is stationary—that is, it satisfies the time-independent GL
equation—the expression simplifies to

∂δ
∂t

=
1

κ2R2

(
∂2δ

∂θ2 − 2iφ
∂δ
∂θ
−φ2δ

)
+ δ − 2|ψn|2δ −ψ2

nδ
∗, (D.5)

where the nonlinear terms in δ are dropped. Following the standard recipe of
the linear stability analysis, fluctuations can be written in the form

δ(θ,t) = a(θ)eεt , (D.6)

Because of the periodicity of the ring, we can expand the amplitude a as a
Fourier series

a(θ) =
∑
p

cp e
i(n+p)θ , (D.7)

and δ takes the form

δ(θ,t) = eεt
∑
p≥0

(
cp e

i(n+p)θ + c−p e
i(n−p)θ

)
. (D.8)

Substituting with the series expansion of δ into the time evolution (D.5) gives

ε
(
cp e

i(n+p)θ + c−p e
i(n−p)θ

)
= cp e

i(n+p)θ + c−p e
i(n−p)θ

−
(
2− 2v2

s

)(
cp e

i(n+p)θ + c−p e
i(n−p)θ

)
−
(
1− v2

s

)(
cp e

i(n−p)θ + c−p e
i(n+p)θ

)
−
(
vs +

p

κR

)2
cp e

i(n+p)θ −
(
vs −

p

κR

)2
c−p e

i(n−p)θ ,

(D.9)

where the superfluid velocity is defined as

vs ≡
1
κR

(n−φ). (D.10)

In matrix form, equation (D.9) reads

ε

(
cp
c−p

)
=

(
B11 B12

B21 B22

)(
cp
c−p

)
, (D.11)
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where

B11 = 1−
(κRvs + p)2

κ2R2 − 2
(
1− v2

s

)
, (D.12)

B12 = −
(
1− v2

s

)
, (D.13)

B21 = −
(
1− v2

s

)
, (D.14)

and

B22 = 1−
(κRvs − p)2

κ2R2 − 2
(
1− v2

s

)
. (D.15)

Solving the determinant ∣∣∣∣∣∣B11 − ε B12

B21 B22 − ε

∣∣∣∣∣∣ = 0, (D.16)

results in the eigenvalues

ε±p = −1−
p2

κ2R2 + v2
s ±

√(
1− v2

s
)2

+
4v2

s p
2

κ2R2 , (D.17)

where the eigenvalues ε−p are negative definite and can be dropped. The
index p refers to the periodicity of fluctuations. For instance, an index p = 1
refers to fluctuations that repeat once—that is, fluctuations that wind up the
phase once, namely single phase-slip events. Similarly, an index p = 2 refers to
double phase-slip events, and so on. Accordingly, the critical point for a single
phase slip is governed by the eigenvalue

ε1 = −1− 1
κ2R2 + v2

s +

√(
1− v2

s
)2

+
4v2

s

κ2R2 . (D.18)

Because fluctuations are only allowed to grow for a positive eigenvalue, the
critical point corresponds to an eigenvalue

ε1 = 0 = −1− 1
κ2R2 + v2

s +

√(
1− v2

s
)2

+
4v2

s

κ2R2 , (D.19)

Squaring both sides leads to

1
κ4R4 +

2
κ2R2 −

2v2
s

κ2R2 =
4v2

s

κ2R2 . (D.20)

Rearranging the expression results in

3v2
s = 1 +

1
2κ2R2 . (D.21)
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Figure D.1 | Eigenvalue ε1 for a single phase slip as a function of the normalized
superfluid velocity vs for R = λ = ξ. For ε1 < 0, fluctuations of the order parameter
decay to zero. In contrast, for ε1 > 0, fluctuations grow to nucleate a single phase-slip
event. The instability point is at ε1 = 0.

Thus, the critical superfluid velocity takes the form

vc
s =

1
√

3

√
1 +

1
2κ2R2 , (D.22)

as shown in Figure D.1 for R = 1 and κ = 1. For R =∞, the critical superfluid
velocity reduces to that of an infinite one-dimensional superconductor,
namely vc

s = 1/
√

3. In terms of the magnetic flux, the instability criterion
for a deterministic transition from the flux state n = 0 to n = 1 is expressed as

φc =
κR
√

3

√
1 +

1
2κ2R2 . (D.23)

150



E

Derivation of the

Saddle-State Energy

For a superconducting ring to transition between the local minima of the free
energy, it must surmount a finite energy barrier. This barrier is characterized
by the trajectory the ring traverses from one metastable minimum to the next,
passing through a saddle point in the free-energy landscape, known as the
saddle state. This appendix derives the energy of the saddle state and the free-
energy barrier according to the Langer–Ambegaokar–McCumber–Halperin
(hereafter LAMH) theory [62, 166–170].

E.1 Saddle states

As discussed in Chapter 5, the metastable states of a one-dimensional
superconducting ring correspond to circular orbits of a particle with a radial
coordinate f and time x, where f is the magnitude of the order parameter,
and x is the spatial coordinate defined by x ≡ Rθ. To switch between two
circular orbits, the particle temporarily occupies an elliptical orbit—that is, an
orbit whose radial coordinate f is not constant. This elliptical orbit satisfies
the stationarity condition

dEs

dx
= 0, (E.1)

where Es is the mechanical energy of the particle. Equivalently, the saddle
state satisfies the time-independent Ginzburg-Landau equation. The elliptical
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Figure E.1 | Saddle and metastable states. The effective potential Ueff, in the
form (5.9), as a function of the magnitude f of the order parameter of a ring enclosing a
magnetic flux φ = 2/5. The metastable flux states are analogous to the circular orbits of
a particle in an effective potential. The radii f0 and f1 represent circular orbits denoting
the states n = 0 and n = 1, respectively. The saddle state is analogous to an elliptical
orbit and is characterized by the two turning points fmin and fmax.

orbit is characterized by two turning points for which the mechanical energy
of the particle equals the effective potential (5.9), as depicted in Figure E.1.

To derive an expression for the saddle state, we impose the stationarity
condition (5.11), which leads to the differential equation

√
2κ

√
Es −Ueff =

df
dx
. (E.2)

Using separation of variables results in

x =
∫ f

fmin

df
√

2κ
√
Es −Ueff

, (E.3)

where, owing to the cylindrical symmetry of the ring, the location of fmin can
be set to any point in the ring (e.g., x = 0). Substituting with the effective
potential (5.9) leads to

x =
1
√

2κ

∫ u

b
du

(
4Esu − 2u2 − 2J2

s +u3
)−1/2

, (E.4)

where u ≡ f 2. Because the mechanical energy equals the effective potential
at the turning points, the denominator equals zero. In terms of its poles, the
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denominator reads

x =
1
√

2κ

∫ u

b

du√
(u − b)(u − a)(u − c)

, (E.5)

where

b+ a+ c = 2, (E.6)

ba+ bc+ ac = 4Es, (E.7)

and

bac = 2J2
s . (E.8)

The integral (E.5) evaluates to

x =
1
κ

√
2
c − b

F(g,q), (E.9)

where F(g,q) is the incomplete elliptic integral of the first kind with

g ≡ arcsin

√
u − b
a− b

, (E.10)

and

q ≡
√
a− b
c − b

. (E.11)

In terms of Jacobi functions, the elliptic integral (E.9) takes the form

u(x) = b+ (a− b) Sn2

κ
√
c − b

2
x,q

. (E.12)

The magnitude u(x) is determined by the three parameters b, a, and c. These
three parameters are not independent and can be expressed in terms of the
two parameters

ν ≡ c − b, (E.13)

and

y ≡ a− b
ν

. (E.14)

Consequently, two additional equations are required to determine u(x). First,
since we assumed the lowest density in the ring, namely b, occurs at x = 0, the
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density at the furthest point must be a (u = a at x = πR). Substituting with ν
and y into equation (E.9) leads to

πR =
1
κ

√
2
ν
F(π/2,

√
y)

=
1
κ

√
2
ν
K(
√
y),

(E.15)

where K(
√
y) is the complete elliptic integral of the first kind. Second, due to

the single-valuedness of the order parameter, the phase accumulated along a
closed cycle is an integer multiple of 2π. Using the supercurrent density (5.5),
the accumulated phase takes the form

2πn = 2πRκA+
∫ 2πR

0

κJs
u

dx. (E.16)

Because the saddle state is stationary, the supercurrent density is uniform and
can be taken out of the integral, leading to

2πn = 2πφ+ 2κJs

∫ πR

0

1
u

dx. (E.17)

The integral (E.17) evaluates to

2πn = 2πφ+
2Js
b

√
2
ν
Π

(
−
yν

b
,
√
y
)
, (E.18)

where Π is the complete elliptic integral of the third kind.

If the ring’s circumference is much longer than the coherence length (L� ξ),
then

√
y ≈ 1, and the elliptic integral in the condition (E.15) reduces to [190]

lim√
y→1

2K(
√
y) = ln

16
1−√y

. (E.19)

Therefore, the condition (E.15) takes the form

√
y = 1− 16 exp

(
−L
ξ

√
ν
2

)
. (E.20)

For L> ξ,
√
y ≈ 1, and the approximation is consistent. Moreover, in that limit,

the integral (E.17) reduces to the transcendental equation

2πn = 2πφ+
L
ξ

√
1− ν

3
+ 2arctan

√
3ν

2− 2ν
, (E.21)
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Figure E.2 | Saddle state. The magnitude of the complex order parameter of a saddle
state along the circumference of a superconducting ring of radius R = 2ξ and κ = 1. The
flux φ is normalized by the flux quantum.

for the parameter ν as a function of the magnetic flux φ enclosed by the ring.
The density of the saddle state (E.12), then, simplifies to

u =
2− 2ν

3
+ ν tanh2

√ν
2
κx

, (E.22)

where the identity Sn(z,1) = tanh z was used. For a flux bias φ = 1/2, the
parameter ν = 1, and the density reads

u = tanh2
(
κx
√

2

)
. (E.23)

The further the flux bias from the degeneracy point φ = n+ 1/2, the lower the
parameter ν. But, for the approximation (E.20) to hold, the exponent must
be sufficiently large. Consequently, the expression (E.22) is only valid in the
vicinity of the degeneracy point.
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E.2 Free-energy barrier

In general, the free-energy density can be expressed as

F̃ =

∣∣∣∣∣∣
(
i
∇
κ

+ A
)
ψ

∣∣∣∣∣∣
2

− |ψ|2 +
1
2
|ψ|4. (E.24)

Substituting with the polar form of the complex order parameter leads to the
free-energy density

F̃ =
J2
s

f 2 +
(
f ′

κ

)2

− f 2 +
f 4

2
. (E.25)

Casting the equation into the form

F̃ = f
(
J2
s

f 3 +−f + f 3
)
−
f 4

2
+
(
f ′

κ

)2

, (E.26)

and substituting with the stationarity condition (5.7) results in

F̃ =
f f ′′

κ2 −
f 4

2
+
(
f ′

κ

)2

. (E.27)

Integrating over the volume of the ring leads to the free energy

F = −wd
2

∫
f 4 dx +

wd

κ2

[∫
f f ′′ dx +

∫
f ′f ′ dx

]
, (E.28)

where w and d denote the width and the thickness of the ring, respectively.
Integrating the last term by parts leads to

F = −wd
2

∫
f 4 dx +

wd

κ2

[∫
f f ′′ dx −

∫
f f ′′ dx

]
= −wd

2

∫
f 4 dx .

(E.29)

Thus, the free energy of a stationary state in Joules can be written as

F = − FC

πR

∫ πR

0
u2 dx , (E.30)

where u ≡ f 2. The recipe to obtain the free energy of the saddle state is as
follows. First, for each flux bias φ, the two conditions (E.15) and (E.18) are
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solved self-consistency for ν and y. Second, the magnitude of the saddle-
state order parameter (E.12) is inserted into the free energy (E.30). In the
limit

√
y→ 1, the free energy of the saddle state reads

Fs = −FC

[
(2 + ν)2

9
− 8

3
ξ
L

√
2ν

]
. (E.31)

The free-energy barrier is defined as

∆F = Fs −Fn, (E.32)

where Fn is the energy of the initial metastable flux state labeled by the phase
winding number n.
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