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ABSTRACT
In multi-microphone speech enhancement, reverberation and noise
are commonly suppressed by deconvolution and spatial filtering, i.e.
using multi-channel linear prediction (MCLP) on the one hand and
beamforming, e.g., a generalized sidelobe canceler (GSC), on the
other hand. In this paper, in order to perform both deconvolution and
spatial filtering, we propose to integrate MCLP and the GSC into a
novel framework referred to as integrated sidelobe cancellation and
linear prediction (ISCLP), wherein the sidelobe-cancellation (SC)
filter and the linear prediction (LP) filter operate in parallel. Further,
within this framework, we propose to estimate both filters jointly
by means of a single Kalman filter. While ISCLP is roughly M
times less expensive than a corresponding cascade of multiple-output
MCLP and the GSC, where M denotes the number of microphones,
it performs equally well in terms of dereverberation and noise reduc-
tion, as shown in simulations using one localized noise source.

Index Terms— Dereverberation, Noise Reduction, Beamform-
ing, Multi-Channel Linear Prediction, Kalman Filter, Generalized
Eigenvalue Decomposition

1. INTRODUCTION

In many wide-spread speech processing applications such as hands-
free telephony and distant automatic speech recognition, reverbera-
tion and additive noise impinging on a microphone may deteriorate
the quality and intelligibility of the speech recordings. The demand-
ing tasks of dereverberation, noise reduction, and in particular the
conjunction of both therefore remain a subject of ongoing research,
with multi-microphone-based approaches exploiting spatial diversity
receiving particular interest [1–13].

As a spatial filtering technique, beamforming is commonly used
in noise reduction, but may as well be applied for dereverberation
[1–3]. In order to perform both dereverberation and noise reduc-
tion, several beamforming schemes have been proposed. In [1],
a cascaded approach is presented, using data-independent, super-
directive beamforming for dereverberation, and data-dependent, e.g.,
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minimum-variance distortionless response (MVDR) beamforming,
for noise reduction. The generalized sidelobe canceler (GSC), a pop-
ular implementation of the MVDR beamformer, has been applied in
different constellations [2, 3]. In [2], joint dereverberation and noise
reduction is performed using a single GSC, while in [3], a nested
structure is proposed, employing an inner GSC for dereverberation
and an outer GSC for noise reduction. The GSC is composed of two
parallel signal paths: a reference path and a sidelobe-cancellation
(SC) path. The reference path traditionally employs a matched filter
(MF), while the SC path cascades a blocking matrix (BM), block-
ing either the entire or the early-reverberant speech component, and
an SC filter, minimizing the output power and thereby suppressing
residual nuisance components in the reference path, i.e. either resid-
ual noise or both residual noise and reverberation components.

As a deconvolution technique, multi-channel linear prediction
(MCLP) [4–13] recently prevailed in blind speech dereverberation,
while noise reduction is not targeted. As opposed to beamforming,
MCLP does not require spatial information on the speech source; in-
stead, for each microphone, the reverberation component to be can-
celed is modeled as a linear prediction (LP) component, i.e. as a
filtered version of the delayed microphone signals. Besides itera-
tive LP filter estimation approaches such as [4, 5, 7, 8], also adaptive
approaches based on recursive least squares [6, 11] as well as the
Kalman filter [9, 10, 12] have evolved in the past years. In order to
reduce noise after dereverberation, multiple-output MCLP has been
cascaded with MVDR beamforming in [8]. In [13], joint MCLP-
based dereverberation and noise reduction is performed using two
Kalman filters, alternately estimating the LP filter and the noise-free
reverberant speech component.

In this paper, instead of cascading MCLP and beamforming or
relying on beamforming only, we propose to integrate MCLP and
the GSC by employing an SC path and LP path in parallel, resulting
in a framework we refer to as integrated sidelobe cancellation and
linear prediction (ISCLP). Within this novel framework, we propose
to estimate the SC and LP filters jointly by means of a single Kalman
filter. Here, the spatial components MF and BM require an estimate
of the relative early transfer functions (RETFs), cf. also [2], while
the Kalman filter requires an estimate of the power spectral density
(PSD) of the early reverberant-speech component, cf. also [9,10,12].
We estimate both by means of the generalized eigenvalue decompo-
sition (GEVD), cf. [14–16]. As compared to a corresponding cas-
cade of multiple-output MCLP and the GSC, the ISCLP framework
is computationally roughly M times less expensive, where M de-
notes the number of microphones. Yet, ISCLP performs equally
well in terms of dereverberation and noise reduction, as shown in
simulations using one localized noise source.



2. SIGNAL MODEL

In the short-time Fourier transform (STFT) domain, with l and k in-
dexing the frame and the frequency bin, respectively, let ym(l, k)
with m = 1, . . . ,M denote the mth microphone signal. In the fol-
lowing, we treat all frequency bins independently and hence omit the
frequency index. We define the stacked microphone signal vector1

y(l) ∈ CM ,

y(l) =
(
y1(l) · · · yM (l)

)T
, (1)

composed of the reverberant-speech component x(l) and the noise
component v(l), defined similarly to (1),

y(l) = x(l) + v(l). (2)

Here, the reverberant-speech component x(l) may be decomposed
into the early and late components xe(l) and x`(l), where the early
components in xe(l) are related by the (presumed time-invariant)
RETFs in h ∈ CM , defined relative to the early transfer function of
the first microphone, i.e.

x(l) = xe(l) + x`(l), (3)
xe(l) = xe(l)h, (4)

h =
(
1 h2 · · · hM

)T
=
(
1 hT2:M

)T
. (5)

In the following, we assume that xe(l) is temporally uncorrelated,
i.e. E

{
xe(l− l′)x∗e (l)

}
= 0 for l′ 6= 0. For speech signals, this

assumption can be considered justified if the frame length and frame
shift are sufficiently large. Further, we assume that xe(l), x`(l),
and v(l) are mutually uncorrelated within frame l, and that x`(l)
may be modeled as a diffuse component with coherence matrix Γ ∈
CM×M . Let Ψy(l) = E

{
y(l)yH(l)

}
∈ CM×M denote the micro-

phone signal correlation matrix, and let Ψx(l) and Ψv(l) be defined
similarly. With (2)–(4), we then find

Ψy(l) = Ψx(l) + Ψv(l)

= ψxe(l)hhH + ψx`(l)Γ + Ψv(l), (6)

with ψxe(l) and ψx`(l) the power spectral densities (PSDs) of the
early and late reverberant-speech components, respectively. The dif-
fuse coherence matrix Γ may be computed from the microphone
array geometry [15, 16].

In this paper, although the presented ISCLP framework is not
restricted to this scenario, we evaluate the case where v(l) originates
from a single localized noise source, cf. Sec. 5, i.e. v(l) may be
decomposed in a similar manner as x(l).

3. INTEGRATED SIDELOBE CANCELLATION
AND LINEAR PREDICTION

We strive to estimate the early reverberant-speech component xe(l)
from the microphone signals y(l) defined in Sec. 2. For this pur-
pose, we introduce the ISCLP framework. In Sec. 3.1, we describe
the SC and LP filter constellation, which requires spatio-temporal
pre-processing of y(l). In Sec. 3.2, we discuss a recursive filter
estimation procedure, which is based on a single Kalman filter.

1Notation: vectors are denoted by lower-case boldface letters, matrices
by upper-case boldface letters, with zero and identity matrices denoted by
0 and I, respectively. The notations ◦T , ◦∗, ◦H , E {◦}, and ◦̂ denote
the transpose, the complex conjugate, the complex conjugate transpose, the
expected value, and the estimate of a matrix ◦, respectively.
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Fig. 1: The integrated sidelobe cancellation and linear prediction
(ISCLP) framework.

3.1. ISCLP Signal Paths

The ISCLP framework depicted in Fig. 1 integrates the GSC and
MCLP frameworks and hence consists of three signal paths: a refer-
ence path employing an MF, an SC path, composed of a BM and an
SC filter, and a linear-prediction path, composed of a delay and an LP
filter. While the MF, the BM and the SC filter are multiplicative, the
LP filter is convolutive. Structurally, one may interpret the ISCLP
framework either as MCLP with the traditional reference channel
selection replaced by a GSC, or alternatively as a GSC employing a
generalized BM (composed of a traditional BM and a delay), and a
convolutive filter (composed of the SC and the LP filter).

The ideal MF g ∈ CM is given by

g = h/‖h‖2, (7)

requiring an estimate of h in practice, which we obtain as shown in
Sec. 4. For the MF output q(l), combining (2)–(4), we then find

q(l) = gHy(l)

= xe(l) + gHx`(l)︸ ︷︷ ︸
qx`(l)

+gHv(l)︸ ︷︷ ︸
qv(l)

. (8)

Per definition, the ideal BM B ∈ CM×M−1 is orthogonal to g, i.e.
BHg = 0 and hence BHh = 0, which may be implemented as

B =
(
−h2:M I

)H
. (9)

The SC-filter input uSC(l) ∈ CM−1 is then given by

uSC(l) = BHy(l)

= BHx`(l) + BHv(l), (10)

whereby the early reverberant-speech component xe(l) = xe(l)h is
canceled. Using a delay of one frame, the LP-filter input uLP(l) ∈
C(L−1)M is defined by stacking y(l) over the past L−1 frames, i.e.

uLP(l) =
(
yT (l−1) · · · yT (l−L+1)

)T
. (11)

Note that due to the delay, uLP(l) is uncorrelated to xe(l) if xe(l)
itself is temporally uncorrelated. With the SC filter ŵSC(l) ∈ CM−1

and the LP filter ŵLP(l) ∈ C(L−1)M , the enhanced signal at the
output of the ISCLP framework is given by

e(l) = q(l)− ŵH
SC(l)uSC(l)︸ ︷︷ ︸
zSC(l)

− ŵH
LP (l)uLP(l)︸ ︷︷ ︸
zLP(l)

. (12)

For ŵH
SC(l) and ŵH

LP (l), we seek a set of filters that ideally yields
e(l) = xe(l), which requires zSC(l)+zLP(l) = qx`(l)+qv(l), cf. (8).



Note that uSC(l) in (10) depends on the current frame of y(l) only,
such that ŵSC(l) will exploit spatial correlations within the current
frame, while uLP(l) in (11) depends on the L− 1 previous frames of
y(l), such that ŵLP(l) will exploit spatio-temporal correlations be-
tween the current and the previous frames (but not within the current
frame). Since both qx`(l) and qv(l) may exhibit spatial and spatio-
temporal correlations within and across frames, we do not restrict
the SC and LP filter paths to suppress only either of the two compo-
nents each, but instead they may jointly suppress both components.
Therefore, we strive to estimate both filters jointly.

3.2. ISCLP Kalman Filter

In order to recursively estimate the SC and LP filter, we employ a
Kalman filter, which has also been applied successfully to MCLP in
previous works [9,10,12]. Hereby, we interpret ŵSC(l) and ŵLP(l) as
estimates of the hidden states wSC(l) and wLP(l) leading to complete
cancellation of qx`(l)+qv(l), and therefore yielding e(l) = xe(l). In
the following, we first define the state equations, comprising the so-
called observation equation and process equation, and then present
the corresponding Kalman filter update equations.

We stack the SC and LP filter path into u(l) ∈ CLM−1 and
w(l) ∈ CLM−1, i.e.

u(l) =
(
uTSC(l) uTLP(l)

)T
, (13)

w(l) =
(
wT

SC(l) wT
LP(l)

)T
. (14)

Reformulating (12) using (13)–(14), inserting e(l) = xe(l) and rear-
ranging yields the so-called observation equation,

q∗(l) = uH(l)w(l) + x∗e(l). (15)

In Kalman filter terminology, we refer to q∗(l) as the observable and
to x∗e(l) as the (presumed zero-mean and temporally uncorrelated)
observation noise with PSD ψxe(l) as defined in (6). In practice, in
order to implement the Kalman filter update equations, an estimate
of ψxe(l) is required, which we obtain as shown in Sec. 4. The
so-called process equation models the evolution of the hidden state
w(l) in the form of a first-order difference equation, i.e.

w(l) = AH(l)w(l−1) + w∆(l). (16)

where A(l) ∈ C(LM−1)×(LM−1) models the state transition from
one frame to the next, and the process noise w∆(l) models a random
(zero-mean and temporally uncorrelated) variation component with
correlation matrix Ψw∆(l) ∈ C(LM−1)×(LM−1). Both A(l) and
Ψw∆(l) are commonly considered design parameters and thereby
chosen to be diagonal, with the diagonal elements of A(l) acting as
forgetting factors.

The hidden state w(l) modeled by (15)–(16) may be estimated
recursively by means of the Kalman filter update equations [17],

ŵ(l) = AH(l)ŵ+(l−1), (17)

Ψw(l) = AH(l)Ψ+
w(l−1)A(l) + Ψw∆(l), (18)

e∗(l) = q∗(l)− uH(l)ŵ(l), (19)

ψe(l) = uH(l)Ψw(l)u(l) + ψxe(l), (20)

k(l) = Ψw(l)u(l)ψ
−1
e (l), (21)

ŵ+(l) = ŵ(l) + k(l)e∗(l), (22)

Ψ+
w(l) = Ψw(l)− k(l)uH(l)Ψw(l), (23)

initialized by ŵ+(0) and Ψ+
w(0). Here, (17)–(18) and (22)–(23)

are respectively referred to as the time update and the measurement
update of the state estimate ŵ(l) and the state estimation error cor-
relation matrix Ψw(l) ∈ C(LM−1)×(LM−1), where the superscript
+ provides notational distinction. While the time update reflects the
state evolution, cf. (16), the measurement update processes the cur-
rent observation, cf. (15), by incorporating (19)–(21), which in turn
yield the enhanced signal e∗(l), its PSD ψe(l), and the so-called
Kalman gain vector k(l). The enhanced signal e∗(l) in (19) thereby
represents the Kalman filter estimate of x∗e (l). During convergence,
the norm of Ψw(l) decreases, such that e∗(l) and ψe(l) in (19)–(20)
converge to x∗e (l) and ψxe(l), respectively.

4. RETF AND PSD ESTIMATION

As apparent from (7), (9), and (20), the ISCLP Kalman filter requires
an estimate of the RETF h and the early reverberant-speech PSD
ψxe(l). As previously proposed in [14–16], we obtain ĥ as well
as an estimate ψ̂x`(l) of the late reverberant-speech PSD by means
of the GEVD. Based on ψ̂x`(l), we then obtain ψ̂xe(l) as outlined
in the following. Within the limits of this paper, we assume that
an estimate Ψ̂v(l) of the noise correlation matrix is available, e.g.
estimated from noise-only frames if v(l) is stationary. With Ψ̂y(l)
recursively computed from y(l), i.e.

Ψ̂y(l) = βΨ̂y(l−1) + (1− β)y(l)yH(l), (24)

where β is a forgetting factor, we obtain the estimate Ψ̂x(l) =

Ψ̂y(l) − Ψ̂v(l) according to (6). In each frame l, we then perform
the GEVD of Ψ̂x(l) and Γ, defined by

Ψ̂x(l)P = ΓPΛ(l), (25)

where the diagonal elements of Λ(l) ∈ RM×M comprise the gen-
eralized eigenvalues λm(l) with λ1(l) the maximum generalized
eigenvalue, and the columns of P ∈ CM×M comprise the cor-
responding generalized eigenvectors pm. The eigenvectors are
uniquely defined up to a scaling factor, and we scale them such that

PHΓP = I, (26)

and hence PHΨ̂x(l)P = Λ(l). If Ψ̂x(l) obeys the model in (6),
inserting in (25) yields

ΓPΛ(l) = ψ̂xe(l)ĥĥHP + ψ̂x`(l)ΓP, (27)

or equivalently, left-multiplying by PH while using (26),

Λ(l) = ψ̂xe(l)P
H ĥĥHP + ψ̂x`(l)I. (28)

Since PH ĥĥHP in (28) is a diagonal rank-1 matrix, only the first
diagonal element pH1 ĥĥHp1 is different from zero. The eigenvalues
λm(l) may therefore be written as

λm(l) =

{
ψ̂xe(l)p

H
mĥĥHpm + ψ̂x`(l) for m = 1,

ψ̂x`(l) else.
(29)

Considering the first eigenvalue-eigenvector pair in (27) and rear-
ranging yields ĥ =

(
λ1(l)− ψ̂x`(l)

)
Γp1/

(
ψ̂xe(l)ĥ

Hp1

)
, i.e. ĥ is

proportional to Γp1, cf. [14]. Now that the first element of h equals
one by definition, cf. (5), we can estimate h as

ĥ = Γp1/(i
T
1 Γp1), (30)



where i1 denotes the first column of I. Inserting (30) into (29) and
noting that pH1 Γp1 = 1, cf. (26), we can estimate ψxe(l) as

ψ̂xe(l) = |i
T
1 Γp1|2

(
λ1(l)− ψ̂x`(l)

)
, (31)

where in theory ψ̂x`(l) = λm 6=1(l), cf. (29) and [15, 16]. Note that
in practice, due to modeling and estimation errors, Ψ̂x(l) does not
perfectly obey (6), such that the individual eigenvalues λm 6=1(l) will
differ to some extent. Hence, we may alternatively obtain ψ̂x`(l) by
averaging over λm 6=1(l) [15, 16]. Note that the estimator in (31)
has not been proposed previously, instead however, one may obtain
ψ̂xe(l) from ψ̂x`(l) using the decision-directed approach [12,15,16].
Further, for the same reason, P and hence ĥ will typically not be
perfectly time-invariant. In order to achieve a time-invariant estimate
ĥ, one may average over a number of selected frames.

5. SIMULATIONS

In our simulations, we compare ISCLP with multiple-output MCLP
cascaded by a GSC, subsequently referred to as MCLP+GSC. In
MCLP+GSC, we estimate the LP and SC filters independently. Con-
ceptually, this cascade relates to the MCLP+MVDR cascade pre-
sented in [8], where the LP filters are estimated using the (iterative)
weighted prediction error (WPE) method [5]. For the sake of a mean-
ingful comparison however, instead of using WPE, the estimation of
the LP and SC filters in MCLP+GSC has been implemented in a sim-
ilar manner as proposed for ISCLP, i.e. using Kalman filtering and
the GEVD, cf. Sec. 3 and Sec. 4. The (convolutive) MCLP com-
ponent, here creating one output signal per microphone, requires M
Kalman filters with state length (L−1)M each. The (multiplica-
tive) GSC component, applied to the MCLP outputs, requires one
Kalman filter with state length M−1. Note that ISCLP requires
only a single Kalman filter with state length LM−1, cf. Sec. 3.2,
and is therefore computationally roughly M times less expensive.

We use RIRs of M = 5 microphones with 8 cm spacing mea-
sured in a room with 610ms reverberation time [18]. The speech
source, emitting male speech [19], is positioned at 2m distance in
the broadside direction of the microphone array. We simulate 16 re-
alizations, each using a randomly selected 10 s long segment of the
speech file. The noise component originates from a single localized
source emitting (stationary) speech-shaped noise, positioned in 2m
distance with an angle of (30, 60, 90)◦ relative to the speech source.
The SNR, defined as the power ratio of x1(l) and v1(l) in the time
domain, ranges between −20 and 40 dB. The STFT analysis and
synthesis is based on square-root Hann windows of NSTFT = 512
samples with 50% overlap at fs = 16 kHz. The recursive estimate
Ψ̂y(l) is computed using β = e−NSTFT/(2fsτ) with τ = 10ms, while
the (time-invariant) estimate Ψ̂v is computed from 3 s noise-only
frames. As opposed to ψ̂xe(l), computed from Ψ̂x(l) = Ψ̂y(l)−Ψ̂v

in each frame, the (time-invariant) RETF estimate ĥ is computed
from the average of Ψ̂x(l) over the entire realization. In ISCLP and
MCLP+GSC, we set L = 29 and initialize all filters as ŵ+(0) = 0,
while the initial state error correlation matrix Ψ+

w(0) is chosen to be
diagonal in all simulations. For the LP path in ISCLP and the MCLP
component in MCLP+GSC, expecting lower values for later predic-
tion coefficients, we choose the power of the corresponding diago-
nal elements in Ψ+

w(0) to drop by 2 dB each M elements. We set
the process noise correlation matrix and the state transition matrix
to Ψ∆w (l) = αΨ+

w(0) and A(l) =
√
1− α I, respectively, with

10 log10 α = −25 dB. For the evaluation, we compute the short-
time objective intelligibility measure (STOI) [20] ∈ [0, 1] after con-
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Fig. 2: (a) STOI x+v and (b) STOI x versus SNR for the first mi-
crophone [ ], the MF [ ], MCLP+GSC [ ], and ISCLP
[ ]. The shaded areas represent the standard deviation.

vergence. STOI is computed for the speech-plus-noise mixture and
the speech component only, referred to as STOI x+v and STOI x in-
dicating dereverberation-plus-noise-reduction and dereverberation-
only performance, respectively. The direct component of x1(l) is
chosen as a clean reference signal, defined from a window of 1 ms
around the maximum peak of the corresponding RIR. The results are
averaged over all realizations and source positions.

The simulation results in terms of STOI x+v and STOI x are
shown in Fig. 2 (a) and Fig. 2 (b), respectively. As observed from
Fig. 2 (a), for the first microphone [ ], STOI x+v ranges be-
tween 0.45 at SNR = −20 dB and 0.79 at SNR = 40 dB, where
the upper limit is determined by reverberation only, as apparent from
STOI x in Fig. 2 (b). The MF [ ] achieves some amount of noise
reduction and dereverberation for SNR ≥ −10 dB, reaching an im-
provement in STOI x+v of 0.05 at 0 dB and 0.025 at 40 dB, however
introduces speech distortion for lower values due to stronger RETF
estimation errors, i.e. scores lower than the first microphone in terms
of both STOI x+v and STOI x. MCLP+GSC [ ] and ISCLP
[ ] perform very similarly in both STOI x+v and STOI x. In
terms of STOI x+v , as compared to the MF, both reach an improve-
ment of up to 0.15 for low SNR values and 0.035 for SNR = 40 dB.
The improvement in terms of STOI x remains constant at 0.035 for
SNR > 0 dB and decreases for lower SNR values. Audio examples
are available online [21].

6. CONCLUSION

In this paper, for the purpose of joint dereverberation and noise re-
duction, we have presented the ISCLP framework integrating MCLP
and the GSC, wherein the SC and LP filters have been estimated
jointly by means of a single Kalman filter. As compared to a cor-
responding MCLP+GSC cascade, while being equally performant,
ISCLP is computationally roughly M times less expensive.
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