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Translating human rights, democracy and rule of law to the digital age



► Unique paneuropean legal and 

judicial space

► 830 millions of people

► Convention for the Protection of 

Human Rights and Fundamental 

Freedoms

► +200 Conventions

► Convention 108 and 108+ on data 

protection (“grandmother of GDPR”)

► Convention on Cybercrime
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CAHAI
Horizontal and transversal approach

Definitions and core principles (based on / feeding sectoral instruments)

Type of legal instrument to be defined

Council of Europe twofold approach

towards AI

Existing Council of Europe’s bodies and sectors 
Vertical and specialised approach

E.g. Justice, Health, Autonomous vehicles, Democracy, Freedom of 

expression, etc.

All types of legal instruments (conventions, declarations, 

recommendations…) 



What is CAHAI?

https://www.coe.int/en/web/artificial-intelligence/cahai

https://www.coe.int/en/web/artificial-intelligence/cahai


What will
CAHAI 

do?



Updated regularly - check website of CAHAI; meeting agenda

© Council of Europe

https://rm.coe.int/cahai-2019-inf1rev1prov2/16809985bd
https://rm.coe.int/cahai-2019-inf2rev1prov2-coe-action/16809985be


Examples of existing AI instruments 

produced by the Council of Europe



Click here to learn more about the Oviedo Convention

https://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-en.asp?fileid=23726&lang=en
https://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-en.asp?fileid=23726&lang=en
https://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-en.asp?fileid=23726&lang=en
https://www.coe.int/en/web/bioethics/oviedo-convention


https://www.rathenau.nl/en/digitale-samenleving/human-rights-robot-age
http://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-
en.asp?fileid=23726&lang=en

https://www.rathenau.nl/en/digitale-samenleving/human-rights-robot-age
https://www.rathenau.nl/en/digitale-samenleving/human-rights-robot-age
http://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-en.asp?fileid=23726&lang=en
https://assembly.coe.int/nw/xml/XRef/Xref-XML2HTML-en.asp?fileid=23726&lang=en


on the manipulative capabilities of algorithmic processes

© Council of Europe
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https://www.coe.int/en/web/data-protection/-/declaration-by-the-committee-of-ministers-on-the-manipulative-capabilities-of-algorithmic-processes
https://www.coe.int/en/web/data-protection/-/declaration-by-the-committee-of-ministers-on-the-manipulative-capabilities-of-algorithmic-processes


Declaration by the Committee of Ministers on the manipulative 
capabilities of algorithmic processes

“encourages member States to assume their responsibility to address this threat by 

[…] initiating, within appropriate institutional frameworks, open-ended, informed and 

inclusive public debates with a view to providing guidance on where to draw the 

line between forms of permissible persuasion and unacceptable manipulation. 

The latter may take the form of influence that is subliminal, exploits existing 

vulnerabilities or cognitive biases, and/or encroaches on the independence and 

authenticity of individual decision-making;…”

https://rm.coe.int/CoERMPublicCommonSearchServices/DisplayDCTMContent?documentId=090000168092dd4b


Recommendation CM/Rec(2020)1 of the Committee of 
Ministers to member States on the human rights impacts 

of algorithmic systems 
(prepared by MSI-AUT) 

Recommends that the governments of 

member States: 

1. review their legislative frameworks 

and policies as well as their own 

practices with respect to the 

procurement, design, development and 

ongoing deployment of algorithmic 

systems to ensure that they are in line 

with the guidelines set out in the 

appendix to this recommendation; 

promote their implementation in all 

relevant areas and evaluate the 

effectiveness of the measures taken at 

regular intervals, with the participation 

of all relevant stakeholders; 

https://www.coe.int/en/web/freedom-expression/committee-of-ministers-adopted-texts/-/asset_publisher/aDXmrol0vvsU/content/recommendation-cm-rec-2020-1-of-the-committee-of-ministers-to-member-states-on-the-human-rights-impacts-of-algorithmic-systems?inheritRedirect=false&redirect=https%3A%2F%2Fwww.coe.int%2Fen%2Fweb%2Ffreedom-expression%2Fcommittee-of-ministers-adopted-texts%3Fp_p_id%3D101_INSTANCE_aDXmrol0vvsU%26p_p_lifecycle%3D0%26p_p_state%3Dnormal%26p_p_mode%3Dview%26p_p_col_id%3Dcolumn-1%26p_p_col_pos%3D1%26p_p_col_count%3D3
https://www.coe.int/en/web/freedom-expression/committee-of-ministers-adopted-texts/-/asset_publisher/aDXmrol0vvsU/content/recommendation-cm-rec-2020-1-of-the-committee-of-ministers-to-member-states-on-the-human-rights-impacts-of-algorithmic-systems?inheritRedirect=false&redirect=https%3A%2F%2Fwww.coe.int%2Fen%2Fweb%2Ffreedom-expression%2Fcommittee-of-ministers-adopted-texts%3Fp_p_id%3D101_INSTANCE_aDXmrol0vvsU%26p_p_lifecycle%3D0%26p_p_state%3Dnormal%26p_p_mode%3Dview%26p_p_col_id%3Dcolumn-1%26p_p_col_pos%3D1%26p_p_col_count%3D3
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May 2019

https://www.coe.int/en/web/commissioner/-/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
https://www.coe.int/en/web/commissioner/-/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
https://www.coe.int/en/web/commissioner/-/unboxing-artificial-intelligence-10-steps-to-protect-human-rights
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Strasbourg, 25 January 2019: 

• Guidelines T-PD(2019)01

• Report T-PD(2018)09Rev

on artificial intelligence and data protection

https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/168091f9d8
https://rm.coe.int/artificial-intelligence-and-data-protection-challenges-and-possible-re/168091f8a6
https://rm.coe.int/guidelines-on-artificial-intelligence-and-data-protection/168091f9d8
https://rm.coe.int/artificial-intelligence-and-data-protection-challenges-and-possible-re/168091f8a6
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https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
https://rm.coe.int/ethical-charter-en-for-publication-4-december-2018/16808f699c
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https://rm.coe.int/guidelines-to-respect-protect-and-fulfil-the-rights-of-the-child-in-th/16808d881a




https://rm.coe.int/algorithms-and-human-rights-study-on-the-human-rights-dimension-of-aut/1680796d10
https://rm.coe.int/algorithms-and-human-rights-study-on-the-human-rights-dimension-of-aut/1680796d10
https://rm.coe.int/algorithms-and-human-rights-study-on-the-human-rights-dimension-of-aut/1680796d10
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https://rm.coe.int/a-study-of-the-implications-of-advanced-digital-technologies-including/168096bdab
https://rm.coe.int/a-study-of-the-implications-of-advanced-digital-technologies-including/168096bdab


This study, entitled 

“Discrimination, Artificial 

Intelligence and Algorithmic 

Decision-Making” which was 

prepared by Prof. Frederik 

Zuiderveen Borgesius for the 

Anti-discrimination Department 

of the Council of Europe, 

elaborates on the risks of 

discrimination caused by 

algorithmic decision-making 

and other types of artificial 

intelligence.

ECRI
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Next steps?



https://rm.coe.int/cahai-2020-06-fin-c-muller-the-impact-of-ai-on-human-rights-democracy-/16809ed6da
https://rm.coe.int/cahai-2020-08-fin-mantelero-binding-instruments-report-2020-def/16809eca33
https://rm.coe.int/cahai-2020-07-fin-en-report-ienca-vayena/16809eccac


WorkingGroups 

set up by the CAHAI

►The Policy Development Group (CAHAI- PDG)

Mandated to: prepare the CAHAI feasibility study, in particular

options in terms of regulatory instruments

►The Consultations and Outreach Group (CAHAI-COG)

Mandated to: consult and reach out to civil society, the private

sector and academia on the feasibility study and the main

elements of a legal framework

►Legal Frameworks Group (CAHAI- LFG) (as of Jan. 2021)

Mandated to: draw up the main elements of a future legal

framework on AI
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https://www.coe.int/en/web/freedom-expression/-/new-committe-will-explore-the-impacts-of-digital-technologies-and-ai-on-freedom-of-expression?fbclid=IwAR3lfsg4zeFKF0ZyWeXQ9ciKa3j0HZ19wsqTlF-4_k0qod4KJnEhJZjBX0M
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