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Abstract
Reality TV shows have gained popularity, motivating many production houses to bring new
variants for us to watch. Compared to traditional TV shows, reality TV shows have spon-
taneous unscripted footage. Computer vision techniques could partially replace the manual
labour needed to record and process this spontaneity. However, automated real-world video
recording and editing is a challenging topic. In this paper, we propose a system that utilises
state-of-the-art video and audio processing algorithms to, on the one hand, automatically
steer cameras, replacing camera operators and on the other hand, detect all audiovisual
action cues in the recorded video, to ease the job of the film editor. This publication has
hence two main contributions. The first, automating the steering of multiple Pan-Tilt-Zoom
PTZ cameras to take aesthetically pleasing medium shots of all the people present. These
shots need to comply with the cinematographic rules and are based on the poses acquired
by a pose detector. Secondly, when a huge amount of audio-visual data has been collected,
it becomes labour intensive for a human editor retrieve the relevant fragments. As a sec-
ond contribution, we combine state-of-the-art audio and video processing techniques for
sound activity detection, action recognition, face recognition, and pose detection to decrease
the required manual labour during and after recording. These techniques used during post-
processing produce meta-data allowing for footage filtering, decreasing the search space.
We extended our system further by producing timelines uniting generated meta-data, allow-
ing the editor to have a quick overview. We evaluated our system on three in-the-wild reality
TV recording sessions of 24 hours (× 8 cameras) each taken in real households.
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1 Introduction

These days, collecting audiovisual data is easier and cheaper than ever before. Cameras and
microphones have become ubiquitous and the storage for the data they collect has expanded.
This allows for devices that continuously record their surroundings. To generate entertain-
ing reality TV shows from these continuous recordings, however, one needs to be able to
separate the wheat from the chaff. Recent progress in machine learning offers solutions for
this information-extraction exercise.

In this paper, we explore the possibilities of the state-of-the-art in video and audio pro-
cessing for a real-world use case with such continuous recordings. We demonstrate these
in the system proposed, both during recording of the footage with our automatic camera
man, and also afterwards with our audio-visual action detection and meta-data timeline
extraction.

More specifically, we devised a system to help producers of TV shows capture a reality-
TV show. To record spontaneous scenes, families were continuously filmed 24/7 in their
own houses with PTZ cameras.

The use case of a reality-TV show, however, brings a challenge: the recorded footage
must be of a decent cinematographic quality. One solution would be to hire professional
camera men operating the cameras 24/7. In order not to disturb the filmed people showing
their natural behaviour, it is best not to have these camera men walking around in the house
itself, but remotely operate a set of steerable Pan-Tilt-Zoom (PTZ) cameras. Evidently, this
solution is still expensive and very labour-intensive.

In our work, we propose a system that automatically creates cinematographic shots,
i.e. the automatic cameraman. Based on real-time image interpretation of the situation in the
room as observed by a wide-angle static overview camera, the PTZ camera will be steered
towards a cinematographically correct shot taking into account canvas composition rules
such as the rule of thirds, and the head room and nose room rules. Figure 1 illustrates this
idea.

The second challenge tackled in this paper, is making the recordings manageable for the
editors of the TV show. In the current work, we propose to create timelines that instantly
give an idea of the actions: what happened when and where in the recordings and who
was involved. Figure 2 illustrates such a meta-data timeline, visualising at what time which
people were present and what actions occurred.

The remainder of the paper is structured as follows. Section 2 presents related work,
highlighting existing problems and challenges. Section 3 describes the proposed approach to
address such challenges. Our automatic camera man is detailed in Section 4, while Section 5
explains how the audiovisual data analysis techniques are used to build rich timelines, help-
ing out the reality TV show editors. We evaluate each component of our system in Section 6

Fig. 1 Example situation where the PTZ is steered to capturing a better shot
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Fig. 2 An example of a meta-data timeline showing the identities and actions

and show results on our large real-life datasets. Finally, Section 7 draws conclusions and
discusses future work.

2 Related work

This article comprises many elements and techniques that work together towards a global
pipeline. We, therefore, split this related work section into several parts: the first focusing on
related work that concerns the autonomous cameraman used to steer the PTZ camera during
recording. The next subsections (action, sound, and facial recognition), discuss related work
on several techniques capable of generating said footage meta-data during post-processing.
This is followed by a subsection discussing techniques that summarise meta-data derived
from recorded footage.

2.1 Autonomous cameramen

PTZ cameras nowadays are commonly used in surveillance applications. Their degrees
of freedom enable to change the viewing direction as well as the zoom factor, making it
possible to zoom in to a specific detail of the scene.

In television and cinema, camera men mostly refrain from these cameras unless the for-
mat of the production requires it, e.g. for reality TV. Indeed, remotely operated PTZ cameras
make the presence of human camera men in the house unnecessary, as they are often con-
sidered obtrusive and people tend to adjust their behaviour based on their presence. This is
very important here, as opposed to normal productions, authentic reality TV lacks a script
and the spontaneity removes any possibility to retake shots. By placing several PTZ cameras
at strategical positions, we reduce the awareness of being recorded.

In surveillance applications, it suffices to steer the PTZ to capture a zone of interest [1,
46, 71]. A more related research field is techniques for automatic lecture recording, able to
follow a single lecturer while complying with some cinematographic rules [28]. However,
as the motion of most lecturers are constrained to a small region in front of the blackboard,
this is far simpler than our target application. In our case, we are recording reality TV which
often involves small household settings, with much larger motion variations, also along the
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depth axis. Moreover, we often see partial occlusions of people, by e.g. dining tables and
sofas. Additionally, we aim at taking shots with multiple people, opposed to only a single
person.

Work of Callemein et al. [3] uses room information to first limit the number of recordings
that are being captured. In addition to triggering recordings based on room activity, they
compared both speed and accuracy of a Deformable Parts Model DPM [16] and Aggregate
Channel Features ACF [13] model, trained for upper body detection. In addition to upper
body detection, they use a frontal and left/right profile face trained cascade classifier models
[60] to determine the gaze direction and head location. Both the head position and upper
body area were used to propose a medium shot canvas and steer a PTZ. Even though they are
capable of steering the PTZ, their models often are incapable of detecting partially occluded
people.

Nowadays, Convolutional neural network CNN based techniques greatly outperform
these techniques, both in accuracy and speed, showing better robustness when detecting
partially occluded object. In this work we start from [3], using the proposed approach allow-
ing for triggered recording, to reduce the collected footage. We also replace the cascade
head and upper body detections models with a much more robust and much more infor-
mative single detection model, the OpenPose framework [4]. Instead of bounding boxes,
this framework outputs frame-by-frame human poses represented by key points. These key
points provide more precise spatial information, exempting us from using multiple detec-
tors or estimating certain body positions based on the box coordinates. This allows us to
determine more accurate medium shots, based on output from a single detector.

2.2 Action recognition

As we want a compact and uncluttered overview of what happened in the recorded reality
TV footage, algorithms are needed to identify the actions visible in these videos. Since the
past two decades, many video action recognition methods and pipelines have been proposed
by the vision research community. Among the hand-engineered ones that could model effec-
tively the appearance and motion representations across frames in videos are HOG3D [35],
SIFT3D [48], HOF [36], and iDTs [63]. Several other techniques were proposed to model
the temporal structure in an efficient way, such as the actom sequence model [19], temporal
action decomposition [41], dynamic poselets [64] and ranking machines [17].

There are several approaches to end-to-end neural network-based action recognition [15,
32, 52, 57, 65] to exploit the appearance and the temporal information. These methods oper-
ate on 2D (individual image-level) [9, 14, 21, 53, 55, 65, 76] or 3D (video-clips or snippets
of K frames) [15, 57–59]. The filters and pooling kernels for these architectures are 3D (x,
y, time) i.e. 3D convolutions (s × s × d) [76] where d is the kernel’s temporal depth and
s is the kernel’s spatial size. These 3D CNN are intuitively effective because such 3D con-
volution can be used to directly extract spatio-temporal features from raw videos. Carreira
et al. proposed inception based 3D CNNs [30], which they referred to as I3D [6]. More
recently, some works introduced a temporal transition layer that models variable tempo-
ral convolution kernel depths over shorter and longer temporal ranges, namely T3D [11].
Further in [10], Diba et al. propose spatio-temporal channel correlation that models cor-
relations between channels of a 3D CNN, with both spatial and temporal dimensions. In
contrast to these prior works, our work differs substantially in scope and technical approach.
The HATNet [12] proposes an architecture that exploits both 2D CNN and 3D CNN to
learn an effective spatio-temporal feature representation. Finally, it is worth noting the self-
supervised CNN training works from unlabelled sources for action recognition: Fernando et
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al. [18] and Mishra et al. [38] generate training data by shuffling the video frames; Sharma
et al. [51] mine labels using a distance matrix based on similarity although for video face
clustering; Wei et al. [69] predict the ordering task; Ng et al. [39] estimate optical flow while
recognising actions. Self-supervised and unsupervised representation learning is beyond the
scope of this paper.

2.3 Sound recognition

Research into sound recognition has recently started to attract a lot of attention as a result
of the release of Audio Set [20], a large-scale collection of acoustic signals containing envi-
ronmental audio events, as well as the inception of challenges involving this classification
task such as DCASE 2016 [37], DCASE 2017 [61] and DCASE 2018 [44].

A critical issue in this research domain concerns labelling as the majority of the data used
is weakly annotated: the onsets and durations of the sounds present in the auditory signals
are usually unknown. In other words, typically only clip-level event information is provided
and temporal details are omitted.

Current state-of-the-art approaches to sound recognition typically involve neural net-
works. For instance, convolutional recurrent architectures utilising gated linear units [26,
72, 73] have been very popular in prior work. Densely connected convolutional networks [7]
have also been shown to be successful for this task, as well as capsule-based neural
structures [31].

2.4 Facial recognition

In recent years, facial recognition systems have made significant progress in accuracy [42,
47, 54, 62]. This is mainly due to the rise of deep learning techniques that came along with
an increase in computing power, along with the public availability of large face datasets
like LFW [27], CASIA-Webface [74], VGGface2 [5] and MS-Celeb-1M [22]. Moreover,
current face datasets contain faces in almost unconstrained settings. These conditions create
opportunities for applying facial recognition in a true real-world context like ours.

One of the recent trends in facial recognition models, is the use of large margin, angular-
based loss functions [8, 62, 66, 67] with typically a ResNet-like [25] backbone network.
One particularly interesting loss function is the recently-published ArcFace loss [8], which
has shown to surpass previous state-of-the-art methods [62].

2.5 Audiovisual summarisation

With the current trends of easy data storage and relatively cheap audiovisual recordings, it
is easy to get overwhelmed by a large amount of data. This increased the research attention
towards techniques that reduce the workload required to get through all this information.
Video summarisation is a field that is related to our proposed method. The goal of video
summarisation is to process a large amount of video data and produce a more condensed
representation of the input, while retaining as much information as possible. Most of these
condensed representations are comprised of video skims (short clips) [23, 40, 45, 49], but
they can also be a series of representative static images [34]. Some proposed methods also
allow for user input, in the form of queries [49, 50].

To find the important segments a variety of techniques are used, but usually the visual
data is used. In [40], the authors propose extracting key frames from several videos using a
weakly learned video saliency model. This saliency model, based on Histogram-of-Gradient
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features, is trained to detect popular concepts. These keyframes and their neighbouring
frames are than combined to create short clips using a probabilistic model that optimizes
for desirable attributes such as camera shakiness.

It is important to realise that summarization is inherently rather subjective. Not everyone
is looking for the same information, so methods that can adapt to user preferences are useful.
In [50], the authors propose to extract high level and contextual video features from 5 second
shots using a set of pretrained detectors [2]. These features are then fed into a neural network
that has been conditioned using the user query to estimate the importance of the shots. The
segments are processed sequentially to select the most important shots based on the query,
and then combined into the final summary.

Of course, summarizations skims are not only summarisation technique. In our work, we
automatically construct visual timelines to show the events that occur throughout the input
data. Closest to this aspect of our method is the work of Xiong et al. [70]. They construct a
story-line representation of a set of videos. This representation contains a timeline of actors,
events, locations and objects, which can be used to respond to queries. In this work, we
construct a timeline from meta-data produced from a set of chronological videos, there is
no temporal overlap between these videos. In this way, it is different from our use case, in
which there are several audiovisual streams being recorded simultaneously.

Tapaswi et al. [56] propose a timeline visualisation of which characters interact with
each other. These interactions were determined by first segmenting the video in ”scenes”
containing several shots, and then using person identification to determine which characters
were sharing a scene together. This was tested on clearly structured data, i.e. TV series. They
specifically focus on creating a timeline representation of the input video that is visually
appealing.

The aforementioned timelines only show person interaction and our proposed method
additionally shows event information. To our knowledge, this is the best fitting related work
available.

3 Approach overview

Figure 3 shows an overview of the overall approach of the proposed system. The goals of
our system are (i) to automate the recording of reality TV by replacing a team of human
camera operators with PTZ cameras controlled by automatic camera men, and (ii) to dras-
tically reduce the effort of a human film editor who has to select video material from the
huge amount of recorded footage and compose it into an entertaining TV show. Our sys-
tem combines and evaluates several state-of-the-art techniques that are able to cope with the
demanding real-world circumstances in in-the-wild household scenes, with the additional
challenge that we can not use any labelled (re)training data that is situation-specific.

The first part (described in Section 4) focuses on video captured by the overview cam-
era used for online PTZ steering and recording triggering. Then, we worked out various
offline post-processing techniques for the recorded audiovisual data, producing meta-data
used to generate timelines that reduce the search space of the production house, as detailed
in Section 5.

The block diagram in Fig. 3 illustrates the global system and each separate component,
starting from both the assisting wide-angle overview camera and the PTZ camera that will
be steered and captured.
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Fig. 3 Overview of our proposed system

We used the activity based triggering proposed by Callemein et al. [3] on the images from
the overview camera, to switch on and off the PTZ cameras already reducing the amount of
recorded footage (see Section 4.1). On the same images, we estimate the poses of the people
present with OpenPose [4]. Based on these poses we calculate a medium shot, discussed in
Section 4.2, to steer the PTZ camera accordingly.

From these PTZ recordings we generate meta-data output by performing action recogni-
tion (Section 5.2), sound recognition (Section 5.3) and person re-identification (Section 5.1).
Based on the output of all these techniques we output several event-timelines, as discussed
in Section 5.4. These timelines can be used by the production house to see at a glance what
was happening during the recordings.

4 Automatic cameraman

To maintain authenticity while capturing real-life reality TV, without having a script, the
production house has chosen to place multiple PTZ HD cameras around the house. Our first
goal is to operate these automatically, which comprises of two tasks: switching cameras on
and off based on activity in the room, and steering the camera to a aesthetically pleasant
shot by taking into account cinematographical rules.

We combined every PTZ camera with a wide-angle overview camera, which is mounted
as close by as possible the PTZ. This simplifies the geometrical calibration between the
two cameras down to an approximated linear relationship. The overview camera images are
processed in real time, generating the controls for the high resolution PTZ camera.

4.1 Camera selection

The best guarantee to capture all events in a house, is allowing the installed cameras to
record continuously 24/7. However, this would produce an enormous amount of footage,
which would need an immense amount of disk storage capacity, taking into account the
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broadcasting quality resolution of the video. Therefore, we used techniques from Callemein
et al. [3] to decrease the amount of data.

In particular, their approach triggers the cameras on and off based on room-specific
background subtraction activation. This approach requires some manual effort by first con-
figuring which cameras are triggered together and the annotation of trigger regions on each
overview camera.

The concept of buckets is used, holding a value that decreases over time. Detected fore-
ground action on the overview cameras increase the value of the according buckets. When a
bucket reaches a set threshold, a signal is sent to trigger the camera recording function.

This system has the unique property that camera pre-roll can be achieved: when e.g.
a person approaches a door, the camera behind the door will be triggered to start record-
ing, such that the cinematographically interesting event of the opening of the door and the
appearance of the person in the room behind the door will be captured.

Another advantage is that this technique reduces the search space greatly for the editor
afterwards and increases the speed by which the analysis methods, discussed in the next
sections, are executed.

4.2 PTZ camera steering

As in live reality TV filming only spontaneous acting occur and re-acting a certain scene
is not done, it is important that our system never misses any event outside the Field-of-
View FOV of the cameras. By steering the PTZ cameras to always keep the people present
inside the FOV we can prevent this issue. This can be achieved by autonomously steering
the camera based on a person detector, as seen in [1, 3, 28].

Our goal is illustrated in Fig. 1. It is clear that the shot on the left is not very interesting:
the person is located very near the edge of the frame and it is not clear what he is looking at.
The goal of our system is to automatically steer the PTZ camera to the more aesthetically
pleasing shot on the right.

The work of Callemein et al. [3] compared several upper body detectors in a similar
household setup. In this paper, we want to build further on their work and improve the accu-
racy by implementing a real-time pose estimator instead of a DPM or ACF based upper
body model. The accuracy and speed of state-of-the-art pose estimators [29, 68] on monoc-
ular images greatly outperforms the upper body models used in [3]. We, therefore, replaced
the previous upper body detector with a state-of-the-art pose estimator available in the
OpenPose framework [68].

The main goal is to take the closest aesthetically pleasing medium shot of the largest
number of people visible in the overview image. A medium shot commonly consists of a
close up of one or more people with the upper frame border just above the head (i.e. the
head room rule) and the bottom of the torso near the lower border of the frame. To position
the people in this manner, the cameraman usually uses the location of the eyes, the torso and
the gaze direction. The latter is used to frame individual people slightly off-center, such that
they have more canvas space in their viewing direction (i.e. the nose room rule). Both the
location of the eyes and the torso can be calculated based on the body key points provided
by the OpenPose framework. Only the gaze direction is not directly available but can be
derived from the facial landmarks.

OpenPose provides five face key points: one for the nose, and two for the ears and eyes.
By combining the distances between these points the gaze can be estimated. The face seen
from a frontal perspective will show an equal distance difference from the eyes and ears to
the nose. If the face is turned towards the left, the distance between the left ear and nose will
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be smaller than the distance between the right-ear and nose. The same distance difference
occurs between the nose and ears. With a simple vector subtraction, we can derive the gaze
direction (left or right), which is sufficient to provide all the necessary information to take
a medium shot.

As previously discussed, multiple PTZ cameras were installed on various strategic places
in multiple rooms. Each of these cameras has been equipped with at least one supporting
overview camera that will retain an overview of the room at all times, independent of the
current orientation of the PTZ. Based on the poses derived from these overview images, we
propose a single medium shot to be taken by the PTZ. This medium shot is calculated firstly
based on the torso bounding box that needs to fall within this medium shot, with the eyes
placed on the 1/3 y-axis to comply to the cinematographic rule of thirds. This rule, however,
is not strict, and a certain deviation margin is allowed. For example, when two persons
are nearby looking at the same direction, then the 1/3 y-axis will commonly be placed in
between both eyes. The same allowed margin applies when placing people on the 1/3 and
2/3 x-axis (complying the rule of thirds), based on their gaze direction. When 2 people are
facing the same direction and are relatively nearby each other, we can place this rule-of-
thirds lines in between them. We, therefore, go over each possible canvas, minimising the
size of the canvas containing as many people as possible, while minimising the margins
from the rule of thirds directions. This proposed shot, comprising of a centre x, y position
and scale, is afterwards translated to pan-tilt-zoom values using a calibrated lookup table
and send to the PTZ to trigger repositioning.

Figure 4 illustrates four overview frames with a proposed medium shot canvas indicated
by the red rectangle.

We further extend this algorithm by adding a time delay and allowing for inter-camera
communication. This means that a certain shot has to be kept still for a minimum time
duration before steering the PTZ, filtering out sudden movements and possible false posi-
tives. While inter-camera communication disables or enables autonomous steering, i.e. some
cameras hold a static shot, while the only the remainder is allowed to move.

Fig. 4 Example of four overview frames with their proposed medium shot canvasses (red)
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5 Generating richmeta-data timelines

After limiting made recordings based on a human activity triggers, as described in
Section 4.1. Still a huge amount of footage is gathered each day due to our system that is
being used in a real-life household. However, as the aim is to create entertaining reality TV
shows of it, a movie editor needs to isolate some interesting story lines from these daily life
videos.

As it is clearly very time consuming to go over all of the recorded footage, we propose
in this paper a way to speed-up this process. We aim to automatically extract as much as
key data as we can from the videos, and represent these in rich timelines as a handy tool for
the editor. The following information is detected in the videos. First, we detect people and
identify their identity by means of face recognition. Then we classify their actions from the
video, and use the audio to recognise what is happening. As we know where the cameras
are installed in the house, we can also link each of these detections with a room label and
a time stamp. All extracted data is then represented in rich meta-data timelines, offering
an overview of what happened in this household. The two formats used to generate the
timelines are described in detail in Section 5.4.

5.1 Person identification

We use facial recognition to recover the identity of each person whose face is visible in a
given frame. In most cases, a facial recognition system consists of three steps: face detec-
tion, face alignment and face classification. For face detection, we employ a pre-trained
MTCNN [77] model. MTCNN also detects facial landmarks that are used to align the face.
After the face alignment, we use a ResNet-101 [25] network trained with ArcFace [8] loss
on the MS-Celeb-1M [22] dataset to extract a deep face embedding.

For each person of interest, there are 5 manually selected reference images with which
query faces can be compared. With the embeddings of these reference images, we trained an
SVM that classifies the queries. We use an RBF SVM implementation from the Scikit-learn
Python library [43].

5.2 Action recognition

To localise different people activities in the videos, we use a recently proposed human action
recognition method based on the 3D convolutional networks. The method uses a sequence
of video frames as input, incorporating temporal information as well as appearance features.
For the training, we need some video clips from the desired action categories to recognise.
For action recognition in our scenario, we do not crop the person region but instead use the
whole scene of frames to do the task more accurately with respect to the pre-trained model
and training pipeline since the whole scene can help to recognise actions.

The action recognition module is trained by a deep 3D Convolutional Neural Network
(3D-ResNet50)[24, 58] which is one of the state-of-the-art networks for action recognition.
The model is pre-trained on the Kinetics-600 dataset [33] which has 600 different human
action and activity categories. For our application, we have selected almost 70 categories of
indoor actions from Kinetics which are likely to happen in our videos like cooking, going
to bed, watching TV, etc. After the selection of those categories, the 3D CNN model was
fine-tuned on the selected set and ready to do inference on the camera footage. The input of
the model to the inference task is a short clip of 32 sequential frames (∼ 2 seconds) from



Multimedia Tools and Applications

the video and the output is a label for the related action happening in the corresponding clip
or no label in case of no specific action.

An issue with the action recognition pipeline is the different angle of captured targets
compared to the Kinetics videos. This makes the result less robust than results obtained on
videos more similar in style to the Kinetics dataset. For instance in the cooking class the
accuracy performance in our data is 4% less compared to the same category in Kinetics
dataset.

5.3 Sound recognition

We chose to employ a convolutional recurrent neural network with gated linear units [72]
to perform sound recognition. Notably, this type of architecture was deemed the winner of
task 4 of the DCASE 2017 challenge [61].

We trained the aforementioned network utilising Audio Set [20], an extremely large
weakly annotated multi-label collection consisting of over two million audio fragments
(mostly 10 seconds long) covering a multitude of environmental events. In doing so, we did
not make use of the full data set corresponding to the complete Audio Set ontology [20],
which comprises over 500 classes. Instead, we first created a custom set of sound labels
that could provide valuable information in the context of this project by manually picking
and aggregating a limited amount of classes from the original hierarchy. Table 1 contains
an overview of the combinations made to ultimately obtain 13 categories of relevant audi-
tory events. Secondly, because of practical restrictions, we selected a limited amount of
data samples (21039 in total) from Audio Set [20] containing at least one of these resulting
sounds to optimise the considered model.

We use the trained neural architecture to detect relevant sounds in the audio cap-
tured by the PTZ cameras used in this project. We cut the collected auditory signals into
non-overlapping pieces of 10 seconds and perform recognition on each of these frames
separately. Doing so allows us to build timelines of auditory events.

Table 1 Combinations of Audio Set classes [20] used to obtain sound labels

Sound labels Corresponding classes in Audio Set ontology [20]

Dog Dog

Cat Cat

Door Door

Kitchen sounds Dishes, pots, and pans Cutlery, silverware

Chopping (food) Frying (food)

Microwave oven Blender

Water Water tap, faucet Sink (filling or washing)

Speech Speech

Shout Shout

Screaming Screaming

Laughter Laughter

Crying Crying, sobbing

Singing Singing

Kids playing Children playing Children shouting

Radio/TV Radio Television
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Some of the employed cameras contain more than one microphone and therefore capture
multiple audio signals, which can be only weakly correlated. For example, this is the case
when the microphones are directed towards different parts of the recorded scene. To deal
with this issue, recognition is executed on the different audio channels independently and
the resulting predictions are aggregated in the following simple way: if a certain sound is
detected in at least one of the channels, that type of auditory event is considered to be active
in the recorded scene.

5.4 Generating timelines

To provide the user with information at a quick glance, we build visual timelines.
To construct these timelines, we do a pass over all of the “detections” found by our

method. These include action, sound and face detections. To each action and sound detec-
tion, we assign a face detection, as an identity. This association is done by checking if an
action/sound co-occurs with face detection, within the same room.

We generate timelines in two different formats. The first is a timeline containing all
the detections associated with a single person along with their location throughout the day.
Activities are displayed using colour coded bars, their location is visible on the y-axis. For
examples, see Section 6.5. With this format, it’s easy to quickly get an idea of what one
person has been doing throughout the day.

The second format is a full overview of everyone seen throughout the sequence. This for-
mat includes everyone that was detected in the sequence and shows who did which activity
at what time. Examples are available in Section 6.5.

We apply temporal filtering on these plots to remove spurious detections and provide a
clearer overview. This requires consistent detection over the relevant event during a prede-
fined time range. This range represents a trade-off between getting a clearer overview of the
detections throughout the sequence and finding rare, and short events. This time range can
be set by the user of the system, depending on what they are looking for.

6 Evaluation

This article combines several components as illustrated in Fig. 3. To evaluate this system
we first evaluated all elements separately and then demonstrate the generated timelines for
our real-life dataset.

We start by discussing the framework we designed to evaluate the automatic medium
shots that were proposed in Section 6.1. We then continue in Section 6.2 that describes the
dataset containing random shots procured by the automatic camera man system, followed
by the evaluation of the three detectors in Sections 6.3 and 6.4 on this dataset to eventually
output event timelines as described in Section 6.5.

6.1 Automatic cameraman evaluation

A strict evaluation of our automatic camera man is not straightforward, because determining
the aesthetical quality of the generated shots is challenging due to its subjective nature. In
Section 4 we proposed an approach that uses OpenPose to propose an aesthetically pleasing
medium shot around the people present. Yet there is no direct objective metric to determine
how good the overall system works. To overcome this challenge, we created an online plat-
form that enabled the production house to take part in a user study, where they evaluate
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the proposed canvasses. They were informed to only limit their evaluation on the people
present, not the context of the scene.

The online platform follows three stages. First (i), we gather information about the user.
Then, we show an overview camera image with the proposed canvas and overview cut-out
based on that canvas, followed by (ii) asking the user to score the aesthetical quality of the
given images and (iii) asking the user to adjust the medium shot to a better one. Stage (ii)
and (iii) are repeated 20 times, on randomly selected proposals. Stage (i) allows us to learn
more about the experience and knowledge of the user concerning cinematographic shots.

The user is asked to self-evaluate his/her subject knowledge based on two criteria, from
0 (none at all) to 4 (highest):

Cinematographic knowledge How good do you think your
overall cinematographic knowledge is?

Time spending How much time do you spend concerning
photography/cinematography?

After gathering the user info, we continue our user study by repeating stage (ii) and
stage (iii), showing 20 random medium shot proposals. Figure 5 illustrates an example of
a medium shot proposal. Figure 5a illustrates the complete overview image of scene, while
Fig. 5b illustrates the cut-out proposal as the PTZ would provide. We chose only to use
the overview images to evaluate our process, without the actual PTZ steering, to make sure
the proposals are consistent for each user, allowing for better comparison. The user is then
asked to evaluate this initial proposal, with a score, 1 (very bad) to 5 (very good), for each
of these three criteria:

Head room Is there enough or too much head room?
Rule of Thirds Does the shot comply to the rule of thirds?
Overall How does the overall medium shot score?
During this study, 14 members of the production house participated, evaluating 20 frames

each. Table 2 summarises these user study results. When reviewing the evaluation output,
we noticed our system sometimes produced an erroneous canvas. It turned out that some
of the scenes contained wall posters, showing real-size photographs of people, which are
indeed detected as real people by our automatic system. In contrast to our automatic system,
the testers of the user study never chose canvases that also encompass these wall posters.
To overcome this issue, these poster pictures could be removed from the room before using
this system. An automatic alternative could be a person tracker to calculate the movement of
certain people detections. Then, the system could ignoring detections with little movement
over a long period of time, as they are probably not people. However, since only a limited

Fig. 5 Images that are shown during the second stage in the user study
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Table 2 Scores derived from the automatic cameraman validation user study

number of frames contained these posters, we chose to filtered them out of the dataset. The
results of which are shown in Table 2 as filtered dataset.

Table 2 shows for both the full and filtered dataset for each criterion (Head room; Rule of
Thirds and Overall) the score distribution normalised and grouped by the Cinematographic
Knowledge user score, gathered in stage (i). There were no users with a score of 0 or 4 and
therefore we only show the results for users with a score of 1 to 3.

In Table 2 the aesthetical evaluation scores show a tendency to be lower for users with
a higher cinematographic knowledge score. Indeed, these results show that our system still
does not receive high scores from users with high cinematographic knowledge scores, who
are more strict on this than average maybe because of their education. Yet more than 80%
of our canvasses are scored above average by the remaining users, showing that our system
already proposes sufficient enough canvasses to meet their expectations.

In stage (iii) we asked the users to correct the proposed canvasses. By allowing the users
to adjust the proposed canvas we can see towards what direction our system can improve.
The bottom row in Table 2 shows the average Intersection of Union (IoU) between our
proposed canvas and the adjusted canvasses.

These average IoU show similar behaviour as mentioned before, that the canvasses per-
form best according to the users with a cinematographic knowledge of 1 or 2, while the
users with knowledge 3 score worst.

When reviewing the proposed adjustments by the users, it was clear that in some cases
our system was a bit conservative, a human camera man should rather zoom in closer. We
see that a human camera operator would in some cases also chose to only take a subset of
the people into view, because e.g. they were too far apart. However, our approach aimed
towards capturing all the people present, over capturing the closest canvas, decreasing the
possibility of missing a key-scene greatly.
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6.2 Event evaluation dataset

Section 4 described the approach used to first limit the number of recordings, based on the
activity detection, while also steering the PTZ cameras to take medium shots. This approach
has been evaluated in the previous Section 6.1 on real-world image data and showed to
already achieve shots of sufficient quality. We, therefore, decided to work further on the
real output of this algorithm and collect our own large scale reality TV dataset to further
evaluate our event detection approach.

This dataset contains footage that was captured during 24 hours, containing three dif-
ferent household settings and families, in which each of them were 6 to 8 camera systems
installed.

Each family has a different social focus. One of them is a reconstituted family with the
main focus on the kids and the parents. In the second family, a couple has been trying to
get pregnant and had in vitro fertilisation as a last resort and gave birth to twins. They are at
home now, where their grandparents currently take residence while their new house is being
renovated. The parents and the baby are the main focus, with the grandparents mostly in the
background. The last family focuses on a senior that is still living on his own, despite being
over 90 years old. His daughters still visit him frequently and are currently preparing for the
wedding of one of them. The daily routine and habits of the senior are the main focus, he is
also the only family member who spends a lot of time with his dog and cat.

All three families lead different lives and each family holds a different social focus on
which afterwards the production team hopes to build a story around. We, therefore, let
multiple people annotate 100 random segments for each family of 10 seconds. In order to
limit the number of possible labels that could be used, a subset of the labels discussed in
Sections 5.2 and 5.3 was selected, based on the domain knowledge.

In Table 3 an overview is given of all the labels and their instances in the 300 segments.
Apart from these labels for action and sound recognition, the people present in the segment
was also annotated. Even though a subset of labels was selected based on the domain knowl-
edge, the nature of this case leads to a further decrease in annotated classes. As a result, we
will mainly focus on the labels that occurred multiple times in the next sections.

6.3 Action and sound recognition evaluation

Our suggested approach to perform action recognition, described in Section 5.2, detects a
label each 2 seconds. A global threshold of 0.01% on all classes ensures minimal confidence
must be reached before detections are evaluated. Because our annotation segments’ start
frame, stop frame and duration differ from the segments’ used during recognition, we aggre-
gate all detections together, retaining the highest detection confidence. We then evaluate
each annotation individually, to see if the label occurs in the aggregated set of detections. We
follow a similar approach for evaluating the sound recognition labels, detected for segments
of 10 seconds, aggregating each detection that falls within the segment time frame.

By determining the optimal threshold for each label, i.e. maximising Youden’s index
[75] to maximise both sensitivity and specificity, we can measure how good these detectors
perform. Tables 4 and 5 shows the thresholds, Youden’s index, specificity and sensitivity
with criteria Youden’s index > 0. The remainder of the labels had a Youden index < 0, with
an optimal threshold set at 1.00. This can partially be explained by the lack of sufficient
instances in the annotation set.
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Table 3 Annotation labels based on domain knowledge

Sound labels Instances Action Labels Instances

Dog 1 Baby waking up 0

Cat 0 Brushing Teeth 0

Door 6 Carrying baby 2

Kitchen Sounds 33 Celebrating 0

Water 1 Clapping 4

Speech 98 Cooking or preparing food 15

Shout 0 Crawling Baby 0

Screaming 10 Crying 0

Laughter 5 Cutting Watermelon 0

Crying 0 Doing Laundry 7

Singing 1 Dying Hair 0

Kids Playing 8 Eating or Drinking 28

Radio/TV 41 Grooming Dog 1

High Jump 2

Hugging 0

Ironing 1

Kissing 1

Kitchen Activities 10

Laughing 1

Making Bed 1

Petting Animal (not cat) 2

Petting Cat 3

Reading Book 3

Reading Newspaper 0

Setting Table 2

Shaking hands 0

Sitting at table 62

Smoking 0

Taking a Shower 0

Training Dog 0

Using remote controller (not gaming) 6

Walking the dog 0

Washing the dog 0

Writing 2

In our annotation set, we see a large number of radio/TV instances, while in Table 5 we
see that this class has a very low sensitivity. We examined the detection output and noticed
that in most of these cases the TV had people talking, leading to speech as detector output.

Each segment can hold multiple labels for each separate recognition part. Our action
recognition model, however, was trained on a public dataset with single-class classification
output. Therefore, in cases where two labels are labelled, our output will only have a single
action recognition label. On segments that hold similar contextual labels that often occurring



Multimedia Tools and Applications

Table 4 Action recognition labels maximised by Youden’s Index showing the optimal threshold, specificity
and sensitivity

Label Threshold Youden’s Index Specificity Sensitivity

cooking or preparing food 0.130 0.112 0.846 0.267

eating or drinking 0.160 0.505 0.934 0.571

kitchen activities 0.540 0.159 0.959 0.200

sitting at table 0.780 0.032 0.983 0.048

simultaneously, the model will only output the strongest classification label, leading to more
false negatives for each remaining annotation label. In Table 4 we can see that sitting at table
has a low sensitivity due to only being classified when no stronger action was present. When
people were sitting at the table, while talking or writing the action will not be overshadowed
by another.

In our case, the production house has less interest in the exact set of labels, as opposed
to a single label that already allows filtering and contributes to an event timeline.

6.4 Person recognition evaluation

As explained in Section 5.1, we use a combination of face detection and face re-
identification using a small gallery of each family member to recognise the people in the
camera views. Due to the nature of the use case, the identification evaluation should be done
on a segment-based level, instead of a frame-based level. Indeed, it is of no interest for the
editors of the TV-show to know who was present in each frame. It suffices if editors know
who was visible during certain ranges of time.

As such, our evaluation does not take the position of the detection into account, nor
whether the person was truly visible in a particular frame. Rather, face classifications will
be aggregated per 10-second video segment, as defined by the annotations in the dataset
described in Section 6.2. We apply facial recognition on every tenth frame or 25 frames per
segment. For each face classification, we multiply the detection confidence with the clas-
sification score. A person can only appear once in a frame, so when a frame has multiple
classifications of the same identity, we keep the classification where this product of detec-
tion confidence and classification score is the highest. This gives a single score for each
identity per frame. The scores are summed up for each frame in a segment and divided by
the number of frames per segment, i.e. 25. This yields a final score between 0 and 1 for
every identity in a segment.

Table 5 Sound recognition labels maximised by Youden’s Index showing the optimal threshold, specificity
and sensitivity

Label Threshold Youden’s Index Specificity Sensitivity

Kitchen Kounds 0.67 0.220 0.947 0.273

Speech 0.78 0.530 0.683 0.847

Laughter 0.95 0.400 1.000 0.400

Radio/TV 0.76 0.118 0.996 0.122
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Fig. 6 ROC-curves for the family with the most annotations, using a segment-based evaluation

By comparing these scores with the segment-level annotations, we can create a ROC-
curve for each person. Figure 6 shows these ROC-curves for the family with the most
annotations, which we call “Family A”.

Table 6 shows the optimal threshold for the labels in each family. The thresholds are opti-
mised by maximising Youden’s index. To frame the results, we added the column “Nannot”,
which shows how often a certain label was annotated over all segments.

Table 6 Face recognition results for the three families; the thresholds are determined by maximising
Youden’s index

Threshold Youden’s index Specificity Sensitivity Nannot

Child 1 0.024 0.535 0.891 0.644 45

Child 2 0.003 0.619 0.792 0.827 52

Mother 0.016 0.696 0.946 0.750 44

Father 0.035 0.562 0.862 0.700 20

Baby 0.041 0.695 0.895 0.800 5

Grandfather 0.023 0.467 0.667 0.800 25

Daughter 1 0.013 0.143 1.000 0.143 7

Daughter 2 0.009 0.376 0.964 0.412 17

Mother 0.105 0.547 0.947 0.600 5

Grandmother 0.035 0.531 0.937 0.595 37

Grandfather 0.017 0.482 0.947 0.535 43

Father 0.138 0.909 0.909 1.000 1

The column Nannot shows the number of annotations that were present for the respective label
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Fig. 7 References that were used for classifying Child 1 from Family 1

It is clear that the state-of-the-art face recognition techniques are indeed suitable for
the current use case. To find out where our approach encountered difficulties and where it
worked well, we inspect the classification results for Child 1 from Family 1 (the first block
in Table 6) when using the threshold of 0.024 from Table 6. Figure 7 shows the reference
images that we manually selected for Child 1.

The best true positive segment—i.e. the segment with the highest aggregated score (=
0.52) for Child 1 where Child 1 was indeed present—is shown in Fig. 8 and is from a scene
where Child 1 sits still with his face directed towards the camera. The high score per frame
and the face’s visibility throughout the segment causes a high aggregated score.

Figures 9 and 10, on the other hand, show a frame from, respectively, the worst false
positive segment (aggregated score of 0.08) and the worst false-negative segment for Child 1
(aggregated score of 0.00). The false-positive detection shown in Fig. 9 is the classification
with the highest confidence in that segment and can be attributed to physical similarities
between mother and son, along with low resolution and poor lighting. The false-negative is
shown in Fig. 9, which is understandable because this scene combines a lot of motion blur
with bad lighting and a very challenging camera angle. Additionally, in that segment, Child
1 is only visible for 10 of the 25 frames that we use for facial recognition.

6.5 Generated timelines

In this section, we show the timelines in the 2 formats we discussed in Section 5.4. We set
the time range for the temporal filter to 6 seconds, which approximately corresponds to the
system requiring 2 consecutively and consistent action detections.

Fig. 8 Frame showing a true positive with the highest aggregated score of 0.52 for Child 1 (blue box)
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Fig. 9 Frame showing a false positive with the highest aggregated score of 0.08 for Child 1 (blue box)

We show the individual timelines generated for two of the families in Figs 11 and 12.
These contain the locations and the activities of the family member throughout the
sequences. We also show an example of the second timeline format in Fig. 13. This format
contains the different activities happening throughout the day, along with the person asso-
ciated with this activity. This representation also contains the activities to which no identity
has been assigned.

7 Conclusion

In this article, we proposed a system that reduces the manual labour required to record a
reality TV show. Our proposed system consists of two major components.

The first component steers PTZ cameras, guided by people detection on a supporting
overview camera, aiming to compose aesthetically pleasing medium shots. Our user study

Fig. 10 Frame showing a false negative with the lowest aggregated score of 0.00 for Child 1
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Fig. 11 Timelines showing the activities of the people in the “Family A” sequences

showed that we are capable of proposing canvasses that meet the level of a moderate camera
man. Although the system does not reach a professional level, its quality of capturing is
acceptable for the commissioning production house to use during moments with low levels
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Fig. 12 Timelines showing the activities of the people in the “Family B” sequences
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Fig. 13 Full overview of the activities of “Family B”. The detections above the gray line are detected actions,
underneath are recognised sounds

of activity and only a limited number of people (it is understandable that, at key moments
of the storyline, they opted to remotely operate the PTZ cameras manually, in order not to
miss any important events of the reality TV story). Currently, we only focused on capturing
medium shots of the highest number of people. In future work, experiments on different
shots with different criteria could increase the usability of our proposed system further.

Our second component combines the output of several audiovisual content analysis tech-
niques, using footage that was recorded based on our proposed medium shots. While there is
room for improvement on the individual event detection components, the resulting timelines
reduce the search space for the production house when editing the footage. Nevertheless the
challenging nature of our real-life large scale dataset, we have proven in a series of eval-
uation experiments that each component yields acceptable results and that the generated
timelines are informative for a film editor.
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