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ABSTRACT The Digital Twin (DT) is a promising concept which aims at creating a virtual replica of an
individual system, that can provide information otherwise not available. This paper presents a DT of a vertical
transportation system, focusing on how to model this DT, and using it to evaluate the system condition and
potential corrective solutions. Exploiting the advantages of object-oriented modeling, this DT has been built
ensuring that it may be dynamically adapted to different monitoring scenarios. Moreover, its adaptability
is tested showing that reduced models behave similarly. The resulting reduced models are used to estimate
installation parameters in a bottom-up way, using the measurements of a scaled test bench. The estimated
parameters are used to update a high-fidelity model and simulate the effect of corrective actions.

INDEX TERMS Digital twin, Kalman filter, state/parameter estimation, virtual sensing.

I. INTRODUCTION
Due to the latest advances in information and communication
technologies, the advantages of modeling and simulationmay
now be used not only during design phases, but also during
operational phases [1]. This opens the way to continuously
simulate and update with measurements a virtual replica of
the system. Such a replica may give insight into the system’s
behavior, for instance by (i) providing virtual sensors that
extend available data [2], [3], (ii) generating synthetic data to
feed machine learning algorithms [4], (iii) providing indica-
tors of the system’s condition [5], or (iv) simulating potential
operational decisions to aid decision making. This concept is
referred to as Digital Twin (DT). According to Glaessgen [6],
the ‘‘DT is an integratedmulti-physics simulation of a system,
that uses the available physics-based models, sensors and
fleet history to replicate the behavior of its real counterpart’’.
Depending on the available resources and the required moni-
toring scenario, the DT’s models may range from data-driven
models to high-fidelity physics-based models. However, it is
probably the physics-based models the ones which fully
unleash the DT’s potential [7], as physical insight is generally
required to simulate situations that have not yet occurred.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yue Zhang .

One of the DT’s main challenges is to ensure its models’
accuracy regardless of the system’s changes [8], such as com-
ponent degradation or changes due to maintenance actions.
The DT’s models need to be updated as often as possible to
reliably reflect the system’s behavior. Parameter [9]–[11] and
state estimation strategies [12]–[14] are attractive solutions
to keep the DT updated. However, such strategies are not
necessarily compatible with the high-fidelity models often
required to address all the physics of interest. Generally,
model parameters need to be estimated in a bottom-up way,
i.e. starting at component level, which likely requires a ded-
icated model of the component. Moreover, in systems with a
limited number of sensors, high-fidelity models with several
states will likely result in non-observable systems, hindering
the application of estimation algorithms [15]. Thus, the DT’s
models should be developed in a way that facilitates their
adaptation to different scenarios, such as high-fidelity simu-
lation, parameter estimation or state estimation, ensuring the
suitable fidelity for each case. To this end, some authors have
highlighted the necessity of building the DT as an adaptable1

reference model, making it as generic as possible [16].
A DT is thus an attractive solution to systematically

supply information which otherwise remains hidden, such

1In this study, model adaptability is referred to the model’s ability to
change its abstraction level, adapting to different monitoring scenarios.
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as non-measured variables [3], system degradation and
unknown operational conditions [6], or trends in the quality a
manufacturing process. This information may thus provide a
significant added value in the management of different assets.
For instance, aiding in the rapid qualification ofmanufactured
parts [17], providing maintenance suggestions [18], or sug-
gesting manufacturing plant reconfiguration to ramp-up or to
improve manufacturing quality [19]. Although the DT is a
promising concept for several fields, there are many concep-
tual ideas, but few practical application examples. Moreover,
a significant part of the DT literature seems to forget a key
aspect of the DT, which is the connection with real measure-
ments to make it a reliable replica [20]. In addition, there are
still no defined rules on how to build such DT in a generic
and adaptable way [21].

Vertical Transportation Systems (VTSs) are complex sys-
tems which could benefit from DTs. In particular, the eval-
uation of VTS’s guiding system could be improved with the
information provided by the DT. Together with faults in the
electric machine, the faults in the guiding system have the
highest effect on energy efficiency and comfort [22]. Such
faults are mainly due to guide misalignment and bumps in
the guide joints [5]. Most of the guiding system monitoring
strategies of the literature rely on complex devices to measure
the guide’s deviation [23]–[25].

Other techniques rely on data-driven techniques, for
instance by processing the cabin acceleration signal [26] or
the machine currents [27]. Likely, such data-driven tech-
niques result in cost efficient methods, but the performance
of extrapolating a data-driven strategy to other installations
or operational conditions is not always guaranteed [28]. For
instance, as discussed by Skog [26], elevator speed must be
considered when using vibration for condition monitoring.
Similarly, when using machine currents for guide system
evaluation, the effect of cabin and counterweight load and
acceleration profile should be considered. Thus, the thresh-
olds set-up in the initial training phase will probably depend
on operational conditions and characteristics of each individ-
ual installation. In this context, a DT based on first-principles
models could aid in the assessment of VTSs. By combining
this DT with available sensors, it may provide valuable infor-
mation, for instance, by (i) estimating condition-sensitive
parameters, (ii) estimating virtual sensors, or (iii) simulating
potential operational actions.

The aims and novelty of this study are (i) to create an
adaptable model of a VTS that cost efficiently adapts to the
required monitoring scenario, (ii) to use the reduced models
to estimate the guiding system’s profile in a bottom-up way,
(iii) to use the estimated profile as an indicator of the guide’s
condition, and (iv) to use the estimated feature to update the
VTS’s DT, and simulate potential operational actions.

II. DIGITAL TWIN FOR SYSTEM EVALUATION
As described earlier, a DT comprises a set of models
representing specific aspects of the system. These models
include data-driven models, CAD models and physics-based

models. This paper deals exclusively with a DT made of
physics-based models, for which the following requirements
have been identified:

• Model reliability: the DT shall not be a generic rep-
resentation of a system, but rather a direct one-to-one
replica of an individual asset. Model reliability is an
essential aspect in the exploitation of the DT concept,
and probably the primary factor differentiating tradi-
tional simulations and a DT. Among others, ensuring
model reliability involves (i) using the same input and
operational conditions as the real system, and (ii) updat-
ing the models as often as possible with the sensors
available. Thus, the DT should have means to combine
the models with the available measurements [20].

• Model adaptability: a holistic model aiming at repre-
senting every aspect of the real system may seem the
most straightforward option. However, depending on the
scope of the DT, it may not be feasible. Most likely,
a number of models are required to represent different
aspects of the system and to address different scenarios,
such as bottom-up parameter estimation, state estima-
tion or high-fidelity simulation. To ensure modeling
cost-efficiency, model adaptability and reusability
should be fostered.

• Model distribution: models shall be accessible by
different monitoring algorithms. Thus, models and
estimation/simulation tools should be made as generic
as possible, ensuring compatibility regardless of their
origin. Ensuring the compatibility of different models
and tools also fosters the envision of a DT made of sev-
eral models, where (i) the expertise of specialized soft-
ware in certain domains can be exploited, and (ii) models
generated by different suppliers/partners can be used
together regardless of the tool of origin.

• Accessibility: the use of simulation models is still a task
for experts. The outcome of a DT for monitoring appli-
cations should bemade as understandable and accessible
as possible by non-experts.

Figure 1 depicts the framework proposed to address these
requirements. This framework consists of the following
components:

1) Digital Twin: this is a virtual replica of the system,
which runs in parallel and with the same opera-
tional conditions as the real system. It is composed
of several models representing different aspects of
the system, such as (i) high-fidelity models simulated
in open-loop to understand and predict the system’s
behavior, and (ii) reduced estimation models blended
with the available measurements to obtain unknown
parameters. The set of estimation models, and the tools
used to combine them with measurements, are cru-
cial to fulfill the requirement of ‘‘model reliability’’.
Section IV-B provides a practical example where the
guiding system’s profile is estimated through joint
state-parameter estimation.

114390 VOLUME 8, 2020



M. González et al.: DT for Operational Evaluation of VTSs

FIGURE 1. Elements of the presented framework.

2) Reference model/model library: this element refers
to the means to obtain the physics-based models that
will be used by the DT, addressing the requirements of
model adaptability and distribution. It may consist of a
reference model with capacity to adapt its fidelity level
automatically, a library of model components, or a set
of predefined models. The goal of this component is to
provide models with the suitable fidelity for a specific
problem [29]. Object-oriented modeling tools are a
potential solution for lumped parameter models. There,
model adaptability may be achieved by making certain
Degrees of Freedom (DoF) depend on user parameters.
More specifically, this work uses the acausal modeling
tool Modelica [30]. Section III describes how an adapt-
able model can be generated by constraining certain
states with user-dependent Boolean parameters. These
models need to be distributed in a way that facili-
tates their use by the DT’s simulation and estimation
tools. In this work, the Functional Mock-up Interface
(FMI)2 for model exchange is used to convert mod-
els into generic models that can be used with general
purpose programming languages, ensuring the compat-
ibility regardless of the modeling tool. Furthermore,
models exchanged through the FMI are described as
ODEs, as preferred by most estimation algorithms.
Thus, the acausal models are converted according to the
FMI, and supplied to the DT as Functional Mock-up
Units (FMU).

3) Analytics platform: this is the platform which
leverages on the information provided by the DT to
indicate the condition of the system, and to provide

2https://fmi-standard.org/, last accessed 07/02/2020

operational suggestions. The development of such a
platform is out of the scope of this paper. Instead,
Sections IV-C and IV-D show how simulated time
series may be converted into performance indicators,
easier to transfer and to understand than time series.

III. REFERENCE MODEL OF A VERTICAL
TRANSPORTATION SYSTEM
This section presents a reference model of VTSs, this is,
a model which can adapt its fidelity to different scenar-
ios. This reference model has the same main components
as the real installation. Next, these components and their
respective models are described. This model uses Modelica’s
Multi-Body library [31]. In this library, the ‘‘Frame’’ compo-
nent is used to connect different components, ensuring force
and torque balance, and setting the position and orientation
of each of the connected components to be the same.
• Cabin model: the cabin is the component carrying the
payload, which is balanced with a counterweight to
improve energy efficiency. The same model is used for
both cabin and counterweight, which are modeled using
a rigid-body model, i.e. three translations and three rota-
tions. The dynamics of this body are represented by the
Newton-Euler equations∑

i

F0
i = m · (a0+ω̇0×r0cm+ω0×(ω0×r0cm)) (1)∑

i

M0
i = I · ω̇0 + ω0 × (I.ω0)+ r0cm × F0

i (2)

where F0
i and M0

i are the forces and moments applied
at the origin of the coordinate system 0 located at the
cabin’s floor, a0 is the body’s acceleration, ω0 is the
body’s angular velocity, and r0cm is the position of
the car’s center of gravity. The cabin’s translations and
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FIGURE 2. Cabin model with DoF selection built in Modelica.

rotations have been included to assess the effect of
defects in the guiding system. However, it may often
be better to neglect these DoF and account only for
the cabin’s vertical translation [32], [33]. Therefore,
this sub-model has been developed in such a way that
the end-user may define whether rotations and hori-
zontal translations are allowed. Figure 2 illustrates3 an
alternative to develop such model. The elements within
the ‘‘DoF activation’’ square depend on a Boolean
user-parameter which if activated, constraints the X , Y
and rotational DoF by directly connecting the vertical
translation (z) DoF with the body. Additionally, it can
be seen that this model has five connector frames. Four
of them are devoted to the connection with the guiding
system, and the fifth one connects the cabin with the
suspension means.

• Guiding system: it consists of two steel rails which
bound the cabin’s horizontal movement. Generally,
the cabin has four sliding shoes, which grab the guiding
rail’s web contacting it in three flanges. This contact
is modeled with an event driven spring-damper
system [34], which is only active when it contacts the
guiding rail. Deviations in the guiding rail’s riding path,
such as out-of-angle and out-of-plane misalignment,
lead to increased contact and friction forces. It is there-
fore of special interest to take such defects into account
in the guiding rail’s model. To do that, the guiding
rail’s profile is introduced in the contact model as an
external input which adds to the initial spring length of
the contact spring element, δx and δy for the x and y
directions respectively. This leads to a contact force as

FN =

{
0 ss − δ > Lg
K (ss − δ − Lg) ss − δ ≤ Lg

(3)

where F is the contact force, K is the contact stiffness,
ss is the sliding shoe’s position, δ is the guide’s position,
and Lg is the sliding shoe’s clearance. Figure 3 shows
schematically the idealization of this contact.
Since the alignment of the guiding system changes along
the installation’s height, the contact forces with the guide
will also change. Therefore, friction forces will change
along the trip, mainly due to the change of the normal
force exerted between the guide and the sliding shoes.

3This figure is not a one-to-one capture of the model, it has been modified
to facilitate its interpretation

FIGURE 3. Idealization of guide-cabin contact.

This change is assumed to be the dominant cause of
friction change. In addition, since the elevator is mostly
traveling at a constant speed, only sliding regime friction
is considered. Therefore, a Coulomb friction model with
a constant friction coefficient is used as

Ff = µFN (4)

where Ff is the friction force, µ is the friction
coefficient, and FN is the normal contact force. If the
cabin’s transnational and rotational DoF are neglected,
this model is not accounted for anymore. Instead, the
friction forces are considered as an absolute resul-
tant force acting on the center of the cabin, and are
introduced as an external input.

• Suspension means: the suspension cable is the element
which couples the cabin’s vertical movement with the
pulley and the electric machine. As described in [33],
the cable may be modeled as two independent springs,
one for the cabin’s side and one for the counterweight.
In addition, the cable’s mass is also accounted for, as it
also increases the system’s load. Due to the change in
cable length as the cabin travels, these cables are mod-
eled as springs with a varying stiffness andmass, defined
as [33]

Lc = Lc0 + Rpϕ (5)

Lcw = Lcw0 − Rpϕ (6)

Kc =
EA · n
Lc

(7)

Kcw =
EA · n
Lcw

(8)

mc = λm · Lc (9)

mcw = λm · Lcw (10)

where Lc and Lcw are the cable’s length at cabin and
counterweight sides, Rp is the pulley’s radius, ϕ is the
machine’s angular position, Kc and Kcw are the cable
stiffness, n is the number of cables, EA is the cable’s
longitudinal stiffness,mc andmcw are the cable’smasses,
and λm is the cable’s longitudinal density.

• Driving pulley: this is the system which connects the
cable and the electric machine. In this model, slip
is neglected, and each side of the cable is assumed
independent. The tension difference between the cabin
and counterweight sides is assumed to be compensated
by friction in the pulley. Consequently, the torque
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FIGURE 4. Model of the electric machine and its support built in
Modelica.

balance in the pulley is

Jpα = Rp(Fc − Fcw)+ τe + τL (11)

where Jp is the pulley’s inertia, α is the pulley’s angular
acceleration, Fc is the cabin side’s tension, Fcw is the
counterweight side’s tension, τe is the electric machine’s
torque, and τL is the friction loss torque. This compo-
nent adds two states to the system, the pulley’s angular
position, ϕ, and angular velocity, ω.

• Machine support: the machine’s vibration is also
accounted for, as it may be an additional source of
discomfort to be studied. The machine is generally
supported on top of the guides, isolated with a
rubber-like material. In the current model, the support is
idealized, discretizing the support’s position in four
points. Figure 4 illustrates3 a potential solution. As with
the cabin, additional connections have been included
to allow an efficient adaptability. Namely, through a
user-defined parameter, the machine’s inclination DoF
may be neglected, accounting only for its vertical
vibration. Similarly, all its DoF can be neglected, by fix-
ing the machine’s mass to the ground. Consequently, this
element adds up to 3 DoF: one vertical translation, zm,
and two inclinations, ϕA, and ϕB.

• Permanent Magnet Synchronous Machine (PMSM):
this is the type of gearless electric machine commonly
used to move the system. The dynamics of the PMSM
are represented in the direct-quadrature (d-q) reference
frame as described in [35]. This reference system moves
together with themachine’s magnetic flux, leading to the
following constitutive equations

Vq = Riq + Lq i̇q + pω(Ld id + λ) (12)

Vd = Rid + Ld i̇d − pω(Lqiq) (13)

τe = KT iq (14)

where Vq and Vd is the quadrature and direct voltages,
iq and id are the quadrature and direct currents, ω
is the machine’s angular velocity, Lq and Ld are the
inductances, R is the stator resistance, λ is the magnetic
flux linkage, τe is the machine generated torque, and KT
is themachine’s torque constant. Thismodel leads to two
states: id and iq, which are the currents in the direct and
quadrature axis respectively.

• Control: elevator PMSMs are commonly driven by a
current-regulated inverter drive. Making use of the pre-
viously mentioned d-q reference frame, a Field-Oriented
Control commands a zero d-axis current idref = 0, and
the q-axis current is set to fulfill the required torque [35].
A common current control uses three PI loops: a q-axis
current loop, a d-axis current loop, and a reference speed
loop, which are governed by [33]

i∗q = KT

(
Kpω(ωref − ω)+

∫ t

0

Kpω
Tiω

(ωref − ω)dt
)
(15)

Vq = Kpq(iqref − iq)+
∫ t

0

Kpq
Tiq

(iqref − iq)dt (16)

Vd = Kpd (idref − id )+
∫ t

0

Kpd
Tid

(idref − id )dt (17)

where Kp is the loop proportional gain, and Ti is the
integration time. In this model the inverter is omitted,
and the computed voltage is introduced as an input in
the previously described PMSM model. To facilitate
its state-space description, an auxiliary state variable is
introduced, ẋ = u/Ti, being u the input to the loop. Thus,
the control loops are modeled as follows

y = Kp(u+ x) (18)

In total, this reference model has 37 states, but it may be
scaled down by constraining certain states, or by obtaining
standalone models from its components. Table 1 summa-
rizes the reference model’s states and compares the reference
model with two reduced models derived from it: (i) a compo-
nent level model, which represents exclusively the cabin and
which uses as external input the tension in the cable, and (ii) a
reduced system level model, where the lateral and rotational
DoFs of cabin and counterweight are neglected. In addition,
to better compare these model, this table summarizes for each
model (i) the required external input, (ii) the model’s goal,
(iii) the generation method, (iv) the median computational
time of 10 simulations of circa 6 s, and (v) a reference to
an application case. The reference model provides a tool to
assess the effect of guide defects on the overall performance
of the installation, while the reduced models may be com-
bined with estimation algorithms as suggested in [5], [33].
As previously described, this model reduction does not refer
to a classical model order reduction consisting on a matrix
space reduction. Rather, it consists of changing the model’s
equations, leveraging on the properties of object-oriented
modeling. The choice of themodel reduction scheme depends
on the model at hand. In the current case, as the models
are developed using acausal modeling tools, where the mod-
eler has few control over the model structure, the described
scheme of constraining certain DoFs was deemed the best
option.With regards to computational time, the reducedmod-
els offer a significant time reduction at the cost of providing
less information. These models are meant for estimation pur-
poses, not as alternatives to improve simulation efficiency.
This information is provided to highlight model differences.
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TABLE 1. Comparison of reference and reduced models.

FIGURE 5. Comparison of the 1D and 3D elevator models.

No assumption is made on the maximum computational cost
acceptable for practical applications. Moreover, flexibility
on model distribution was prioritized over model efficiency.
Thus, the computational efficiency of these models could be
highly improved.

A. MODEL REDUCTION
An important aspect when scaling down the model is to
ensure that the reference and the reduced models have the
same behavior in the shared physics. The neglected physics
will not affect the scaledmodel, but the remainingDoF should
have the same behavior. In this section, this is tested for
the case where the cabin’s lateral vibration and rotations are
constrained, and the machine’s support’s movement has been
reduced to a vertical vibration and out-of-axis inclination,
leading to a 1D model with 17 states (Model 1D in Table 1).

Figure 5 compares the simulation of the 1D model and the
reference model (3D model) for an ideal case, i.e. perfectly

FIGURE 6. Linearized natural frequencies of the elevator models.

aligned guide. The friction forces computed in the 3D model
are used as input in the 1D model. As can be seen, both
models have roughly the same prediction. Slight negligible
differences are possibly produced by the coupling between
the cabin’s vertical and rotational movement, which is not
accounted for in the 1D model.

In addition to the time-domain simulation, the system’s
frequency response should also be the same for the shared
dynamics. Figure 6 compares the linearized natural frequen-
cies of the 3D and 1Dmodels. These natural frequencies have
been computed as

f =
|λ|

2π
(19)

where λ are the eigenvalues corresponding to second order
systems of the process matrix linearized at each time step.
These natural frequencies are plotted against the cable’s
length, as this is the main cause for their change. As can be
seen, both models have the same natural frequencies for the
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modes corresponding to the vertical dynamics, whose origin
has been labeled for the 1D model. For the 3D model, also
several natural frequencies related to the cabin’s rotation and
lateral translation appear. However, due to the large number
of DoF is not straightforward to identify their origin.

IV. APPLICATION CASE: GUIDE ALIGNMENT
EVALUATION AND SOLUTION ANALYSES
As described earlier, the alignment of VTSs’ guiding system
is considered the dominant cause behind friction losses, and
an important source of vibration and discomfort. Therefore,
the goal here is to (i) estimate the guide’s alignment, and
(ii) use it to simulate the effect of guide reconfiguration
on the installation’s comfort and energy efficiency. We pro-
pose estimating the guide alignment as a model parameter
which varies4 along the guide’s position. This parameter
needs to be estimated in a bottom-up approach, estimating
at component level so that other components do not affect
the estimation [36], and the guide’s effect is properly isolated
from other sources of energy losses or discomfort. Therefore,
a model representing only the cabin and the guiding system
is extracted from the reference model and used in the estima-
tion. The reference model itself is also used to simulate the
potential effect of acting on the guiding system.

Particularly, this analysis is carried out in the VTS test
bench presented in [37]. On top of the components described
in Section III, the test bench has a 1:16 planetary gearbox
to allow using a real electric machine and controller in a
reduced height. This gearbox introduces unrealistic friction
losses which are not present in a real installation. These losses
are computed using a torque sensor and used as input in
the model. The rest of the section is organized as follows.
Firstly, the model identification strategy is described.
Secondly, a model of the cabin and guiding system is used
to isolate this subsystem and update the reference model in
a bottom-up way. Next, with the updated reference model,
different maintenance alternatives are simulated.

A. PARAMETER ESTIMATION STRATEGY
The selection of a parameter estimation strategy highly
depends on the model and the nature of the parameters. In this
case, the features of interest will be estimated using state esti-
mators augmented with the unknown parameters/inputs [38].
In [39] joint state/parameter estimation was used together
with an expectation maximization (EM) algorithm, showing
that the optimal value is the mean value of the estimated
parameter. Thus, when estimating a constant parameter, EM,
least-squares, or heuristic optimization methods could be a
more efficient option. However, in the current case the goal
is to analyze parameter changes as a function of the guide’s
height. Thus, the estimated features will not be a single value,
but rather an array function of the geometry. In addition,
the evolution of the system’s dynamic states has to be

4Although variable, this feature is considered a parameter because it
evolves significantly slower than the model’s dynamics.

accounted for. Therefore, joint state/parameter estimation is
deemed the better solution: state estimation accounts for the
cabin’s dynamics, while the augmented state provides the
guide’s profile.

In this work, an Extended Kalman Filter (EKF) is used.
The EKF is the most widely used non-linear extension of
the Kalman Filter [40]. The EKF assumes that the system
behaves as a state space model disturbed by zero-mean white
noise as

ẋ = f(x,u, t)+ w

y = h(x,u, t)+ v (20)

where x is the state vector, y is the system output, t is the
time, u is the system input, and w and v are the process
and measurement noise respectively. These noise terms are
considered zero-mean random variables with covariance Q
and R respectively. Similarly, the states are assumed to be
Gaussian variables with a covariance P, i.e. x̂ = N (̂x,P).
Given this model, and starting with an initial guess of the state
vector and its covariance, i.e. x̂+0 and P+0 , the filter estimates
the most probable value of the states [40].This is done in two
steps, prediction and update. In the prediction step, an a-priori
estimation of the states is obtained as

x̂−k+1 = fk (x̂+k , uk ) (21)

ŷk+1 = hk+1(x̂−k+1, uk ) (22)

where x̂−k+1 is the a-priori state estimation, fk and hk are the
discrete system functions, and ŷk+1 is the predicted output.
At each time step, the states covariance matrix is propagated
using the linearized system matrix as

Fk = e
∂fk
∂xk

δt (23)

Hk+1 =
∂hk+1
∂xk+1

(24)

P−k+1 = FkP+k F
T
k +Qk (25)

where δt is the time step, Fk is the linearized discrete system
matrix, Hk+1 is the linearized output matrix, and Qk is the
process noise covariance. Next, this a-priori estimation of
the states is updated using the available measurements. First,
the residuals, i.e. the difference between the predicted and
measured outputs, and their covariance are computed as

rk+1 = ŷk+1 − yk+1 (26)

Sk+1 = Hk+1P−k+1H
T
k+1 + Rk (27)

where r is the residual, and S is its covariance. Finally,
the a-posteriori state estimation and covariance estimation are
computed as

Kk+1 = P−k+1H
T
k+1S

−1
k+1 (28)

x̂+k+1 = x̂−k+1 +Kk+1rk+1 (29)

P+k+1 = (I−Kk+1Hk )P−k+1 (30)

where Kk+1 is the Kalman Filter gain.
The model linearization of Equations (23) and (24) is

obtained at each step using central finite differences. To esti-
mate unknown parameters jointly with the states, the process
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matrix is augmented with the directional derivatives of the
unknown parameter. Since there is no prior knowledge on
the parameter’s evolution, a random walk model is used
for the unknown parameter, i.e. ṗ(t) = ωp(t), being ωp a
zero-mean random variable. Thus, the augmented state-space
model is described as follows[

ẋ
ṗ

]
=

 ∂f∂x ∂f
∂p

0 0

[x
p

]
+

[
ω

ωp

]
(31)

B. GUIDE PROFILE VIRTUAL SENSOR: BOTTOM-UP
PARAMETER ESTIMATION
To avoid interaction effects with other components, a model
of the cabin and guiding system isolated from the other
components is used. To isolate the component, the cable’s
tension is used as input and the remaining components are
neglected. Consequently, this estimation model has 12 states
corresponding to the cabin’s translations and rotations. This
model is represented in Figure 7, and further details are
provided in Table 1.

FIGURE 7. Representation of the cabin model and its degrees of freedom.

The parameter to be estimated is the deviation of the
guiding rail with respect to the riding path, δ, defined
in Equation (3). At each time step, this parameter is
included in the linearized state-space model as described
in Equation (31). The guide’s alignment might be compro-
mised in two directions: x and y, and since two guide rails
are used, that would mean estimating four parameters as
augmented states. To simplify the estimation, however, only
one equivalent deviation is estimated, taking the following
assumptions: (i) one of the guides is assumed to be perfectly
aligned, and (ii) the guide’s deviation is assumed to be only
in x direction.
The contact parameters used in the model have a sig-

nificant uncertainty, including the sliding shoe’s clearance,
the stiffness of the guiding rail and its supports or the contact
damping. Estimating the exact value of these parameters
would require extensive measuring campaigns with localized
sensors at each sliding shoe. Instead, these parameters have
been selected so that increments of the estimated parameter, δ,
match the magnitude of a misalignment introduced in the test
bench’s guides in a controlled way. Therefore, although the
estimated parameter is not exact representation of the guide’s
profile, it shows a good correlation with deviations of the
guide with respect to the riding path.

TABLE 2. Parameters of the EKF for the estimation of the guide’s
deviation.

The parameters of the estimation are shown in Table 2,
including the model’s augmented states and measurements
used. The filter tuning matrices are assumed diagonal
matrices, i.e. the noise covariance Q and R. Table 2 shows
the diagonal terms of these matrices associated with each
state. The EKF is used to estimate jointly the states of the
model and this equivalent guide alignment, δ. As observa-
tions of the estimation problem, the cabin position, zc, and
the cabin’s vertical acceleration, z̈c, are used. Although no
dedicated observability assessment is performed, it should
be noted that the number of sensors is too reduced to have
a fully observable model. However, the unmeasured states
(x, y, φ, θ, ψ and their derivatives) are bounded due to the
guiding rails. Consequently, for these states it is fulfilled that
lim
t→∞
‖x(t)‖ = 0, making these states asymptotically stable,

and the states of interest detectable [5], [41], i.e. z, ż, and δ.
This detectability of the states of interest is confirmed by
checking that their estimated covariances are asymptotically
stable.

Although the system’s natural frequencies are relatively
low, a sampling frequency of fs = 1000 Hz is used to
ensure a good linearization of the nonlinear system. However,
since the model only captures information up to circa 60 Hz
(see Figure 6) all the measurements are low-passed filtered
accordingly. Figure 8 shows the measurements required by
this estimation: cable tension, Fc, cabin position, z, and cabin
acceleration z̈c.

FIGURE 8. Measurements required by the estimation: cabin cable
tension, Fc , cabin position, z, and cabin acceleration z̈c .
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FIGURE 9. Estimated guiding rail’s alignment (δ) and threshold (gray).

Figure 9 shows the result of the estimated guide alignment
as a function of the guide’s position. This figure shows the
guide alignment estimated for 10 trips, and the median value
of these trips. In addition, it shows the threshold selected
for the estimated feature. The selection of this threshold is
described later. It should be stressed, that often in the context
of condition monitoring, the required parameter estimation
accuracy is more relaxed than, for instance, the accuracy
needed for a virtual sensor fed into a controller. This is
because in condition monitoring often a parameter degrada-
tion rate is required rather than the actual parameter. In the
current case, the estimated parameter should not be taken as
an exact representation of the guide, but rather as an equiva-
lent parameter showing localized deviations from the riding
path. Thus, it gives an idea of the location and magnitude
of the guide’s misalignment. As explained earlier, the goal
of this parameter is (i) to provide a feature related to the
condition of the guide’s installation, and (ii) to update the
reference model so that it may predict the effect of changes
on the guiding system. It should be stressed, that measuring
the cable’s tension likely requires dedicated sensors which
are often unavailable. Therefore, this estimation process is a
periodic inspection routine rather than a continuous monitor-
ing process. Alternatives to continuously monitor the system
using the presented models can be found in [3], [5].

C. GUIDE ALIGNMENT EVALUATION
Setting up a threshold for the estimated parameter requires
a tradeoff between the ideal value of the parameter, in this
case 0 mm, and the difficulty to reach that value. With a
single estimation it is a challenging task to set a value to
that threshold. A practical way to obtain a threshold, is to
compare different installations and set the alignment thresh-
old based on (i) the commonly obtained alignment, (ii) the
required installation’s quality, and (iii) economic limitations.
To this end, the guide alignment estimated in 14 different
configurations of the test bench’s guiding system has been
compared. This emulates a real scenario, where the parameter
estimated in several installations is compared to set-up a
threshold. It should be considered, that installations with
different configurations, such as distance between guides,
will likely require different thresholds.

FIGURE 10. Estimated guide alignment for multiple configurations of the
system against Energy loss.

Figure 10 shows the guide’s deviation median and
maximum values, and their corresponding energy losses. As a
trade-off between the difficulty of having a proper guide
alignment and an energy efficient installation, it was decided
to set the threshold as the median guide alignment which
covers the 70% of all installations, leading to a threshold
of 2.3 mm. Setting the threshold based on the most common
alignment ensures that it is not too restrictive, which would
result in a high maintenance cost to adapt all the installations.
The percentage of installations that should be covered by
this threshold could be changed depending on the instal-
lation’s demands, e.g. residential elevators will likely have
less stringent efficiency demands than industrial elevators.
Such selection follows often a heuristic approach based on
economic indicators, which is out of the scope of this work.
Thus, an arbitrary 70% has been selected.

The selected threshold is plotted in Figure 9, showing
that the current guide alignment needs corrective actions at
heights h= 0.1 m, 0.4 m, 1.1 to 1.3 m, and 1.5 to 1.8 m. In the
following sections, the reference model updated with this
misalignment is used to analyze the added value of correcting
the alignment at these positions.

D. PRESCRIPTIVE ANALYTICS: WHAT-IF ANALYSIS
In addition to serve as a fault-sensitive feature, the guide
alignment is used to update the updated reference model.
Figure 11 compares the simulation of the reference model,
and the measurements taken in the test bench for several
variables: cabin and counterweight cable tensionsFc andFcw,
quadrature current iq, cabin acceleration z̈c, and cabin fric-
tionFcfric. Similarly, Table 3 provides errormetrics to compare
the simulated and measured variables.5 Namely, the Root
Mean Square Error (RMSE) and the Pearson Correlation
Coefficient (ρ) are provided. While a good correlation is
obtained in the magnitude of the simulated variables, a sig-
nificant mismatch in vibration amplitude is present. This
is because, although the estimated profile properly captures
the dominant cause behind friction forces (i.e. the guide’s
alignment), several other non-updated elements affect the
cabin’s vibration. Namely, the controller’s parameters, other
guiding rail parameters, such as stiffness or damping, or noise
in the model’s input, i.e. ωref . Also, the vibrations induced
by the guiding system, e.g. due to roughness or bumps in

5Friction is not measured, but indirectly obtained from the tension force
and the cabin acceleration, and low-pass filtered.
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FIGURE 11. Comparison between the reference model simulation and the
measured variables.

TABLE 3. Error metrics between simulated and measured variables.

the guiding rails, are not properly captured by the model,
and affect these variables. Therefore, this model should be
limited to the study of the system’s energy efficiency and shall
not be used to assess the installation’s comfort. To extend
the model’s capabilities, one should either (i) estimate the
uncertain parameters through dedicated parameter estimation
campaigns, or (ii) evaluate trends by statistically assessing the
potential variations of each parameter, for instance, through
Monte Carlo methods.

The threshold obtained in the previous sections gives a first
quantitative evaluation of the guide’s condition. However,
it does not give information of the potential improvement
upon corrective actions, or the suitability of carrying these
actions out. This potential improvement will be evaluated
using simulations of the updated reference model. In particu-
lar, three actions are studied through simulation: (i) correcting
the most significant rail path deviations, (ii) improving
the lubrication, assuming a 10% reduction in the friction
coefficient, and (iii) both correcting the rail path and improv-
ing the lubrication. The guide alignment correction men-
tioned in points (i) and (iii) is simulated setting all the
values of δ > threshold to 2.3 mm. The lubrication change
mentioned in points (ii) and (iii) is assumed both for cabin
and counterweight. The effect of lubrication on the friction
coefficient of polymeric sliding shoes was studied in [42],
showing a reduction of about 50% in the friction coefficient,
with respect to dry friction. However, to keep a conservative
assessment, the simulated reduction is limited to an arbitrary
10% reduction.

Table 4 shows the results of simulating these actions.
Two different metrics are evaluated: (i) the total energy
consumption of different components, and (ii) the overall
efficiency. For point (i), the energy loss in the cabin’s guide,

TABLE 4. Expected improvement in the system’s energy efficiency based
on the updated reference model simulation.

Ec, the energy loss in counterweight’s guide, Ecw, the change
in potential energy, Ecb, and the energy in the electric
machine, Em, are evaluated. Point (ii) is evaluated for the
overall performance ηt = Eout /Ein, where Ein is the energy
introduced in the system (either by the electric machine or
by the positive change in potential energy) and Eout is the
absorbed energy, e.g. by the machine in generator mode.
Notice that in the case shown in the table, the input energy
comes from the change in potential energy as the counter-
weight and cabin move, and the electric machine is in braking
mode and thus ‘‘absorbing’’ energy. Furthermore, the gearbox
friction losses are not considered, and are subtracted from the
machine energy. It is also worth mentioning, that in relative
terms, friction losses in this test bench are significantly larger
than the losses expected in a real installation.

In addition to these simulations, the first corrective action,
i.e. aligning the guiding rail, is done in the test bench, and
its results are shown in Table 4. Lubrication correction has
not been carried out because, currently, the test bench is not
prepared to expel/redistribute the grease as it drops to the
guide’s bottom. Figure 12 shows the table’s results in a visual
way. As can be seen, themodel has a good correlationwith the
test bench’s efficiency, capturing well also the improvement
on energy efficiency for the tested correction.

FIGURE 12. Comparison of different corrective actions.

These simulations show the potential effect of mainte-
nance actions on the guiding system, aiding in the decision
making. For instance, the simulation results suggest that just
improving the lubrication may have a larger effect on the
system’s performance, on top of being probably a more cost
effective solution.

After the corrective action, the guide’s alignment has been
estimated again to check its result. Figure 13 compares the
original estimated alignment, with the threshold and with the
current alignment. As can be seen, the corrective action had a
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FIGURE 13. Guiding rail alignment before and after corrective actions.

good performance aligning the guide between h = 1.1 m and
1.8 m, and at h = 0.1 m. However, at height 0.4 m it resulted
in an increased misalignment, because the alignment has
probably deformed the whole guide, affecting areas which
where not supposed to be changed. The requirement of further
corrective actions could be evaluated again. However, as seen
in Figure 12, the new alignment resulted in a better efficiency
improvement than expected, and further corrective actions are
not deemed necessary.

V. CONCLUSION
This study has presented a Digital Twin of a vertical trans-
portation system, which is based on physics-based models
and estimation algorithms. Emphasis was placed in devel-
oping its constitutive models in a scalable way, so that the
Digital Twin may seamlessly adapt to different monitoring
scenarios, such as high-fidelity simulation, virtual sensing,
or bottom-up parameter estimation. In addition, this is of
interest in industries where the product is highly customized
and might thus require a customized model as well. In such
models, it is essential to ensure that model reductions do
not alter the physics of interest. To develop such system
level models, acausal modeling tools have been identified as
an attractive solution. In the presented case, such a Digital
Twin has proven its effectiveness in the assessment of VTSs
efficiency. Further work is required to extend this models to
the assessment of the installation’s comfort.
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