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Abstract Time-delays are important components of many systems from
engineering, economics and the life sciences, due to the fact that the transfer
of material, energy and information is mostly not instantaneous. They ap-
pear for instance as computation and communication lags, they model trans-
port phenomena and hereditary and they arise as feedback delays in control
loops. The aim of the chapter is to present a guided tour on stand-alone
and interconnected systems with delays, thereby explaining some important
qualitative properties. The focus rather lies on the main ideas as technical
details are avoided. Different mechanisms in which delays can interact with
the system are outlined, with the emphasis on the effects of delays on stabil-
ity. It is clarified how these mechanisms affect control design problems. Not
only limitations induced by delays in control loops are discussed, but also
opportunities to use delays in the construction of controllers. Finally, exten-
sions of these results toward networks of interconnected dynamical systems
are discussed, with the focus on relative stability problems, in particular the
synchronization problem.

1 Introduction

Time-delays are important components of many systems from engineering,
economics and the life sciences, due to the fact that the transfer of mate-
rial, energy and information is mostly not instantaneous. They appear, for
instance, as computation and communication lags, they model transport phe-
nomena and heredity and they arise as feedback delays in control loops. An
overview of applications, ranging from traffic flow control and lasers with
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phase-conjugate feedback, over (bio)chemical reactors and cancer modeling,
to control of communication networks and control via networks is included
in [12].

The presence of time-delays in dynamical systems may induce complex
behavior, and this behavior is not always intuitive. Even if a system’s equa-
tion is scalar oscillations may occur. Time-delays in control loops are usually
associated with degradation of performance and robustness, but, at the same
time, there are situations where time-delays are used as controller parameters.

The aim of this chapter is to describe some important properties of control
systems subjected to time-delays and to outline principles behind analysis
and synthesis methods. Throughout the text, the results will be illustrated
by means of the scalar system

ẋ(t) = u(t− τ), (1)

which, controlled with instantaneous state feedback, u(t) = −kx(t), leads to
the closed-loop system

ẋ(t) = −kx(t− τ). (2)

Although this didactic example is extremely simple, we shall see that its
dynamics are already very rich and shed a light on delay effects in control
loops.

In some works the analysis of (2) is called the hot shower problem, as it
can be interpreted as a (over)simplified model for a human adjusting the
temperature in a shower: x(t) then denotes the difference between the water
temperature and the desired temperature as felt by the person, the term
−kx(t) models the reaction of the person by further opening or closing taps,
and the delay is due to the propagation with finite speed of the water in the
ducts.

The structure of the chapter is as follows. In Section 2 we outline funda-
mental properties of time-delays systems. In Section 3 we discuss spectral
properties of linear time-delay systems. In Section 4 we discuss limitations
of delays in control loops, but also opportunities of using delays for control
purposes, and in Section 5 we make the leap to networks of interconnected
systems, focusing on the synchronization problem. A short version of Sections
2-4 appeared in [7].

2 Basic properties of time-delay systems

2.1 Functional differential equation

We focus on a model for a time-delay system described by
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ẋ(t) = A0x(t) +A1x(t− τ), x(t) ∈ R
n. (3)

This is an example of a functional differential equation (FDE) of retarded
type. The term FDE stems from the property that the right-hand side can
be interpreted as a functional evaluated at a piece of trajectory. The term
retarded expresses that the right hand side does not explicitly depend on ẋ.

As a first difference with an ordinary differential equation, the initial
condition of (3) at t = 0 is a function φ from [−τ, 0] to Rn. For all
φ ∈ C([−τ, 0],Rn), where C([−τ, 0], Rn) is the space of continuous func-
tions mapping the interval [−τ, 0] into Rn, a forward solution x(φ) ex-
ists and is uniquely defined. In Figure 1, a solution of the scalar system
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Fig. 1 Solution of (2) for τ = 1, k = 1 and initial condition φ ≡ 1.

(2) is shown. The discontinuity in the derivative at t = 0 stems from
A0φ(0) + A1φ(−τ) 6= limθ→0− φ̇(θ). Due to the smoothing property of an
integrator, however, at t = n ∈ N, the discontinuity will only be present in
the (n + 1)−th derivative. This illustrates a second property of functional
differential equations of retarded type: solutions become smoother as time
evolves. As a third major difference with ODEs, backward continuation of
solutions is not always possible [8].

The extension of methods for time-integration (time stepping, simulation)
from ordinary to delay differential equations naturally follows from the prop-
erties of solutions sketched above: the “history” of the solution should be
taken into account in the time-stepper, and special attention should be paid
to so-called break points, where the solution is non-smooth. A key reference
is the book [1].
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2.2 Reformulation in a first-order form

The state of system (3) at time t is the minimal information needed to con-
tinue the solution, which, once again, boils down to a function segment xt(φ)
where xt(φ)(θ) = x(t+θ), θ ∈ [−τ, 0] (in Figure 1 the function xt is shown in
red for t = 5). This suggests that (3) can be reformulated as a standard ordi-
nary differential equation over the infinite-dimensional space C([−τ, 0],Rn).
This equation takes the form

d

dt
z(t) = Az(t), z(t) ∈ C([−τ, 0],Rn) (4)

where operator A is given by

D(A) =

{

φ ∈ C([−τm, 0], Rn) : φ̇ ∈ C([−τm, 0], Rn),

φ̇(0) = A0φ(0) + A1φ(−τ)

}

,

A φ = dφ
dθ
.

(5)

The relation between solutions of (3) and (4) is given by z(t)(θ) = x(t +
θ), θ ∈ [−τ, 0]. Note that all system information is concentrated in the non-
local boundary condition describing the domain of A. The representation
(4) is closely related to a description by an advection PDE with a non-local
boundary condition [5].

2.3 Asymptotic growth rate of solutions and stability

The reformulation of (3) into the standard form (4) allows us to define sta-
bility notions and to generalize the stability theory for ordinary differential
equations in a straightforward way, with the main change that the state space
is C([−τ, 0],Rn). For example, the null solution of (3) is exponentially stable
if and only if there exist constants C > 0 and γ > 0 such that

∀φ ∈ C([−τm, 0],Rn) ‖xt(φ)‖s ≤ Ce−γt‖φ‖s,

where ‖ · ‖s is the supremum norm, ‖φ‖s = supθ∈[−τ, 0] ‖φ(θ)‖2. As the sys-
tem is linear asymptotic and exponential stability are equivalent. A direct
generalization of Lyapunov’s second method yields:

Theorem 1. The null solution of linear system (3) is asymptotically sta-
ble if there exist a continuous functional V : C([−τ, 0],Rn) → R (a so-
called Lyapunov-Krasovskii functional) and continuous nondecreasing func-
tions u, v, w : R+ → R+ with

u(0) = v(0) = w(0) = 0 and u(s) > 0, v(s) > 0, w(s) > 0 for s > 0,
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such that for all φ ∈ C([−τ, 0],Rn)

u(‖φ‖s) ≤ V (φ) ≤ v(‖φ(0)‖2), V̇ (φ) ≤ −w(‖φ(0)‖2),

where

V̇ (φ) = lim sup
h→0+

1

h
[V (xh(φ))− V (φ)] .

Converse Lyapunov theorems and the construction of so-called complete-type
Lyapunov-Krasovskii functionals are discussed in [4].

Imposing a particular structure on the functional, e.g., a form depending
only a finite number of free parameters, often leads to easy-to-check stability
criteria (for instance, in the form of LMIs), yet as price to pay the obtained
results may be conservative in the sense that the sufficient stability conditions
might not be close to necessary conditions. As an alternative to Lyapunov
functionals, Lyapunov functions can be used as well, provided that the condi-
tion V̇ < 0 is relaxed (the so-called Lyapunov-Razhumikhin approach), see,
for example, [2].

More recent contributions on stability of systems with time-varying delay
originate from a similar perturbation point of view, where the system is seen
as a perturbation of a system with constant (possibly non-zero) delay.

2.4 Delay differential equations as perturbation of

ODEs

Many results on stability, robust stability and control of time-delay systems
are explicitly or implicitly based on a perturbation point of view, where
delay differential equations are seen as perturbations of ordinary differential
equations. For instance, in the literature a classification of stability criteria
is often presented in terms of delay-independent criteria (conditions holding
for all values of the delays) and delay-dependent criteria (usually holding for
all delays smaller than a bound). This classification has its origin at two
different ways of seeing (3) as a perturbation of an ODE, with as nominal
system ẋ(t) = A0x(t) and ẋ(t) = (A0 + A1)x(t) (system for zero delay),
respectively. This observation is illustrated in Figure 2 for results based on
input-output and Lyapunov based approaches.
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Delay-independent results Delay-dependent results

ẋ(t) = A0x(t)+A1x(t− τ) ẋ(t) = (A0 + A1)x(t)+A1(x(t − τ)− x(t))
input-output setting:
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Lyapunov setting:
V = xTPx+

∫

. . . V = xTPx+
∫

. . .

where where
A0

TP + PA0 < 0 (A0 + A1)TP + P (A0 + A1) < 0

Fig. 2 The classification of stability criteria in delay-independent results and delay-
dependent results stems from two different perturbation viewpoints. Here, perturbation
terms are printed in red.

3 The spectrum of linear time-delay systems

3.1 Two eigenvalue problems

The substitution of an exponential solution in (3) leads us to the nonlinear
eigenvalue problem

(

λI −A0 −A1e
−λτ

)

v = 0, λ ∈ C, v ∈ C
n, v 6= 0. (6)

The solutions of the equation det(λI − A0 − A1e
−λτ ) = 0 are called char-

acteristic roots. Similarly, formulation (4) leads to the equivalent infinite-
dimensional linear eigenvalue problem

(λI −A) u = 0, λ ∈ C, u ∈ C([−τ, 0],Cn), u 6≡ 0. (7)

The combination of these two viewpoints lay at the basis of most methods
for computing characteristic roots, see [6]. On the one hand, discretizing (7),
i.e., approximatingA with a matrix, and solving the resulting standard eigen-
value problems allows to obtain global information, for example, estimates
of all characteristic roots in a given compact set or in a given right half
plane. On the other hand, the (finitely many) nonlinear equations (6) allow
to make local corrections on characteristic root approximations up to the
desired accuracy, e.g., using Newton’s method or inverse residual iteration.
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Linear time-delay systems satisfy spectrum determined growth properties
of solutions. For instance, the zero solution of (3) is asymptotically stable if
and only if all characteristic roots are in the open left half plane.

In Figure 3 (left), the rightmost characteristic roots of (2) are depicted
for kτ = 1. Note that, since the characteristic equation can be written as
λτ + kτe−λτ = 0, k and τ can be combined into one parameter. In Figure 3
(right), we show the real parts of the characteristic roots as a function of
kτ . The plots illustrate some important spectral properties of retarded type
FDEs. First, even though there are in general infinitely many characteristic
roots, the number of them in any right half plane is always finite. Second,
the individual characteristic roots, as well as the spectral abscissa, i.e., the
supremum of the real parts of all characteristic roots, continuously depend
on parameters. Related to this, a loss or gain of stability is always associated
with characteristic roots crossing the imaginary axis. Figure 3 (right) also
illustrates the transition to a delay-free system as kτ → 0+.
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Fig. 3 (left) Rightmost characteristic roots of (2) for kτ = 1. (right) Real parts of right-
most characteristic roots as a function of kτ .

3.2 Critical delays: a finite dimensional

characterization

Assume that, for a given value of k, we are looking for values of the delay
τc for which (2) has a characteristic root jωc on the imaginary axis. From
jω = −ke−jωτ we get

ωc = k, τc =
π
2 + l2π

ωc

, l = 0, 1, . . . , ℜ

{

dλ

dτ

∣

∣

∣

∣

(τc,jωc)

}−1

=
1

ω2
c

. (8)
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Critical delay values τc are indicated with green circles on Figure 3 (right).
The above formulas first illustrate an invariance property of imaginary axis
roots and their crossing direction with respect to delay shifts of 2π/ωc. Sec-
ond, the number of possible values of ωc is one and thus finite. More generally,
substituting λ = jω in (6) and treating τ as a free parameter leads to a two-
parameter eigenvalue problem

(jωI −A0 −A1z)v = 0, (9)

with ω on the real axis and z := exp(−jωτ) on the unit circle. Most methods
to solve such a problem boil down to an elimination of one of the independent
variables ω or z. As an example of an elimination technique, we directly get
from (9),

jω ∈ σ(A0 +A1z), −jω ∈ σ(A∗

0 +A∗

1z
−1)

⇒ det
(

(A0 +A1z)⊕ (A∗

0 +A∗

1z
−1)

)

= 0
⇒ det

(

(A0z +A1z
2)⊕ (A∗

0z +A∗

1)
)

= 0.

where σ(·) denotes the spectrum and ⊕ the Kronecker sum. Clearly, the
resulting quadratic eigenvalue problem in z is finite-dimensional.

4 Control of time-delay system

4.1 Limitations induced by delays

It is well known that delays in controls loop may lead to a significant degra-
dation of performance and robustness and even to instability [9, 11]. Let
us return to example (2). As illustrated with Figure 3 and expressions (8),
the system loses stability if τ reaches the value π/2k, while stability cannot
not be recovered for larger delays. The maximum achievable exponential de-
cay rate of the solutions, which corresponds to the minimum of the spectral
abscissa, is given by −1/τ , hence, large delays can only be tolerated at the
price of a degradation of the rate of convergence. It should be noted that
the limitations induced by delays are even more stringent if the uncontrolled
systems is exponentially unstable, which is not the case for (2).

The analysis in the previous sections gives a hint why control is difficult
in the presence of delays: the system is inherently infinite-dimensional. As a
consequence, most control design problems which involve determining a finite
number of parameters can be interpreted as reduced-order control design
problems or as control design problems for under-actuated systems, which
both are known to be hard problems.



Delay effects in dynamic systems 9

4.2 Fixed-order control

Most standard control design techniques lead to controllers whose dimension
is larger or equal to the dimension of the system. For infinite-dimensional
time-delay system such controllers might have a disadvantage of being com-
plicated and hard to implement. To see this, for a system with delay in the
state the generalization of static state feedback, u(t) = k(x) is given by

u(t) =

∫ 0

−τ

x(t+ θ)dµ(θ),

where µ is a function of bounded variation. However, in the context of large-
scale systems it is know that reduced-order controllers often perform relative
well compared to full order controllers, while they are much easier to imple-
ment.

Recently new methods for the design of controllers with a prescribed order
(dimension) or structure have been proposed [6]. These methods rely on a
direct optimization of appropriately defined cost functions (spectral abscissa,
H2/H∞ criteria). While H2 criteria can be addressed within a derivative
based optimization framework, H∞ criteria and the spectral abscissa require
targeted methods for non-smooth optimization problems. To illustrate the
need for such methods consider again Figure 3 (right): minimizing the spectral
abscissa for a given value of τ as a function of the controller gain k leads
to an optimum where the objective function is not differentiable, even not
locally Lipschitz, as shown by the red circle. In case of multiple controller
parameters, the path of steepest descent in the parameter space typically
has phases along a manifold characterized by the non-differentiability of the
objective function.

4.3 Using delays as controller parameters

In contrast to the detrimental effects of delays, there are situations where
delays have a beneficial effect and are even used as controller parameters,
see [12]. For instance, delayed feedback can be used to stabilize oscillatory
systems where the delay serves to adjust the phase in the control loop. An
illustration is given in Figure 4, which depicts the stability regions of oscillator

ẍ(t) = −x(t) + u(t), y(t) = x(t),

controlled with delayed output feedback, u(t) = −ky(t−τ). Note that for τ =
0 the (second order) system is not stabilizable by static output feedback. For
small k, the sequence of stability - instability regions in the delay parameter
space is related to the feedback acting in-phase or anti-phase with respect to
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the oscillation of the uncontrolled system. Note that, by taking k sufficiently
small, systems with arbitrarily large input delay can be stabilized as well.
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Fig. 4 Stability regions in the (k, τ)- parameter space of an oscillator controlled by delayed
output feedback. The numbers refers to the number of characteristic roots in the open right
half plane.

Delayed terms in control laws can also be used to approximate derivatives
in the control action. For example a PI controller can by approximated by a
control law of the form

u(t) = −k1y(t)− k2
y(t)− y(t− τ)

τ
,

for τ sufficiently small. This principle can be extended towards higher order
derivatives (combined with a scaling property it allows, for instance, to derive
stabilizing control laws for integrator chains, using control laws of the form
u(t) =

∑

i kiy(t−τi) where the delays can be prescribed [8]). The experimen-
tal reconstruction and visualization of attractors of systems of high order via
delayed time-series of the output is grounded in a similar idea.

Control laws of the form

u(t) = F (y(t)− y(t− τ))

which depend on time-differences of state or output variables, so-called Pyra-
gas type feedback, have the property that the position of equilibria and the
shape of periodic orbits with period τ are not affected (since the control law
vanishes whenever y(t) = y(t− τ)), in contrary to their stability properties.
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Last but not least, delays can be used in control schemes to generate
predictions or to stabilize predictors, which allow to compensate delays and
improve performance [15, 5]. Let us illustrate the main idea once more with
system (1).

System (1) has a special structure, in the sense that the delay is only in the
input, and it is advantageous to exploit this structure in the context of control.
Coming back to the didactic example, the person who is taking a shower is -
possibly after some bad experiences- aware about the delay and will take into
account his/her prediction of the system’s reaction when adjusting the cold
and hot water supply. Let us, to conclude, formalize this. The uncontrolled
system can be rewritten as ẋ(t) = v(t), where v(t) = u(t − τ). We know u
up to the current time t, thus we know v up to time t+ τ and, if x(t) is also
known, we can predict the value of x at time t+ τ :

xp(t+ τ) = x(t) +

∫ t+τ

t

v(s)ds = x(t) +

∫ t

t−τ

u(s)ds,

and use the predicted state for feedback. With the control law u(t) =
−kxp(t + τ) there is only one closed-loop characteristic root at λ = −k,
i.e., as long as the model used in the predictor is exact, the delay in the loop
is compensated by the prediction. For further reading on prediction based
controllers, see, e.g., [5] and the references therein.

5 From stand-alone systems to networks of

interconnected systems

We briefly discuss the effects of delays in networks of coupled systems, focus-
ing on synchronization.

There are many examples of networks of interacting dynamical systems
that exhibit collective behavior. The most unambiguous form of collective
behavior is that of synchronization, which refers to the state in which all sys-
tems in the network behave identically. Fireflies emit their light pulses at the
same instants in time; crickets chirp in unison for extended periods of time;
and electrons move in synchrony in superconducting Josephson junctions [14].

Synchronization is a form of relative stability, i.e., a stability property of
the zero solution of the error dynamics, which describe the differences be-
tween the state variables of the systems. A special case of synchronization
problems are consensus problems, where the state variables of the different
systems converge to a common steady state value. Consensus problem are
also important in the context of distributed decision making, social networks
(opinion dynamics), distributed and cooperative control (active cruise con-
trol, formation stabilization), just to mention a few [10].
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Networks of identical diffusive delay-coupled systems are studied in depth
in [13]. In order to highlight the effects of coupling delays, it suffices to analyze
a model problem consisting of two coupled systems,

ẋi(t) = f(xi(t)) + ui(t), i = 1, 2,

with coupling
{

u1(t) = k1(x2(t− τ)− x1(t)),
u2(t) = k2(x1(t− τ)− x2(t)).

(10)

The linear coupling functions (possibly with zero delay) as in (10) appear in a
large number of applications, such as, networks of coupled neurons, networks
of biological systems, coupled mechanical systems and electrical systems. The
coupling signal ui(t) of node i is (in general) defined as the sum of weighted
differences of time-delayed outputs of connected systems and the node’s own
output at time instant t, yi(t). In this type of coupling the delay models the
effect of finite speed of signal transmission.

Most nonlinear oscillators encountered in applications from engineering,
physics and biology are semi-passive, meaning that they behave as passive
systems sufficiently far from the origin. Semi-passivity implies boundedness
of solutions of the coupled systems under mild additional conditions, also in
the presence of delay.

The presence of observable synchronized behavior requires two properties
to be satisfied: the presence of a forward invariant manifold characterized by
synchronized motion, a so-called synchronization manifold, and (2) the sat-
isfaction of a stability property of this manifold, in the sense that it attracts
neighboring solutions. To clarify the role of delays, let us consider the above
example and make a change of coordinate, e(t) = x2(t)− x1(t), resulting in







ẋ1(t) = f(x1(t)) + k1(x1(t)− x1(t− τ)) + k1e(t),
ė(t) = f(x1(t) + e(t))− f(x1(t))− k2e(t)− k1e(t− τ)

+(k1 − k2)(x1(t)− x1(t− τ)).
(11)

In the delay free case (11) becomes

{

ẋ1(t) = f(x1(t)) + k1e(t)
ė(t) = f(x1(t) + e(t))− f(x1(t))− (k1 + k2)e(t).

(12)

Comparing (11) and (12) we conclude the following:

1. In the presence of delay, the existence of a partial synchronization manifold
(i.e., e ≡ 0 being a solution of the second equation) requires k1 = k2,
whereas e ≡ 0 always solves the second equation of (12). This illustrates
that additional structural requirements on the coupling may be necessary
in the presence of delay.

2. Assuming k1 = k2, the dynamics on the synchronization manifold of (11)
are described by
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ẋ1(t) = f(x1(t)) + k1(x1(t)− x1(t.− τ)),

which can be interpreted as the dynamics of one system, controlled with
Pyragas type time-delayed feedback. Since the dynamics on the synchro-
nization manifold are affected by the coupling, we call the type of coupling
(10) invasive for τ 6= 0. On the other hand, the dynamics on the synchro-
nization manifold of (12) are described by the dynamics of one individual
system.

3. For k1 = k2 the dynamics transversal to the synchronization manifold of
(11), and its stability properties, are determined by the stability proper-
ties of an equilibrium of a delay differential equation with time-varying
coefficients (considering x1 as an exogenous signal), necessitating targeted
analysis and synthesis tools. Local stability is described by the lineariza-
tion

δė(t) =
∂f

∂x
(x1(t))δe(t)− k2δe(t)− k1δe(t− τ).

In the case of more complex networks, a decoupling of the linearized error
dynamic is possible based on the eigenstructure of the graph Laplacian
matrix.

Remark 1. Besides (10) another frequency encountered coupling type is de-
scribed by

{

u1(t) = k1(x2(t− τ) − x1(t− τ)),
u2(t) = k2(x1(t− τ) − x2(t− τ)),

(13)

that is, both the node’s own output and the outputs of connected systems
are delayed by an amount of τ . This type of coupling models the effects of
sensor/actuator delay. Coupling (13) is non-invasive since it vanished on the
synchronization manifold and, therefore, it does not affect the dynamics.

For large network, the emerging behavior in bifurcations may be very
complex, and the error dynamics high dimensional and hard to analyze, but
simplifies when the coupling strength is strong. Form more info we refer to
[13] and the references therein.

Finally, let us take, instead of mutual coupling, a master-slave setting and
make a connection with predictive feedback in Section 4.3. Suppose we want
to predict the state of a possibly chaotic system

ẋ(t) = f(x(t)),

over a time-window of length τ . To achieve this one can build an “observer”
of the form

ż(t) = f(z(t)) +K(z(t− τ)− x(t)).

The key idea is that the second, correction term vanishes on the moment that
x behaves as a delayed version of z. The prediction error e(t) = z(t−τ)−x(t)
satisfies

ė(t) = f(x(t) + e(t))− f(x(t)) +Ke(t− τ). (14)
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The predictor is stable and the prediction reliable when K and τ are such
that the null solution of (14) is asymptotically stable. Hence, eventually the
synthesis of the predictor boils down to a stabilization problem with de-
layed feedback, which is prone to the fundamental limitations sketched in
Section 4.1. The above idea is elaborated in [3] and called anticipating syn-
chronization.

6 Conclusions

Time-delay systems, which appear in a large number of applications, in par-
ticular in the context of networked systems, are a class of infinite-dimensional
systems, resulting in rich dynamics and challenges from a control point of
view. The different representations and interpretations and, in particular,
the combination of viewpoints lead a wide variety of analysis and synthesis
tools.
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