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ABSTRACT
We study the performance of the resolution-of-the-identity (RI) approximation for complex basis functions that we recently introduced [M.
Hernández Vera and T.-C. Jagau, J. Chem. Phys. 151, 111101 (2019)] for second-order Møller–Plesset (MP2) perturbation theory as well as
for the Coulomb and exchange contributions in Hartree–Fock theory. The sensitivity of this new RI-MP2 method toward the basis set and
the auxiliary basis set is investigated, and computation times are analyzed. We show that the auxiliary basis set can be chosen purely real, that
is, no complex-scaled functions need to be included. This approximation enables a further speedup of the method without compromising
accuracy. We illustrate the application range of our implementation by computing static-field ionization rates of several polyacenes up to
pentacene (C22H18) at the RI-MP2 level of theory. Pronounced anisotropies are observed for the ionization rates of these molecules.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0004843., s

I. INTRODUCTION

Electronic resonances1,2 play a fundamental role in molecu-
lar strong-field phenomena, such as high-harmonic generation,3–5

above-threshold ionization,6,7 and laser-induced electron diffrac-
tion.8–10 These phenomena are driven by ionization processes
whose modeling is computationally demanding, and as a result,
accurate and reliable theoretical data remain elusive for many
molecules. Often, ionization processes are studied with time-
dependent (TD) approaches. Since the numerical integration of
the full three-dimensional electronic Schrödinger equation is only
possible for systems with very few electrons,11–13 approximations
need to be employed. For example, the TD configuration inter-
action singles (TD-CIS) approximation, in which the wave func-
tion is restricted to a linear combination of singly excited Slater
determinants, has been successfully used to characterize the elec-
tronic dynamics in polyatomic molecules exposed to laser pulses

of different strengths and polarization.14–17 TD density func-
tional theory (TD-DFT) has been used for the same purpose as
well.18–21

Time-dependent approaches provide a full picture of the ion-
ization dynamics, but the propagation of the wave function over
sufficiently long times demands large computational resources. In
addition, since the number of particles is conserved for a Hermi-
tian Hamiltonian, special techniques from non-Hermitian quantum
mechanics1 need to be employed to model the actual loss of elec-
trons and not just spatial separation from the system. Noteworthy is
especially the use of complex absorbing potentials (CAPs)22–25 and
complex-scaling techniques.26–31

The high computational cost of TD methods motivates the
development of time-independent approaches for molecular strong-
field ionization. In the tunnel ionization regime, that is, for low
frequencies and high intensities of the electromagnetic field, ion-
ization can be treated as if it took place in a static field.1,32 Under
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these conditions, the ionization process can in many cases be
described in terms of a single or a few Stark resonances.1 Sev-
eral analytical formulas have been proposed to compute molecu-
lar static-field ionization rates.33–35 One state-of-the-art approach
is, for example, weak-field asymptotic theory.36–39 Further recent
contributions use the hybrid antisymmetrized coupled-channels
(haCC) approach40,41 or combine single-electron approaches with
the description of the molecular core in terms of an effective
potential.42,43

An alternative powerful approach to compute static-field ion-
ization rates consists in using electronic-structure methods orig-
inally devised for bound states.2 This relies on the application
of complex-scaling techniques to Stark resonances.44–48 Molecules
exposed to static electric fields do not hold bound states, but by
scaling asymptotically the electronic coordinates in the molecular
Hamiltonian as r → reiθ, the new eigenfunctions become L2 inte-
grable. A previously hidden Stark resonance can be described in
terms of the new complex eigenvalue

Eres = E − i Γ/2, (1)

where E and Γ are the energy and ionization rate of the Stark reso-
nance, respectively. This technique, known as exterior complex scal-
ing (ECS),49 holds several advantages: It is firmly established by a
rigorous mathematical formalism, and it is applicable to molecules
within the Born–Oppenheimer approximation in contrast to the
original theory of complex scaling.1

For an implementation relying on a Gaussian basis set, it is
convenient to use complex basis functions (CBFs) that mimic the
ECS approach by complex scaling the basis functions.50,51 In CBF
methods, diffuse Gaussian functions of the form

χμ(θ) = Nμ Sμ(rA) exp[−αμ e−2iθ r2
A] (2)

are included among the basis functions. In Eq. (2), Nμ is a nor-
malization constant, A is an atomic center, rA = r − A, and Sμ is
a real polynomial in the components of rA that depends on the
angular quantum numbers of χμ. The exponent αμ is complex-
scaled with θ as the scaling angle. CBFs have been implemented at
the static-exchange,52 Hartree–Fock (HF),53–55 multiconfigurational
self-consistent field,56 configuration interaction,57,58 second-order
Møller–Plesset (MP2),59 and coupled-cluster singles and doubles
(CCSD) levels of theory.59 These methods have been used to study
autoionizing52,55,59 and Stark resonances.60

We recently took steps to extend the application range of
CBFs to larger molecules. We introduced a generalized Schwarz
inequality to screen two-electron integrals over complex-scaled
basis functions,61 and we also devised a resolution-of-the-identity
(RI) MP2 method.62 For the latter purpose, we employed an
RI approximation63–69 for the two-electron four-center electron-
repulsion integrals (ERIs) over CBFs that appear in the expression
for the MP2 correlation energy and in the Coulomb and exchange
contributions in HF theory. This method yielded ionization rates
that were in good agreement with rates from canonical MP2 the-
ory and CCSD. At the same time, the reduction in computation time
allowed us to describe Stark resonances of larger molecules such as
benzene and naphthalene.

Yet, a more detailed analysis of this new RI-MP2 method is
required to assess its performance, accuracy, and application range.

This is the purpose of the present article. The remainder is organized
as follows: Sec. II provides a brief description of the method; in par-
ticular, we show that a purely real auxiliary basis set is appropriate
to approximate the ERIs over CBFs. In Sec. III, we assess the accu-
racy of the method with respect to the choice of the basis set and
auxiliary basis set and analyze computation times of ionization rates
for molecules of different sizes. In Sec. IV, we apply our RI-MP2
method to compute static-field ionization rates for several polyacene
molecules to illustrate its application range. Section V presents our
general conclusions.

II. RI-MP2 WITH COMPLEX BASIS FUNCTIONS
We presented the theory and our implementation of the RI-

MP2 method with CBFs in our previous publication.62 The the-
ory relies on a complex-valued generalization of the functional by
Dunlap65 that reduces to the standard formulation from Hermi-
tian quantum chemistry when the scaling angle θ is zero. Our
implementation builds on the general implementation of CBFs
by White, Head-Gordon, and McCurdy in the Q-Chem program
package70 reported in Ref. 52. The RI-MP2 and RI-HF work-
ing equations are formally the same as in the Hermitian theories
except that a Takagi factorization is employed for the integrals
JPQ = ∫ dr1 ∫ dr2 χP(r1) χQ(r2) r−1

12 over the auxiliary functions χP
and χQ, some of which are complex scaled.

The θ-dependence introduced by the finite basis set is corrected
approximately according to71

E′res(F, θ) = Eres(F, θ) − Eres(F = 0, θ) + Eres(F = 0, θ = 0), (3)

where F is the strength of the external static electric field. The opti-
mal scaling angle θopt is determined from minimizing |dE′res/dθ|.1 In
this work, we computed E′res(F, θ) at 14 different values of θ from
8○ to 21○ in steps of 1○. To find θopt, we performed a cubic spline
interpolation between these values of E′res(F, θ). This procedure was
repeated for all molecules and field configurations.

A. Use of real auxiliary basis functions (ABFs)
In the first applications of the RI-MP2 method, we used auxil-

iary basis sets that included diffuse complex-scaled Gaussian func-
tions of the form of Eq. (2) and were about twice as large as the
original basis sets.62 Calculations with such auxiliary bases yielded
ionization rates that generally agreed with canonical MP2 within
1%–2% and deviated by about 10% from CCSD. Computation
times were reduced already considerably, in particular for RI-HF as
compared to canonical HF.

In order to further increase the efficiency of the method, one
can simply eliminate all complex-scaled auxiliary functions and use
purely real auxiliary basis sets developed for standard Hermitian
RI-MP2 theory.72 This makes only a negligible impact on the accu-
racy of the results. To clarify why this is possible, we take a closer
look at the RI approximation for CBF methods. The product of two
Gaussian basis functions is expanded as

χμ χν ≈
Nfit

∑
P
[Re(dμνP ) + i Im(dμνP )]χP(r),

χμ χν ∈ C, dμνP ∈ C, χP ∈ R. (4)
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Since the expansion coefficients dμνP are complex, the real and imag-
inary parts of the product χμχν can be represented in an auxiliary
basis set {χP} that is purely real.

The expansion coefficients are then given in analogy to the
Hermitian RI approximation as73

Re(dμνQ ) =∑
P
(Re(μν)∣P)[J−1]

PQ
,

Im(dμνQ ) =∑
P
(Im(μν)∣P)[J−1]

PQ
,

(5)

where the integrals JPQ = ∫dr1 ∫dr2 χP(r1) χQ(r2) r−1
12 are now real.

Using Eqs. (4) and (5), we arrive at the RI approximation for the
two-electron four-index ERIs defined using the c-product of non-
Hermitian quantum mechanics.74 The ERIs can be split into real and
imaginary parts as

Re(μν∣σλ) + i Im(μν∣σλ)
≈ (Re(μν)∣P∣Re(σλ)) − (Im(μν)∣P∣Im(σλ))

+ i(Im(μν)∣P∣Re(σλ)) + i(Re(μν)∣P∣Im(σλ)), (6)

where P is a projection onto the space spanned by the real auxiliary
functions,

P =∑
PQ
∣χP⟩[J−1]

PQ
⟨χQ∣. (7)

Equation (6) shows that, using a real auxiliary basis set, the RI
approximation for ERIs over CBFs can be decomposed into four
real-valued RI approximations for the real and imaginary com-
ponents of the Gaussian product. We point out, however, that
this separation is not carried out explicitly in our implementa-
tion, where we work with complex arithmetic taking advantage
of the Gaussian product rule. A further analysis of the functional

form of the product of two CBFs is presented as Appendix to this
article.

III. BENCHMARK CALCULATIONS
A. Real vs complex-scaled auxiliary basis functions

To illustrate numerically the validity of using only real-valued
auxiliary basis functions, we present in Table I ionization rates for
CO and C6H6 (benzene). We computed RI-MP2 ionization rates
for these two molecules at a static field strength of F = 0.06 a.u.
and different orientations of the field. Table I shows that the dif-
ferences between ionization rates computed with auxiliary basis
sets that are purely real or partially complex scaled typically stay
below 1% for both molecules. This confirms that standard aux-
iliary basis sets without complex-scaled functions can be used in
CBF-RI-MP2 calculations without losing accuracy. It is worth not-
ing that in these calculations the auxiliary basis set roughly com-
prises the same number of functions as the original basis set,
which is in contrast to recommendations for standard RI-MP2
calculations.68,72,75

To further corroborate the accuracy of the method, we com-
pare in Fig. 1 RI-MP2 ionization rates for CO and N2 with
those obtained at higher levels of theory. As observed previously,62

RI-MP2 reproduces canonical MP2 very well within 1%–2% and
there is also good agreement with CCSD with the deviation typically
staying below 10%.

We also included HF and RI-HF rates in Fig. 1 to illustrate the
impact of electron correlation on the ionization rates. Most obvi-
ously, the anisotropy of Γ is not captured by a HF description, in
particular at the lower field strengths. For N2 at F = 0.065 a.u. and
ϕ = 0○ (the field oriented along the molecular axis), the correlated

TABLE I. Ionization rates of CO and C6H6 (benzene) in atomic units at F = 0.06 a.u. computed with RI-MP2 using real and
partially complex-scaled auxiliary basis functions (ABFs). Δ is the percentage difference between the rates.

CO C6H6

ϕ (deg)a Complex ABFsb Real ABFsb Δ Complex ABFsc Real ABFsc Δ

0 0.000 794 0.000 787 0.9 0.014 582 0.014 582 0.0
15 0.000 747 0.000 740 0.9 0.015 280 0.015 279 0.0
30 0.000 660 0.000 654 0.9 0.016 469 0.016 460 0.1
45 0.000 589 0.000 584 0.9 0.017 912 0.017 904 0.0
60 0.000 494 0.000 489 1.0 0.018 293 0.018 216 0.4
75 0.000 368 0.000 365 0.8 0.017 200 0.017 182 0.1
90 0.000 271 0.000 268 1.1 0.016 691 0.016 675 0.1
105 0.000 202 0.000 193 4.7
120 0.000 175 0.000 174 0.6
135 0.000 195 0.000 196 0.5
150 0.000 258 0.000 252 2.3
165 0.000 326 0.000 325 0.3
180 0.000 364 0.000 362 0.6

aϕ characterizes the orientation of the field; for CO, ϕ = 0○ corresponds to the field pointing from C to O, and for C6H6 , ϕ = 90○

corresponds to the field being perpendicular to the molecular plane and ϕ = 0○ corresponds to the field being in the molecular
plane oriented along a σv plane.
bComputed with a basis set derived from aug-cc-pVQZ. See the supplementary material for details.
cComputed with a basis set derived from aug-cc-pVTZ. See the supplementary material for details.
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FIG. 1. Angle dependent ionization rates Γ of CO [panels (a) and (b)] and N2 [panels (c) and (d)] at different field strengths computed at different levels of theory using a
modified aug-cc-pVQZ basis set. RI-MP2 and RI-HF calculations were carried out using the standard RI-MP2-aug-cc-pVQZ auxiliary basis set. The orientation of the field
with respect to the molecule is given by ϕ with ϕ = 0○ corresponding to the field being parallel to the molecular axis. In panels (a) and (b), the field points from C to O at
ϕ = 0○. CCSD results are taken from Ref. 60.

methods deliver ionization rates that are up to seven times higher
than those obtained with HF or RI-HF. At ϕ = 90○ (the field per-
pendicular to the molecule), the deviation is much lower so that
the anisotropy of Γ is not reproduced. At the higher field strength
(F = 0.09 a.u.), the differences are somewhat smaller but still amount
to a factor of 2.5 at ϕ = 0○.

One may speculate that the angular dependence of the agree-
ment between HF and correlated methods is related to a change in
the contributions from different ionization channels to the over-
all Γ. It has been argued that ionization from σ orbitals is domi-
nant at ϕ = 0○, while contributions from π orbitals are more sub-
stantial at ϕ = 90○.16 This would mean that electron correlation
makes a larger impact on the σ ionization channels than on those
with π-symmetry, which is a plausible conclusion. A reliable anal-
ysis of this effect would, however, require the computation of par-
tial ionization rates,76 which is beyond the scope of the present
work.

B. Truncation of the auxiliary basis set
It is also worthwhile to investigate how the agreement between

RI-MP2 and MP2 deteriorates upon truncation of the auxiliary basis.
The use of a smaller auxiliary basis set affords a reduction of com-
putation times, but a compromise between accuracy and efficiency
needs to be found. To analyze this aspect, we computed RI-MP2

ionization rates of CO and N2 with three different auxiliary basis
sets and compared them to canonical MP2 in Table II.

We can see that the differences between MP2 and RI-MP2
remain lower than 2% for both molecules when the standard RI-
MP2-aug-cc-pVQZ auxiliary basis set is used. This good agreement
reduces progressively when the auxiliary basis set is truncated. For
both molecules, the eight shells of Gaussians with the highest angu-
lar momentum (two f -shells, four g-shells, and two h-shells) can
be removed without affecting the accuracy considerably. Consis-
tent with the higher absolute values of Γ for CO as compared to
N2, the agreement is better for CO, but the deviation stays below
10% for N2 as well, and the anisotropy of Γ is captured correctly for
both molecules. However, a further removal of eight diffuse shells
(three p, three d, and two f ) from the original auxiliary basis makes
a strong impact on the results. While the anisotropy of Γ is still
reproduced qualitatively and the results agree with canonical MP2
within a few percent at some orientations, there are also other orien-
tations where the deviation is higher than 35%, rendering the results
unreliable.

C. Cardinality of the basis set
In order to extend the application range of our RI-MP2 method

to larger systems, it is important to establish how sensitive the ion-
ization rates are toward the cardinality of the basis set and the
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TABLE II. Ionization rates of CO and N2 in atomic units computed at field strengths of F = 0.06 a.u. and F = 0.065 a.u., respectively, using canonical MP2 and RI-MP2 with
different auxiliary basis sets.

CO N2

ϕ (deg)a Γ (MP2) Γ(RI-MP2)b Γ(RI-MP2)c Γ(RI-MP2)d Γ(MP2) Γ(RI-MP2)b Γ(RI-MP2)c Γ(RI-MP2)d

0 0.000 793 0.000 787 0.000 764 0.000 762 0.000 352 0.000 352 0.000 332 0.000 474
15 0.000 746 0.000 740 0.000 718 0.000 721 0.000 315 0.000 322 0.000 301 0.000 433
30 0.000 660 0.000 654 0.000 633 0.000 649 0.000 249 0.000 248 0.000 236 0.000 336
45 0.000 589 0.000 584 0.000 566 0.000 593 0.000 180 0.000 179 0.000 168 0.000 240
60 0.000 494 0.000 489 0.000 474 0.000 508 0.000 121 0.000 120 0.000 110 0.000 162
75 0.000 369 0.000 365 0.000 353 0.000 390 0.000 080 0.000 079 0.000 070 0.000 108
90 0.000 271 0.000 268 0.000 261 0.000 301 0.000 062 0.000 062 0.000 052 0.000 084
105 0.000 248 0.000 193 0.000 236 0.000 272
120 0.000 173 0.000 174 0.000 171 0.000 267
135 0.000 195 0.000 196 0.000 196 0.000 298
150 0.000 252 0.000 252 0.000 251 0.000 325
165 0.000 323 0.000 325 0.000 322 0.000 408
180 0.000 362 0.000 362 0.000 361 0.000 452

aϕ characterizes the orientation of the field with ϕ = 0○ corresponding to the field being parallel to the molecular axis. For CO, the field points from C to O at ϕ = 0○ .
bComputed with the aug-cc-pVQZ+3s3p3d3f/cc-pVQZ basis set and RI-MP2-aug-cc-pVQZ auxiliary basis set.
cThe same as b but with the most diffuse 2 f, 4 g, and 2 h shells removed from the auxiliary basis set.
dThe same as b but with the most diffuse 3 p, 3 d, 4 f, 4 g, and 2 h shells removed from the auxiliary basis set.

number of diffuse functions included. This has been investigated
previously at the CCSD and HF levels of theory for atoms and
small molecules.60,71 It was found that a further augmentation of the
aug-cc-pVXZ basis sets by additional diffuse functions is indis-
pensable to obtain accurate static-field ionization rates. In addition,
lower ionization rates always require higher cardinality of the basis
set.

The latter aspect is re-examined here. Table III shows RI-MP2
ionization rates for CO and N2 computed with modified aug-cc-
pVTZ and aug-cc-pVQZ basis sets. At the range of field strengths
considered here (F = 0.070 a.u., 0.075 a.u., and 0.080 a.u.), Γ changes
rapidly and depends strongly on the orientation. Moreover, since the
lowest ionization potentials (IPs) of CO (14.23 eV and 17.16 eV)
and N2 (15.58 eV and 16.98 eV) are also quite different, the appli-
cation of the same field strength entails a larger ionization rate
for CO.

The results in Table III confirm that a basis set of triple-ζ qual-
ity is sufficient for a qualitatively correct description of ionization
rates of the order of 10−3 a.u. or larger. For such cases, the deviations
from the quadruple-ζ results usually amount to only a few percent
and the anisotropy is captured correctly. However, for lower values
of Γ, the triple-ζ basis becomes unreliable very quickly as the results
for N2 at the lower field strengths illustrate. This trend can be related
to the fact that modeling a tunnel ionization process requires a cor-
rect description of the region through which the electron tunnels. As
this region shrinks with increasing field strength when the molecular
potential is distorted more and more, a less extended basis set with
fewer functions becomes sufficient.

We note that the lowest ionization rates for N2 reported in
Table III are possibly not yet fully converged. For the H and He
atoms, it was found previously71 that quadruple-ζ and quintuple-
ζ results differ by up to 8% for Γ values of 5 × 10−5 a.u., whereas

for 5 × 10−4 a.u., they already agree within 1%–2%. Since the basis
set dependence of Γ is related mainly to its order of magnitude and
not to other specifics of the electronic structure, these findings also
apply to N2 and CO and can serve as an additional estimate for the
accuracy of the values reported in Table III.

D. Computation times
The RI approximation for CBFs enables a significant speedup

of the calculation of ionization rates at the HF and MP2 levels of
theory even though the formal scaling of the operation count with
respect to system size is not reduced. The speedup is substantial, in
particular for RI-HF as compared to canonical HF. The reason is that
CBF calculations always require large basis sets with many diffuse
functions; the redundancy inherent to such bases is removed in an
efficient manner through RI decomposition.68,72,77

To illustrate this property, we present in Fig. 2 representative
computation times for the evaluation of a single complex energy
for CO and C14H10 (anthracene). These data are not meant as a
comprehensive and rigorous assessment of the performance of our
implementation, which is not optimized in many regards; rather, we
want to convey how much time is required to perform the computa-
tions reported in this article and, correspondingly, what the practical
application range of our CBF-RI-MP2 method is.

Calculations for CO were done with a modified aug-cc-pVQZ
basis set comprising 256 functions and two different auxiliary
basis sets with 336 and 550 functions, respectively. Calculations
for C14H10 were done with a modified aug-cc-pVTZ basis set
comprising 1816 functions and two different auxiliary basis sets
with 1944 and 3684 functions, respectively. For both molecules,
the larger auxiliary basis sets contain several shells with complex-
scaled exponents, while the smaller auxiliary basis sets are purely
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TABLE III. Ionization rates of CO and N2 in atomic units computed with RI-MP2 and basis sets of aug-cc-pVTZ and aug-cc-
pVQZ quality. Δ is the percentage difference between ionization rates computed with the two basis sets.

CO N2

F (a.u.) ϕ (deg)a Γ (RI-MP2)b Γ (RI-MP2)c Δ Γ (RI-MP2)b Γ (RI-MP2)c Δ

0.070 0 0.002 818 8 0.003 139 4 10.2 0.000 263 0 0.000 721 7 63.5
15 0.002 777 6 0.003 021 6 8.1 0.003 068 5 0.000 668 4 459.0
30 0.002 565 2 0.002 702 6 5.1 0.000 702 4 0.000 520 2 35.0
45 0.002 321 1 0.002 270 5 2.2 0.000 524 7 0.000 368 2 42.5
60 0.002 013 3 0.001 883 0 6.9 0.000 403 6 0.000 258 5 56.1
75 0.001 601 6 0.001 475 1 8.6 0.000 207 8 0.000 184 7 12.5
90 0.001 186 5 0.001 125 4 5.4 0.000 131 2 0.000 152 0 17.7

0.075 0 0.004 846 8 0.005 170 1 6.2 0.001 185 0 0.001 301 1 8.9
15 0.004 707 3 0.005 031 7 6.4 0.002 010 9 0.001 211 6 66.0
30 0.004 377 5 0.004 814 7 9.1 0.001 078 1 0.000 973 3 10.8
45 0.003 937 9 0.004 137 3 4.8 0.000 857 2 0.000 708 4 21.0
60 0.003 298 2 0.003 320 1 0.6 0.000 654 0 0.000 498 6 31.2
75 0.002 659 8 0.002 624 5 1.3 0.000 424 9 0.000 381 4 11.4
90 0.002 003 8 0.001 996 0 0.4 0.000 310 2 0.000 359 9 13.8

0.080 0 0.007 660 6 0.007 833 3 2.2 0.002 095 5 0.002 149 5 2.5
15 0.007 393 3 0.007 658 3 3.5 0.001 998 8 0.002 001 9 0.2
30 0.006 847 9 0.007 124 5 3.9 0.001 661 2 0.001 649 7 0.7
45 0.006 133 0 0.006 286 6 2.4 0.001 316 2 0.001 239 5 6.2
60 0.005 227 1 0.005 236 5 0.2 0.000 999 2 0.000 905 1 10.4
75 0.004 170 4 0.004 153 6 0.4 0.000 768 5 0.000 720 9 6.6
90 0.003 156 7 0.003 209 7 1.7 0.000 601 3 0.000 721 9 16.7

aϕ characterizes the orientation of the field with ϕ = 0○ corresponding to the field being parallel to the molecular axis. For CO,
the field points from C to O at ϕ = 0○ .
bComputed with the aug-cc-pVTZ+3s3p3d3f/cc-pVTZ basis set and RI-MP2-aug-cc-pVTZ auxiliary basis set.
cComputed with the aug-cc-pVQZ+3s3p3d3f/cc-pVQZ basis set and RI-MP2-aug-cc-pVQZ auxiliary basis set.

real. The latter auxiliary bases represent our standard choice in
this manuscript, whereas the former ones are similar to those
we employed in our initial work on the subject.62 We note that
our implementation uses complex arithmetic for both basis sets;

savings in computation time only stem from the different number of
functions.

Figure 2 demonstrates the drastic savings that are made possi-
ble by the RI approximation. The canonical HF calculation for CO

FIG. 2. Representative computation times of one complex energy for CO (left) and C14H10 (right) at different levels of theory computed on four cores of an Intel Xeon processor
(3.2 GHz). The y-axis is in logarithmic scale. The basis set is of quadruple-ζ quality for CO and of triple-ζ quality for C14H10. Values denoted by “a” were computed with
a partially complex-scaled auxiliary basis set, and values denoted by “b” were computed with an entirely real-valued auxiliary basis set. See main text and supplementary
material for further details.
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takes around 6 min, whereas the RI-HF calculations take only 12 s
or 8 s, respectively, depending on the auxiliary basis set. That is, the
calculations are sped up by a factor of ∼30–40.

For C14H10, it takes 139 h (almost 6 days) to compute one
canonical HF energy. Because one always needs to carry out calcula-
tions for several values of the scaling angle (for the results reported in
this article, we used 14 values) and because one is typically interested
in Γ values at different strengths and orientations of the external
field, an investigation of this system with canonical HF is not feasi-
ble. In contrast, an RI-HF calculation on C14H10 with the real-valued
auxiliary basis set is done in less than 1 h and delivers essentially
the same result. An investigation of the angular dependence of Γ
as reported in Sec. IV can then be completed within one day for a
molecule of this size.

The last two columns in both panels of Fig. 2 show the times
required for the evaluation of the RI-MP2 correlation energy. For
both molecules considered here, this part of the RI-MP2 calculation
consumes less time than the HF part even though the formal scaling
is higher. We note that this behavior is not special for complex-
scaled calculations but, in fact, rather typical in Hermitian quantum
chemistry as well and has been reported before repeatedly.68 Signif-
icant additional speedups (by a factor of ∼2.5 for C14H10) can again
be realized by using real-valued auxiliary basis sets. As discussed in
Sec. III A, the additional error is negligible.

For our present implementation, pentacene (C22H18) roughly
represents the limit in terms of molecular size given that we used a
maximum of 384 GB main memory for our calculations. Our modi-
fied aug-cc-pVTZ basis set comprises 2768 functions for pentacene,
while the RI-MP2-aug-cc-pVTZ auxiliary basis set comprises 2976
functions. Using the corresponding modified aug-cc-pVQZ basis
set, anthracene (C14H10) with 2732 basis functions and 3152 aux-
iliary functions represents the approximate limit. These restrictions
stem from the fact that our implementation stores certain interme-
diates required for the evaluation of the RI-MP2 energy en bloc in
memory; details are given in our previous publication.62

For pentacene and the modified aug-cc-pVTZ basis, the eval-
uation of the ionization rate at one particular field strength and
orientation (that is, completion of 14 consecutive calculations using
different values of the scaling angle θ) required 40–80 h on 8 cores
of an Intel Xeon processor (3.2 GHz) depending on the conver-
gence characteristics, which, in turn, depend on the field strength
and orientation.

IV. EXEMPLARY APPLICATIONS: STATIC-FIELD
IONIZATION OF POLYACENES

To demonstrate the usefulness of our implementation, we
investigate in this section the ionization of polyacenes in static elec-
tric fields. Polyacenes78–80 form an interesting class of molecules in
this context for several reasons: Their electronic structure is highly
anisotropic with the π-electrons being delocalized in only two direc-
tions. This is reflected in the dipole polarizability tensor, the compo-
nent in the direction perpendicular to the molecular plane is much
smaller than the other two.81,82 One would, hence, expect highly
anisotropic ionization rates, and our previous investigations of ben-
zene and naphthalene62 already illustrated that ionization of these
molecules is hardest when the field is perpendicular to the molecular
plane.

Furthermore, size effects can be studied in a straightforward
manner for polyacenes because their electronic structure changes
smoothly when aromatic rings are added. In addition, all acenes
beyond naphthalene have structural isomers; the comparison of
their ionization rates is insightful. Strong-field ionization of poly-
acenes is also interesting from the point of view of experiment as
there are many setups where carbon-based molecules and mate-
rials interact with strong laser fields; for recent examples, see
Refs. 83–85.

Besides our previous RI-MP2 investigation,62 strong-field ion-
ization of benzene has been studied using TD-DFT,19,86 while that
of naphthalene has been studied based on a semiclassical two-step
model.87 Theoretical investigations of larger acenes have not been
reported to the best of our knowledge, but there are experimen-
tal data on the Coulomb explosion of naphthalene, anthracene, and
tetracene that can be related to the ionization rates studied here.88,89

We also note work on related molecules, for example, quantum
dynamics simulations on the ionization of fullerene (C60),90 an
experimental study on the ionization of estradiol (C18H24O2),91 and
experimental and theoretical work on high-harmonic generation for
heteroaromatics.92,93

A. Linearly fused acenes
Figure 3 shows ionization rates for five linearly fused poly-

acenes (benzene to pentacene) at field strengths of 0.04 a.u. and
0.06 a.u. All calculations were carried out with RI-MP2 and RI-HF
using a modified aug-cc-pVTZ basis set. For benzene, naphthalene,
and anthracene, we repeated these calculations with a corresponding
aug-cc-pVQZ basis set; these results are available from the supple-
mentary material. The deviations to Fig. 3 stay below 2%–3% at most
orientations and for all three molecules; the maximum deviation is
∼6%. This is in agreement with Table III given that all Γ values in
Fig. 3 are between 10−3 a.u. and 10−1 a.u.

Figure 3 illustrates that the ionization rates grow monoton-
ically with increasing molecular size. The same field strength of
0.04 a.u. leads to Γ values of 1–3 × 10−3 a.u. for benzene but up
to 8 × 10−2 a.u. for pentacene. This general trend can be easily
related to the behavior of the ionization potentials; the lowest IP
shrinks from 9.24 eV for benzene to 6.61 eV for pentacene. More
interestingly, however, the anisotropy of Γ also changes. From ben-
zene to pentacene, the ionization rate increases by less than a fac-
tor of 2 when the field is perpendicular to the molecular plane
(ϕ = 90○), but by more than a factor of 50 when the field is in the
molecular plane (ϕ = 0○). A similar trend is apparent in the dipole
polarizability.81,82 We also note that the orientation at which Γ is
highest changes with system size; a pronounced maximum at 45○

is obtained for benzene, whereas the ionization rate does not change
much in the range from 0○ to 45○ for naphthalene and has its max-
imum at 0○ for the larger acenes. The lowest Γ value is always
obtained at 90○ as is expected from the electronic structure of the
acenes.

It can also be seen from Fig. 3 that the strength of the field
makes an impact on the anisotropy of Γ. When going from F = 0.04
a.u. to 0.06 a.u., the ionization rate increases roughly by an order
of magnitude for benzene and naphthalene, but more interestingly,
the angular dependence changes. For benzene, the maximum in Γ
moves from 45○ to 60○ and the global minimum moves from 90○
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FIG. 3. Angle dependent ionization rates Γ of benzene (C6H6), naphthalene (C10H8), anthracene (C14H10), tetracene (C18H12), and pentacene (C22H14) at static field strengths
of F = 0.04 a.u. and 0.06 a.u. computed at the RI-HF and RI-MP2 levels of theory using a modified aug-cc-pVTZ basis set and the standard RI-MP2-aug-cc-pVTZ auxiliary
basis set. ϕ is the angle between the field and the mirror plane that cuts through all aromatic rings (for benzene: through an H atom) with ϕ = 90○ corresponding to
the field being perpendicular to the molecular plane. The two panels on the upper right have been published previously in Ref. 62 and use a slightly different auxiliary
basis set.
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to 0○. We note that two independent TD-DFT studies with a time-
dependent field of lower strength also found the minimum in Γ at
90○ and the maximum at around 40○–45○.19,86 For naphthalene, the
plateau region between 0○ and 45○ disappears in favor of a clear
maximum at 0○; that is, at the higher field strength, naphthalene
behaves similarly to the larger acenes.

The comparison of RI-MP2 and RI-HF results in Fig. 3 illus-
trates the impact of electron correlation on the ionization rates. We
found previously60,62,71 and again in the present work (see Fig. 1) that
HF substantially underestimates ionization rates in some cases, espe-
cially at low fields strengths. Figure 3 shows, however, that this trend
is not uniform. Specifically, RI-MP2 and RI-HF results for benzene

and naphthalene differ more at F = 0.06 a.u. than at 0.04 a.u. This
difference also depends strongly on the orientation; RI-HF and RI-
MP2 agree within 10%–20% at ϕ = 90○ but can differ by more than
40% at ϕ = 0○, in particular for the larger acenes. These differences
are, however, still much smaller than what we observed previously
for small molecules.60

B. Comparison of isomers: Anthracene
and phenanthrene

Figure 4 compares RI-MP2 ionization rates for the two isomers
anthracene and phenanthrene (C14H10) at different field strengths

FIG. 4. Angle-dependent ionization rates Γ of the two isomers anthracene and phenanthrene (C14H10) at different field strengths and orientations computed with RI-MP2
using a modified aug-cc-pVTZ basis set and the standard RI-MP2-aug-cc-pVTZ auxiliary basis set. The field is in the xz plane or the yz plane, and ϕ is the angle between the
field and the molecular plane (xy) with ϕ = 0○ corresponding to the field being parallel to the molecular plane. The orientation of the molecules is also given in the top-right
panel.
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and orientations. It is seen that Γ values of the two isomers are of
the same order of magnitude at F = 0.04 a.u. and at F = 0.06 a.u.
However, if the field is oriented along the x-axis, the ionization rate is
always larger for anthracene, and this effect is especially pronounced
at higher field strengths. If the field is oriented along the z-axis, that
is, perpendicular to the molecular plane, Γ values for both molecules
are much smaller overall but relatively higher for phenanthrene at
the higher field strengths.

It is also apparent from Fig. 4 that the orientation at which the
ionization rate assumes its maximum value changes with the field
strength. At F = 0.02 a.u., ionization of both isomers is the easiest
at ϕ = 30○ in the xz-plane, but this peak moves to ϕ = 0○ when the
field strength is doubled. One can see that the increase in the field
strength from 0.02 a.u. to 0.04 a.u. changes the ionization rate much
more than a further increase from 0.04 a.u. to 0.06 a.u. We note
that the basis set of triple-ζ quality used here is probably not fully
adequate to evaluate the ionization rates at F = 0.02 a.u. with quan-
titative accuracy (see our discussion in Sec. III C); the overall trend
in Γ is, however, very likely captured correctly.

Ionization rates in the yz-plane (right two panels of Fig. 4)
reflect the lower symmetry of phenanthrene as compared to
anthracene. It is seen that ionization rates are, in general, consider-
ably lower for this orientation; this can be easily related to the lower
spatial extent of the molecules along the y-axis as compared to the
x-axis. The angular dependence of Γ again changes with the field
strength; distinct peaks in Γ at ϕ = 45○ are obtained with F = 0.04
a.u. but disappear when going to F = 0.06 a.u., which is somewhat
similar to the behavior in the xz-plane and also to that of benzene
and naphthalene shown in Fig. 3.

V. CONCLUSIONS AND OUTLOOK
We have investigated the performance of the RI-MP2 method

for the computation of molecular static-field ionization rates. Our
approach relies on the use of complex basis functions, which enables
a description of the ionization process in terms of discrete Stark reso-
nances with complex energies. The imaginary part of such a complex
energy multiplied by a factor of two directly gives the ionization
rate Γ.

As an exemplary application, we have studied the ionization of
several polyacene molecules in static electric fields and the impact
of molecular size and the field strength on the ionization rates.
Although the overall behavior of Γ, in particular its large anisotropy,
can be qualitatively explained by the electronic structure of the
acenes, the quantitative modeling is more involved.

We found that the angular dependence of Γ changes in a non-
trivial manner with the strength of the ionizing field. A possible
reason could be that the relative importance of the different ion-
ization channels changes. Notably, these anisotropies are not fully
captured at the HF level of theory. Our results also confirm the pre-
vious finding60,71 that smaller ionization rates demand larger basis
sets because a larger region in space needs to be described for the
tunneling process. A basis of triple-ζ quality becomes unreliable for
Γ values below ∼10−3 a.u.

Our RI-MP2 method reproduces canonical MP2 and CCSD
ionization rates within ∼2% and 10%, respectively, but requires only
a fraction of time. For a molecule of the size of anthracene (C14H10),
the investigation of the angular dependence of Γ at a particular field

strength can be completed within one day, and even for pentacene
(C22H14), the same is possible within a few days.

An important convenient feature of the RI-MP2 method with
complex basis functions is that the auxiliary basis set need not be
larger than the original basis set, in contrast to recommendations for
Hermitian RI-MP2 calculations. Furthermore, we have shown in this
work theoretically and numerically that it is possible to use auxil-
iary basis sets that do not include any functions with complex-scaled
exponent. The error in the ionization rate resulting from this trun-
cation is typically less than 1% as compared to the more extended
auxiliary basis sets from our previous work.62

Given the rather convincing performance of the present
RI-MP2 method for the description of static-field ionization, we
consider it worthwhile to extend our implementation to further
quantities beyond the ionization rate94,95 and to develop correspond-
ing approaches for autoionizing states in larger molecules. For the
latter type of the metastable state, the consistent description of the
resonance together with its decay channels is key.96 We believe
that complex-variable approaches that combine the second-order
approximate coupled-cluster method97,98 with the RI approximation
could be useful in this regard.

SUPPLEMENTARY MATERIAL

See the supplementary material for details about the basis
sets and molecular structures, numerical results corresponding to
Figs. 1–4, and additional results.
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APPENDIX: PRODUCTS OF COMPLEX-SCALED
GAUSSIAN FUNCTIONS

The basis sets used in CBF methods typically comprise two
types of functions. The tighter basis functions are strictly real,
whereas the exponents of the diffuse functions are complex scaled
by a factor e−2iθ, θ ∈ R, according to Eq. (2). As a consequence, the
following three types of products arise: between two real Gaussians,
between two complex-scaled Gaussians, and between one real and
one complex-scaled Gaussian. The latter two types shall be discussed
in the following.

The product between two complex-scaled Gaussian functions
centered at positions A and B takes the form

χμχν = NμNν Sμ(rA) Sν(rB) exp[−αμ(r −A)2e−2iθ]

× exp[−αν(r − B)2e−2iθ], (A1)
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where all quantities are real before complex scaling is applied. Note
that the normalization constants Nμ, Nν are θ-dependent,52 which is,
however, not relevant to the point discussed here. Using the Gaus-
sian product rule, Eq. (A1) can be rewritten as a single Gaussian
function as

χμχν = NμNν Sμ(rA) Sν(rB) exp[ −αμ αν
αμ + αν

e−2iθ (A − B)2]

× exp[−(αμ + αν) e−2iθ (r − C)2], (A2)

where the distant-dependent prefactor and the exponent of the
product function are complex-scaled by the same angle as the indi-
vidual functions. In addition, the product function is centered at the
same location C ∈ R3 as if the functions were not complex-scaled,
that is,

C = αμA + ανB
αμ + αν

. (A3)

In contrast, the product between one real and one complex-scaled
Gaussian cannot be written as a single Gaussian function centered at
a real-valued location. This product takes the form

χμχν = NμNν Sμ(rA) Sν(rB) exp[−αμ (r −A)2 e−2iθ]

× exp[−αν (r − B)2]. (A4)

Application of the product rule leads to

χμχν = NμNν Sμ(rA) Sν(rB) exp[ −αμ αν
αμ e−2iθ + αν

e−2iθ(A − B)2]

× exp[−(αμ e−2iθ + αν)(r − C)2]. (A5)

This is a Gaussian function centered at

C = αμ e−2iθA + αν B
αμ e−2iθ + αν

, (A6)

that is, the location of the product function is not real-valued
anymore.

Alternatively, it is possible to recast Eq. (A5) in terms of a
Gaussian centered at a real-valued location multiplied by an addi-
tional oscillatory function. Starting from Eq. (A4), the exponential
functions can be rewritten as

exp[−αμ(r −A)2e−2iθ] × [−αν(r − B)2]

= exp[i sin(2θ)αμ (r −A)2] exp[−αμ(r −A)2 cos(2θ)]
× exp[−αν(r − B)2]. (A7)

Applying the Gaussian product rule to the last two real-valued
factors, we obtain

χμχν = NμNν Sμ(rA) Sν(rB) exp[i sin(2θ)αμ (r −A)2]

× exp[− cos(2θ)αμ αν
αμ cos(2θ) + αν

(A − B)2]

× exp[−(αμ cos(2θ) + αν)(r − C)2], (A8)

where C is now real-valued,

C = αμ cos(2θ)A + αν B
αμ cos(2θ) + αν

, (A9)

but the overall expression is not just a simple Gaussian function.
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