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Abstract 

 

A growing interest in understanding complex and dynamic psychological processes as they 

occur in everyday life has led to an increase in studies using Ambulatory Assessment 

techniques, including the Experience Sampling Method (ESM) and Ecological Momentary 

Assessment (EMA). Whilst a number of researchers working with these techniques are 

currently actively engaged in efforts to increase the methodological rigor and transparency 

of such research, currently, there is little routine implementation of open science practices in 

ESM research. Pre-registration is a cornerstone of open science and as such, a key way of 

advancing the transparency and reproducibility of ESM research would be the availability of 

a specific template for the pre-registration of ESM studies. Current general templates do not 

adequately capture the unique features of ESM, so here we present a pre-registration 

template adapted for ESM research from the original Pre-Registration Challenge template 

and provide a walkthrough of each section. We also discuss in more detail the issues of 

power and sample size calculations in ESM research, a complex issue within the field, which 

we anticipate to be the greatest potential challenge for researchers wanting to pre-register 

ESM studies.   
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Introduction 

 

Some studies require a high level of experimental control, which can only occur in 

the laboratory, whereas other research is better served by gathering data as participants go 

about their everyday lives. Ambulatory Assessment is the umbrella term used to refer to 

measurement of participants in their daily lives, of which the Experience Sampling Method 

(ESM; Hektner, Schmidt & Csikszentmihalyi, 2007) and Ecological Momentary Assessment 

(EMA; Stone & Shiffman, 1994) are two subtypes involving participant self-reports. The 

terms ESM and EMA  are often used interchangeably (Trull & Ebner-Priemer, 2014), but in 

the current paper, we use ESM throughout. ESM involves participants completing a series of 

brief questionnaires one or more times per day - most commonly now via a smartphone app- 

to give in the moment reports regarding their thoughts, behaviours, contexts and emotions. 

Such techniques are ideally placed to investigate dynamic psychological processes, as well as 

addressing issues of recall bias and increasing ecological validity by measuring participants’ 

behaviours in their daily lives (Myin-Germeys et al., 2018; Trull & Ebner-Priemer, 2014).  

Recent years have seen a proliferation of studies employing ESM and EMA. Whilst 

ESM techniques undoubtedly bring numerous advantages, they are also accompanied by a 

myriad of complex challenges that require significant advance planning and numerous 

decisions on the part of the researcher. As in non-ESM studies, power and sample size 

calculations are required (although rarely reported (van Roekel et al., in press), but these are 

made more complex in ESM research due to the multilevel nature of the data (Bolger et. al., 

2012). Similarly, ESM research brings additional considerations regarding item selection, 

psychometrics and analysis strategy (Wright & Zimmerman, 2018).  

As the number of these methodological and statistical decisions increase, so too do 

the challenges of conducting reproducible research. Asides from the potential “researcher 
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degrees of freedom” (Simmons, Nelson, and Simonsohn, 2011; Wicherts et al., 2016) or 

data-contingent analysis decisions - the “garden of forking paths” -  (Gelman & Loken, 2014), 

analytic flexibility can also occur simply as a function of individual differences in analysis 

decisions between researchers (Silberzahn et al., 2018).  The issue of many defensible 

analytic choices existing for the same dataset has also recently been highlighted in ESM 

research (Bastiaansen et al., 2019). Given the multitude of choices when conducting and 

analysing data from ESM studies, it is surprising that the first best practice guidelines for 

conducting ESM research (with adolescents) have only recently been developed (van Roekel, 

Keijsers & Chung, 2019). This is particularly concerning given that poor study design and 

analytic flexibility are two major threats to scientific reproducibility (Munafo et al., 2017). 

Encouragingly, recent years have seen a significant elevation in interest and research energy 

directed towards addressing methodological and statistical issues in ESM (e.g. Schuurman & 

Hamaker, 2019; Himmelstein, Wood & Wright, 2019; Houben, Van Den Noortgate & 

Kuppens, 2015; Rintala et al., 2018; Vachon, Viechtbauer, Rintala & Myin-Germeys, 

submitted; Wright & Zimmermann, 2018). 

The field of psychological science is currently undergoing somewhat of a renaissance 

resulting from the Replication Crisis, where many high profile studies have been found to 

replicate poorly (Klein et al., 2018; Open Science Collaboration, 2015). Clinical psychology 

and psychiatry research, where many ESM studies are conducted, has thus far been 

noticeably absent from conversations around Open Science (Tackett, Brandes & Reardon, 

2018; Tackett et al., 2019), but this does not equate to the methods or results from clinical 

research being more reproducible or replicable . Open Science practices, including pre-

registration of hypotheses and analysis plans on the Open Science Framework (Nosek, 

Ebersole, DeHaven & Mellor, 2018), are initiatives that aim to promote scientific 

transparency and reproducibility. Whilst off to a promising start, the implementation of open 

science approaches to ESM research, including pre-registration, pre-printing and sharing of 
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code and/or materials,  are only just emerging  (e.g. Dejonckheere, Kalokerinos, Bastian & 

Kuppens, 2018; Heininga et al., 2019, Himmelstein et al., 2019; van Roekel et al., in press; 

Zhang, Smolders, Lakens & Isselsteijn, 2018), and there is still some way to go before such 

practices become widely adopted. A recent episode of the podcast, “The Black Goat”, with 

Sanjay Srivastava, Alexa Tullett and Simine Vazire, actually discussed this very issue and 

raised the idea of a specific pre-registration template for ESM studies. Having already 

encountered some challenges during pre-registration and planning of our own ESM studies1 

using existing pre-registration templates, the podcast discussion inspired us to devise a 

template for ESM study pre-registration.  

Our central considerations when devising these additions to the general pre-

registration template, were to address specific factors of ESM studies that may impact or 

even preclude their reproducibility, as well as aspects that may be vulnerable to 

questionable research practices or analytic flexibility. Some of these additions, such as 

questions regarding participant incentives or instructions may not seem obvious to include in 

a pre-registration, however these are all decisions that impact compliance (i.e., response 

rate), and consequently data quality. Furthermore, these are all factors which must already 

be determined prior to commencement of data collection. Therefore, we believe they are 

sufficiently relevant to include here.  

Myin-Germeys et al (2009) referred to ESM as a technique for “opening the black 

box of daily life”, however, over time it is the application of ESM itself, rather than daily life, 

that has remained a black box. With this in mind, we endeavor to make the proverbial black 

box transparent, by facilitating pre-registration of ESM research with a specially adapted 

template. In the current paper, we walk through the key additions and modifications to the 

Pre-Registration Challenge template (Mellor et al., 2019), upon which our template is based, 

                                                             
1 Thus far, these have all been pre-registration of studies using pre-existing datasets.  
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and provide brief examples. We also include more substantive discussion of issues around 

sample size and power calculations, including simulations (code available via our OSF page). 

Open science is dynamic and resources are frequently improved as a result of rapid and 

interactive community feedback, therefore, we actively encourage other researchers to test 

the template (available at https://osf.io/2chmu/) and to provide us with critical feedback. 

 

Additions to the OSF Preregistration Challenge pre-registration template (Mellor et al., 

2019) 

ESM data collection procedure 

When conducting an ESM study, numerous decisions must be made regarding data 

collection, including the method of data collection, sampling scheme, and participant 

engagement incentives. Often, only a selection of these decisions are reported in the final 

research article, therefore we have added a new section to the pre-registration template, 

entitled ‘ESM data collection procedure’. Learning more about these procedures improves 

the reproducibility of ESM studies, and gives more insight into potential influences on 

compliance and participant burden. In this section, researchers are asked to 

comprehensively describe the data collection procedure of the ESM component of their 

study. It is worth noting that given the richness of ESM data, most ESM datasets will be used 

for multiple subsequent analyses and research articles. Therefore, pre-registrations involving 

secondary data analysis may wish to refer to an earlier pre-registration, wherein most of the 

details that are required in this section are already described. For further discussion and 

resources for pre-registration of pre-existing data analysis, see Mertens and Krypotos (2019) 

and Weston, Ritchie, Rohrer and Przybylski (2019). 
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The following subsections are included in this section of the pre-registration form, 

however, not all subsections are relevant to every ESM study. Examples for each subsection 

can be found in the template.  

Study duration (number of days) 

Wide variation exists in the number of days over which ESM data are collected, as a 

function of expected variability in target behaviours and feasibility (Janssens, Bos, Rosmalen, 

Wichers, & Riese, 2018). Occasionally, researchers wish to extend the ESM period for (a 

subsample of) participants. Variations in the length of the ESM period can be indicated in 

this subsection. Study duration may affect compliance, as compliance can decrease 

throughout the ESM period (Rintala, Wampers, Myin-Germeys, & Viechtbauer, 2019). 

Conversely, a review of ESM studies in youth found no difference in compliance rates 

between studies of different lengths (Wen, Schneider, Stone, & Spruijt-Metz, 2017), and one 

recent meta-analysis found no significant effect of study duration upon compliance (Vachon 

et al., submitted). 

 

Type of sampling scheme  

The sampling scheme of ESM studies refers to the timing of questionnaire prompts. 

Generally, sampling schemes fall into three categories: Interval-contingent, event-

contingent, and signal-contingent. See Christensen et al., (2003a) and  Reis & Wheeler, 

(1991) for further information. In this subsection, researchers are asked to describe the 

details of their sampling scheme, including the type of sampling scheme, number of beeps 

per day, timing of beeps, and potential minimum windows between consecutive beeps. The 

sampling scheme is dependent on the temporal dynamics of the construct that it aims to 

measure. For example, relatively rare occurrences (e.g., alcohol consumption) are likely best 

measured with an event-contingent design, whereas rapid fluctuations in, for example, 
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mood levels, might be best captured with a (semi-)random design. More details on the 

consequences of the decision for a specific temporal design will be discussed in the section 

‘Rationale for sample size: Temporal design and number of participants’ below.  

The aim of the temporal design is to determine the number of measurements within 

an individual that are necessary to obtain reliable estimations of the target phenomena. Two 

key components of temporal design in ESM research are the study duration, i.e. the total 

number of measurement occasions, and the sampling frequency, that is, the time interval 

between two different measurements (Collins & Graham, 2002).  Decisions regarding the 

number of measurement occasions should take into account that the study duration should 

be long enough to capture the temporal dynamics of the target process. For example, the 

number of days in an ESM study investigating the effect that social interactions have on 

alcohol use, should be sufficient to capture this effect. Another consideration when setting 

the study duration is the periodicity or seasonality. For instance, if we are interested in 

studying a process with high probability of occurrence during weekend days (e.g. alcohol use) 

and we only measure on weekdays, then we might conclude that the effect is weaker or non-

existent.    

With sampling frequency, it is important to consider that the magnitude of the effect 

of the within person variability in a longitudinal study is closely related to the length of the 

interval in which the target process is measured (Timmons & Preacher, 2015). If the target 

phenomenon is characterized by a rapid change over time or frequent fluctuations, then 

shorter intervals are needed in order to capture the variability of the target phenomenon 

(Collins, 2006).   

Given the many possible variations for the configuration of a specific sampling 

scheme, this may include additional details that have not been specified here. For example, 

signal-contingent sampling schemes may be random, with prompts truly randomly 
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distributed throughout the measurement period, or semi-random, where the randomness of 

prompts is restricted, for example, by scheduling each consecutive prompt randomly within 

a pre-specified time block.  

Total number and type of items (open-ended or closed) 

Many reports of ESM studies only include a description of variables that were 

analysed for that specific study, and while the number of items per ESM assessment varies 

greatly (Janssens et al., 2018),  the total number and type of items included in the ESM 

questionnaire are only infrequently reported (Morren, van Dulmen, Ouwerkerk, & Bensing, 

2009; Vachon, et al., submitted; van Roekel, Keijsers, & Chung, in press). Consequently, the 

effect of the total questionnaire length on the total compliance rate is unclear. Here, 

researchers are asked to provide a general description of the total questionnaire length. A 

longer ESM questionnaire with more open-ended items signifies a greater participant 

burden, which may affect the compliance rate. At the same time, a longer questionnaire may 

improve data quality, as the measurement reactivity may be reduced when more questions 

are asked (Palmier-Claus et al, 2011). Questionnaire length may also vary due to conditional 

branching, where the presentation of certain items is dependent upon previous responses.  

Additionally, researchers may choose to present items in a different random order at each 

prompt (also referred to as ‘item rotation’; Wen, Schneider, Stone, & Spruijt-Metz, 2017). 

This type of information can also be described in this subsection.  

Although it is beyond the scope of a pre-registration to include the full list of ESM 

items, we do advise making ESM materials available online to enhance transparency and 

reproducibility. The Experience Sampling Item Repository (Kirtley et al., 2019) is an ongoing 

project that aims to produce an open bank of ESM items for use in research and to quality 

assess and psychometrically validate these items. Researchers can consider using items from 

this repository as well as contributing items to make their materials open.  
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Time-out specifications  

In order to reduce recall bias, many ESM studies limit the amount of time that 

participants have to respond to a questionnaire (i.e., the response window), the amount of 

time that participants can spend on one item, and/or the amount of time that participants 

may take to complete one full questionnaire. In this subsection, researchers may indicate 

these timing restrictions.  

 

Additional passive monitoring.  

In addition to self-report questionnaires in ESM, studies may also employ methods 

to gather data in the background without requiring participants to actively respond. For 

example, using wearable technology to measure heart rate, smartphone sensors to record 

location, or a background app to measure social media usage.  

 

Hardware and software used, and prompt type specifications 

Most contemporary ESM studies collect ESM data electronically. Some researchers 

choose to use participants’ own smartphone, whereas others provide participants with a 

study device. Here, researchers may indicate their decisions for hardware and/or software. If 

ESM data are not collected digitally, this may also be indicated here. 

In addition, although not yet formally investigated, it is conceivable that the type of 

prompt used to alert participants that a beep is available, may affect compliance (either 

negatively or positively). In sampling schemes where participants are prompted to respond 

to the questionnaire, this prompting is usually through sound/vibration. In order to gain a 

better sense of participant burden, it is also useful to describe the extent to which the ESM 
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procedure allows participants to alter the nature of the prompts, or the option to turn 

notifications off entirely. 

ESM instruction 

Although fully describing the ESM instruction is beyond the scope of a pre-

registration, some details regarding the manner in which participants are instructed to 

complete ESM questionnaires are relevant for enhancing reproducibility. The manner of 

instruction is likely to affect the compliance of participants (Christensen et al., 2003b). There 

are various instruction options that may affect compliance, motivation, and data quality. 

These include, but are not limited to, the type of instruction (video, one-to-one, in a group 

session), duration of instruction, and whether participants complete a practice questionnaire 

(see Palmier-Claus et al., 2011 for recommendations). Any specific instructions about how 

and when participants are required to complete the questionnaires are also useful.  

 

Incentivization and increasing participant engagement 

Given the relatively intensive nature of ESM data collection, maintaining 

participants’ motivation and compliance may be challenging. Researchers often employ 

different methods to increase participant engagement, such as gamification, calling 

participants during the ESM period, providing progress updates, or making participant 

payment conditional on the level of participation (Palmier-Claus et al., 2011). One review of 

studies in youth, however, found no difference in compliance rate between studies using 

fixed versus incremental monetary incentives  (Wen et al., 2017). In this section, researchers 

may give a description of their efforts to increase participant compliance. 

In addition, researchers should also take into account factors that may reduce 

compliance, as this can affect the quality of the data (Delespaul, 1995; Palmier‐Claus, et. al., 

2011; Rintala, et. al., 2019). We recommend that in the pre-registration of studies based on 
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pre-existing data, researchers report the observed compliance rate. For pre-data collection 

ESM studies, we encourage researchers to report the expected compliance. For instance for 

ESM using electronic diaries with five to seven measurements per day over a period of four 

to seven days, the compliance rates varies from 66% to 86%, but from 66% to 93% for paper 

and pencil diaries (see Rintala, et. al., 2019).    

 

Variables 

As the majority of ESM research is observational (Hektner, Schmidt, & 

Csikszentmihalyi, 2009; Myin-Germeys et al., 2018), and does not include manipulated 

variables, the order of the ‘variables’ section was reversed, with measured variables 

reported first and manipulated variables last. As in the original pre-registration template, 

researchers are only asked to describe variables which will be used in confirmatory analyses. 

In order to account for the combination of time-invariant and time-variant variables that 

ESM research commonly features, the ‘measured variables’ section was divided into 

‘measured non-ESM variables’ and ‘measured ESM variables’. In the ‘measured ESM 

variables’ section, instructions to specify the response scale of ESM variables (e.g. Likert-

scale) were added. In the ‘measured ESM variables’ section, a field was added for reporting 

(where applicable) ESM item presentation order and branching were contingent on, for 

instance, questionnaire answers or contextual changes, such as participant-reported events. 

Given the multilevel structure inherent to ESM data, researchers are asked to specify 

variable levels in both the ‘measured’ and ‘manipulated’ ESM variables sections. As some 

ESM studies provide free response options for specific items, an optional section ‘open-

ended questions’ was added, where researchers are asked to indicate how answers will be 

coded.  Within-participant ESM level manipulations are currently less common, therefore 

instructions to report both manipulated ESM and manipulated non-ESM variables in the 

‘manipulated variables’ section were added. In the ‘indices’ section, instructions were 
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updated to include descriptions of how any measurements collected during or outside of the 

ESM period will be combined into an index, including possible passive monitoring conducted 

via, e.g. activity tracker etc. As summary statistics, such as within-person averages, can be 

formed at different levels in ESM datasets and employed as predictors, outcomes, or 

covariates, an instruction to specify the level of index was added. For instance, average 

positive mood may be calculated per beep, per day, or over a longer period of time.  

 

Rationale for sample size: Temporal design and number of participants  

Despite being a crucial consideration for all research, most ESM studies do not report 

a power calculation. This may be due to the relative complexity of conducting power analysis 

for multilevel models. For this reason, in this section we include some further, in-depth 

discussion of key considerations for power calculations in ESM research, along with some 

illustrations from simulations to highlight the critical importance of conducting power analysis 

for ESM studies.  

The structure of ESM data allows the examination of variability in a target process, 

sover time, within an individual (i.e. within-subject variability), and the assessment of 

differences between individuals (i.e. between-subjects variability). Thus, sample size 

considerations in ESM studies must take into account two elements, discussed earlier in the 

paper: the temporal design in which the target process will be observed, and the number of 

participants (Collins, 2006).  

The selection of the number of repeated measurements within an individual is closely 

related with the temporal dynamics of the target process. A measure of how consecutive 

measurements are linearly related over time is given by the autocorrelation. To illustrate how 

the autocorrelation of a dynamic process affects the power to detect an effect, we simulated 

data for a single individual under different scenarios. For instance, if we have one individual 
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that is measured on 𝑇 occasions, we model the outcome of interest or dependent variable, 𝑌𝑡 , 

using a first order autoregressive model: 

𝑌𝑡 = 𝜌𝑌𝑡−1 + 𝜖𝑡 

where 𝜌 is the autocorrelation and indicates how past observations influence the current state 

of the process. The magnitude of the autocorrelation will affect the precision in the estimation 

of the mean of 𝑌𝑡 . This is due to the fact that observations are no longer independent. This 

can be illustrated by the effective sample size, which is defined as the number of additional 

observations we need to sample if we want to achieve the same precision as in the case 

observations are uncorrelated (Zięba, 2010): 

𝑇𝑒𝑓𝑓 = 𝑇(1 + 𝜌)/(1 − 𝜌) 

To illustrate the effect that autocorrelation has on the width of the confidence interval 

of the mean, we simulate data from an autoregressive process assuming three different values 

for the autocorrelation: uncorrelated errors (0.0), medium autocorrelation (0.4) and large 

autocorrelation (0.4). We simulated 60 observations and we compute the confidence intervals 

for the mean using the effective sample size (see https://osf.io/2chmu/ for the R script). 

Figure 1 shows the confidence intervals for the mean when varying the 

autocorrelation. We observed that when the autocorrelation increases the width of the 

confidence interval for the mean increases. This reflects the fact that when the autocorrelation 

is positive, then more observations are needed in order to capture the underlying variability 

of the process. 

https://osf.io/2chmu/
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Figure 1: Effect of the effective sampling rate on the confidence intervals of the mean. We assume 

different autocorrelations: uncorrelated (0.0), medium (0.4) and large (0.8).  

The temporal design varies considerably between published ESM studies. ESM studies 

in psychiatry that asses highly variable constructs (i.e. mood) generally use ten measurements 

per day, for six consecutive days  (Myin-Germeys et. al., 2018). Conversely, a study of global 

self-esteem used just one measurement per day for seven consecutive days (Christensen et. 

al., 2003b) and a study of emotions collected three measurements per day for 90 consecutive 

days (Barret, 1998). Therefore, we encourage researchers to not only justify the choice of the 
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temporal design based on theoretically-informed, expected variability of the target process 

over time,  but also to carefully consider the importance of performing a power analysis to 

select the sampling rate, and the total number of measurements necessary to detect a 

hypothesized effect size (see Timmons & Preacher, 2015). As Collins (2006) highlights, an 

explicit justification of the choice of the temporal design will increase the reproducibility of 

longitudinal studies.  

The second consideration regarding the sample size determination in ESM research 

relates to the number of participants necessary to obtain accurate estimates of inter-

individual differences (Maas & Hox, 2005). In studies in which individual differences are large, 

more information is needed in order to determine an effect in comparison to a case in which 

heterogeneity between individuals is negligible. Therefore, once the temporal design has been 

established, we suggest that researchers perform a power analysis to determine the number 

of participants that maximize the likelihood of detecting a hypothesized effect size (Bolger et. 

al., 2012; Raudenbush & Liu, 2001; Snijders & Bosker, 1993).  For ESM studies including 

individuals from different populations (e.g. studies with patients with different mental health 

conditions), we also suggest that power analysis is performed to determine group size. The 

same applies to ESM studies that include a higher order grouping level, such as dyad studies 

or groups under different treatments conditions.   

Here, we illustrate the effect of sample size on power with a simulation experiment. 

We assumed that the ESM study had a duration of 6 days with 10 measurement occasions per 

day. Let us denote the number of individuals with 𝑁 and the total number of occasions with 

𝑇. We are interested in estimating the effect of a time varying predictor variable 𝑋𝑖𝑡 in the 

outcome of interest 𝑌𝑖𝑡. We modeled this relationship using a linear mixed effects model with 

a random intercept and random slope:  

𝑌𝑖𝑡 = 𝛽00  + 𝛽10 𝑋𝑖𝑡 + 𝜈0𝑖 + 𝜈1𝑖  𝑋𝑖𝑡  + 𝜖𝑖𝑡  
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we assume that the errors 𝜖𝑖𝑡 are serially correlated and the correlation is modeled with an 

AR(1) process with the autocorrelation equal to 0.3 (medium). We assume that the true 

intercept 𝛽00 is equal to one, the variable 𝑋𝑖𝑡 is normally distributed with a mean of zero and 

a variance of  one.  The random effects,  𝜈0𝑖  and  𝜈1𝑖 , are bivariate normal distributed where 

the variance of the random intercept is one, the variance of the random slope is 0.1 and the 

correlation between the random effects is 0.5. We set three different scenarios for the 

magnitude of 𝛽10: small effect (0.1), medium effect (0.3) and large effect (0.5). For each 

scenario, we simulated 1000 data sets and estimated the linear mixed effects model. Next, we 

estimated the power to test the null hypothesis that𝛽10 is zero, for a significance level of 5% 

(see https://osf.io/2chmu/ for R script). Figure 2 shows the power curve when we varied the 

number of individuals. We observed that when the true effect in the population is small, the 

sample size should be at least 250 in order to achieve a power greater than 80%. For medium 

and large effects, the sample size  should be at least 50 in order to achieve a power greater 

than 80%. 

https://osf.io/2chmu/
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Figure 2: Statistical power for 𝛽
10

 when varying the number of participants for an ESM study with a 

duration of 6 days with 10 occasions per day. We assume different different effect sizes: small (0.1), 

medium (0.3) and large (0.5).  

 

Analysis Plan  

ESM studies produce data with a multilevel structure, in which repeated 

measurements are nested within days, within participants. Variables are measured at 

different hierarchical levels and consequently, researchers may be interested in analysing 
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the interaction between variables that describe the within-subject variability and variables 

that describe the between-subject variability. Moreover, due to the longitudinal structure of 

the data, the temporal dynamics of the target process can be modelled. Given the 

complexity of ESM data (i.e. missing observations, unequally spaced time points, time 

varying covariates, autocorrelated observations, higher-level models, non-normal data), the 

most widely used statistical approach in ESM studies is the multilevel or mixed effects model 

(Myin-Germeys, et. al., 2018).  

In order to restrict our attention to specific relevant considerations for an ESM 

analysis plan, we focus on the multilevel regression model. This framework can be 

considered as a hierarchical system of regression equations (Snijders & Bosker, 2012). The 

analysis plan should take into consideration the following aspects of the statistical model: (a) 

distribution of the outcome variable, (b) distribution of the within subject errors (c) 

distribution of the random effects, (d) fixed effect predictors and interactions, (e) 

transformations applied to time-varying explanatory variables and time invariant 

explanatory variables (f) inclusion of lag-dependent variables, and (g) missing data.  

Whilst these considerations may seem too numerous and effortful to record as part 

of a pre-registration, they all represent potential “forking paths” where a high degree of 

analytic flexibility may be introduced into the research.  For example, the distribution of the 

outcome variable determines the statistical model to be used in the analysis. The linear 

mixed effects model assumes that predictors are linearly related to the outcome variable 

and that the within-individual errors are independent, have equal variance and are normally 

distributed. These assumptions are often stringent for the analysis of ESM data. Researchers 

can opt to apply a transformation to the outcome variable to normalize its distribution; an 

important decision that should be noted in the analysis plan section of the pre-registration. 
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Another example is where random effects allows the modeling of non-independence 

between individuals. In general, random effects are considered to be normally distributed 

(models that do not assume normality for the random effects can be found in Verbeke & 

Lesaffre (1996)). For instance, a model that only incorporates a random intercept and a fixed 

slope assumes that the outcome mean level differs between individuals, but the slope does 

not differ between subjects. A model that also includes a random slope assumes that the 

slope varies between individuals. It has been shown that misspecification of the random 

effects can inflate the Type I and Type II errors (Aarts, et. al., 2015). Therefore, it is important 

that researchers explicitly report the structure of the random effects  (e.g. if the slope is 

considered fixed or random).  

When considering the predictors included in the statistical model an important 

decision is to decide which of the predictors are going to be set as fixed effects and the cross 

level interaction. This depends on the hypotheses, so is an important a priori -and therefore 

pre-registerable - decision for researchers to take. Researchers should also consider model 

complexity; models that include a large number of predictors and cross level interactions 

reduce the number of degrees of freedom and affect the estimated variance of the 

prediction errors.  

Another consideration regarding the predictors are the transformations. We advise 

stating which are the expected transformations of the data. For example, a common practice 

in multilevel modeling is to center the time varying predictors using the individual mean and 

to center the time invariant predictors using the grand mean (Snijders & Bosker, 2012). Also, 

the approach used to validate a set of items, measuring a certain construct, should be 

explicitly stated (e.g. within-person factor analysis where items are centred per person and 

over the ESM period; reliability estimation using multilevel confirmatory factor analysis).  
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For models including a lagged variable as a predictor, it is necessary to specify the 

method used to account for the ‘overnight lags’. For example, a common approach is to set 

the first beep of the day as missing (de Haan-Rietdijk, et. al. , 2017).  

Finally, we note that there are many software packages to estimate multilevel 

models (McCoach et. al., 2018), including R, MPlus, Stata, JAMOVI and SPSS. We encourage 

researchers to specify the software they use and whether the default options of a function 

or software were used. Even better, researchers can share their statistical analysis plan and 

code. 

Missing data 

In ESM studies if an individual does not respond to a beep,  then the entire set of 

items will be missed. In the statistical analysis plan it is important to state how missing data 

will be handled. For example, if there are some expected patterns of missingness (i.e. people 

are less likely to respond during working hours), then incorporating additional predictors 

that account for non responses (e.g. time) into the statistical model can help to reduce the 

bias due to missing observations (Silvia et. al., 2013). To reduce participant burden, some 

researchers may opt for a planned missing design, where participants receive a selection of 

items representing a particular construct, as opposed to the full set. Researchers can indicate 

this in the missing data section of the pre-registration. For further discussion of planned 

missing designs in ESM and their implications, see Silvia, Kwapil, Walsh and Myin-Germeys 

(2014).  

Conclusions 

 In the current paper we have presented a pre-registration template for ESM 

research, the development of which was inspired by discussions on The Black Goat podcast. 

We have also included detailed explanations, accompanied by simulations, to facilitate 

power and sample size calculations for ESM research, to demonstrate their importance, and 
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illustrate the implications of ignoring this. Many researchers are already making great strides 

in increasing reproducibility and transparency in the field of ESM research (e.g. 

Dejonckheere et al., 2018; Heininga et al., 2019, Himmelstein et al., 2019; van Roekel et al., 

in press; Zhang et al., 2018) and in clinical psychology more broadly (Tackett et al., 2017; 

Tackett et al., 2019), where much ESM research is conducted. The adoption of open science 

practices in ESM research is, however, still in its elementary stages. Pre-registration is a 

cornerstone of open science (Nosek et al., 2018), and its greater use in ESM research was 

also a specific suggestion of Bastiaansen et al (2019), to address the issue of analytic 

flexibility and data contingent decision-making. To this end, we hope that the availability of a 

template specifically tailored to ESM research will firmly embed open science practices 

within our field.  

The template in its current state is not exhaustive and thus may not fit every single 

type of ESM study, for example, N=1 studies or ESM studies of experimental procedures. We 

designed the template for the modal ESM study, based on the literature and our own 

experiences. We also recognise that for some researchers, the list of information to specify 

in the template may seem extensive, however the vast majority of these decisions must 

already be taken as a matter of course prior to commencement of data collection. Therefore, 

we strongly believe that recording these decisions in a pre-registration document does not 

increase researcher burden. Non-documentation of these decisions does not insulate ESM 

studies from being subject to the effects of these decisions. Indeed, given the almost 

dizzying array of choices necessary for ESM research, being able to refer back to a locked, 

time-stamped record of these choices is advantageous. Our primary considerations when 

designing this template were to ensure that key decisions influencing reproducibility were 

adequately recorded and to limit possibilities for analytic flexibility- a key threat to 

reproducibility (Munafo et al., 2017). Beyond this, the list of specifications within the 

template provide an accessible overview of the components of ESM study design, that could 
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function as a “quick start” guide for beginners in the field. Further, it could supplement work 

by van Roekel et al (in press) to also be used as reporting or even peer-reviewing guidelines 

for ESM studies, to increase the likelihood that published articles include sufficient details for 

studies to be replicated. 

van Roekel and colleagues (in press) end their paper by highlighting the critical 

importance of open and transparent practices to the future of experience sampling research. 

In creating this template, we hope to further facilitate such open and transparent practices, 

as an investment in the future of experience sampling research.  
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The file “Power_Analysis_Code_Temporal_Design.R” contains the R script to generate Figure 
1. The script includes a function to simulate a variable that follows an AR(1) process and the 
code to compute the confidence interval for the mean using the effective sample size. 

The file “Power_Analysis_Code_Number_Participants.R” contains the R script to generate 
Figure 2. The script includes a function to simulate data from a random slope model and the 
syntax to compute the power based on Monte Carlo simulations. 

All R script is available via our OSF page (https://osf.io/2chmu/) 
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