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However, one of the critical challenges lies in how to embed domain diagnosis knowledge
into DL to obtain suitable features that correlate well with the health conditions and to
generate better predictors. In this paper, a novel DL-based fault diagnosis method, based
on 2D map representations of Cyclic Spectral Coherence (CSCoh) and Convolutional
Cyclic Spectral Coherence Neural Nerorks (CNN), is proposed to improve the .recognitic.m performan;e of rolling elg—
Convolutional Neural Networks ment bearing faults. Firstly, the 2D CSCoh maps of vibration signals are estimated by cyclic
Rolling element bearings spectral analysis to provide bearing discriminative patterns for specific type of faults. The
Group normalization motivation for using CSCoh-based preprocessing scheme is that the valuable health condi-
tion information can be revealed by exploiting the second-order cyclostationary behavior
of bearing vibration signals. Thus, the difficulty of feature learning in deep diagnosis model
is reduced by leveraging domain-related diagnosis knowledge. Secondly, a CNN model is
constructed to learn high-level feature representations and conduct fault classification.
More specifically, Group Normalization (GN) is employed in CNN to normalize the feature
maps of network, which can reduce the internal covariant shift induced by data distribu-
tion discrepancy. The proposed method is tested and evaluated on two experimental data-
sets, including data category imbalances and data collected under different operating
conditions. Experimental results demonstrate that the proposed method can achieve high
diagnosis accuracy under different datasets and present better generalization ability, com-
pared to state-of-the-art fault diagnosis techniques.
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1. Introduction

Condition monitoring and fault diagnosis are essential for normal and safe operation of rotating machinery. Rolling ele-
ment bearings, being one of the key components of industrial machines, often suffer from structure damages due to long-
time running and harsh working conditions. A sudden failure usually leads to equipment breakdown, to economic loss or
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even to human casualties [1,2]. Therefore, it is necessary to develop fault diagnosis techniques to monitor the health condi-
tion, guarantee the reliability of machines and support the decision-making tasks.

Data-driven based intelligent fault diagnosis methods usually involve two steps, namely feature extraction realized by
signal processing techniques and fault recognition implemented by classification algorithms. Feature extraction is important
to reduce the input dimension and the random noise by extracting meaningful health indicators, based on spectral analysis
and time-frequency analysis [3,4]. Traditional classification techniques such as Artificial Neural Networks (ANNs), Support
Vector Machines (SVMs) and k-NN are widely adopted due to the fast implementation and good classification performance
[5-9]. However, being limited to their shallow architectures, they have difficulty in learning effectively discriminative fea-
tures from raw high-dimensional inputs. The diagnosis performance relies strongly on the diagnosis expertise and the diag-
nostic feature quality.

In recent years, DL-based intelligent fault diagnosis approaches have received increasing attention. DL models refer to
stacking multiple non-linear processing layers to construct hierarchical architectures, making it easy to learn representations
from raw or preprocessed mechanical data such as time series [10-12], spectra [13,14], and time frequency maps [15-17].
Various deep network architectures and variants, such as Auto Encoders (AE) [18,19], Deep Belief Networks (DBN) [20,21],
Long Short-Term Memory (LSTM) networks [22,23], and Convolutional Neural Networks (CNN) [24-26], have been adopted
for solving different diagnosis tasks.

Among the DL algorithms, CNNs have been widely used and achieved state-of-the-art diagnosis performance for their
strong local feature extraction capability and flexible architectures. Guo [27] converted raw data into input matrices and
then designed a CNN hierarchical framework with adaptive learning rate to recognize bearing fault patterns and fault sizes.
Liu [28] proposed a Dislocated Time Series CNN (DTS-CNN) for fault diagnosis of an electric machine, where a dislocate layer
was added to bridge the relationship between signals with different intervals in periodic mechanical signals. Islam [29] uti-
lized the wavelet packet transform to preprocess raw acoustic emission signals and designed an adaptive CNN for multi-fault
classification of bearings. Ince [30] developed a 1D CNN to conduct end-to-end motor fault diagnosis from raw signal input.
Jia [31] proposed a normalized CNN for improving the bearing diagnosis performance under imbalanced data by embedding
normalized layers and weighted Softmax loss. Additionally, a Neuron Activation Maximization (NAM) algorithm is further
adopted to explore the properties of the learned filters. Moreover, batch normalization with good domain adaptation ability
has been introduced into CNNs to process the raw vibration signal inputs, and further improve the bearing diagnosis perfor-
mance under variable operating conditions [32,33].

Although different feature extraction and classification methods based on CNNs have been successfully used for different
fault diagnosis issues, there are still a number of open questions and the following situations should be considered.

1) The development of faults in rolling element bearings lead to the generation of repeated impacts due to the passing of
rolling elements over the defect. The collected time domain signals usually cannot directly reveal the intrinsic char-
acteristics of bearing health conditions. Valuable information, i.e. periodicities and correlations related to the failure
modes, are easily masked by strong background noise and other components. Many existing feature extraction meth-
ods do not leverage well the diagnosis knowledge to obtain enhanced feature representations, limiting the improve-
ment of the final diagnosis performance.

2) A number of already proposed diagnosis models yield satisfactory performance based on the basic assumption that the
training and the testing samples follow the same data distribution, which does not take the domain adaptation ability
into consideration. The methods may suffer a significant loss in performance when applied on a new diagnosis task
due to the data distribution discrepancy induced by imbalanced samples [31] or different operating conditions
[32], even if the new task is similar to the original one.

To overcome the first weakness, in the preprocessing step, by considering the bearing health conditions and the physical
characteristics of the defects, the cyclic spectral analysis is proposed to obtain 2D CSCoh images/maps. CSCoh constructs a
frequency-frequency domain map to exhibit the amplitude levels of the modulation frequency of excitations by exploiting
the second-order cyclostationary behavior. Thus, the hidden periodic behaviors of each fault type in the vibration signals are
revealed with a unique fault pattern, which is regarded as enhanced feature representations for the input of diagnosis net-
works. In addition, to conquer the second shortcoming and to achieve good domain adaptation for the diagnosis model, CNN
is developed to learn high-level feature representations and conduct fault classification. More specifically, a Group Normal-
ization (GN) technique is embedded into the CNN to normalize the feature maps of network and to adaptively learn distri-
bution for each group data. This modification can reduce the internal covariant shift induced by data distribution
discrepancy so as to improve the network generalization performance.

The main contributions of this paper can be summarized as follows:

(1) A novel CSCoh-CNN intelligent diagnosis method is proposed for vibration-based fault diagnosis of motor bearings.
The proposed method not only leverages the excellent feature extraction ability of CSCoh, but also exploits the out-
standing classification performance of CNN.
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(2) In the proposed method, the CSCoh is introduced to preprocess the vibration signals, which provides superior discrim-
inative feature representations of bearing health conditions. In additional, GN is further embedded into the CNN to
reduce the internal covariant shift induced by data distribution discrepancy, which is able to obtain better generaliza-
tion performance.

(3) In real industrial cases, the vibration characteristics of bearings are easily affected by various factors such as high
background noise and variable operating conditions, which is a big challenge for accurately and reliable fault diagno-
sis. The proposed CSCoh-CNN provides a potential solution to handle this issue.

The rest of the paper is organized as follows: In Section 2, a brief theory introduction to CSCoh and CNN is provided. The
proposed rolling element bearing fault diagnosis framework is presented analytically in Section 3. In Section 4, the details of
the experimental datasets are described, and a comprehensive evaluation and method comparisons are carried out. Finally,
some conclusions are extracted in Section 5.

2. Cyclic Spectral Coherence and Convolutional Neural Networks
2.1. Cyclic Spectral Coherence (CSCoh)

Cyclostationary signals present some statistical properties that vary cyclically with time. Opposed to stationary signals,
cyclostationary signals, though not periodic, are generated by periodic mechanism and contain extra information, which is
carried by hidden periodicities. Such signals can be characterized by the second-order of cyclostationarity [34,35]. In rotating
machines, the bearing defects usually generate modulated signals by the characteristic frequencies of the bearings. Such sig-
nals are usually second-order periodicity processes and are able to be separated from other interfering signals to detect and
identify their hidden periodic behavior [36-38].

For a cyclostationary signal x(t), the second-order moment of cyclostationarity can be defined as an instantaneous
AutoCorrelation Function (ACF) with a cyclic period T, which is described as:

Rue(t,T) = Ru(t + T, T) = E{x(t + T/2)x(t - 7/2)"} (1)

where the star (*) denotes complex conjugation, 7 is the time-lag, and E is the statistic mean. The Fourier coefficients of the
ACF correspond to the cyclic ACF and are obtained by:

Ru(T,0) = /R(L T)e Mt (2)

where « is defined as the cyclic frequency. From the Eq. (2), it can be observed that the cyclic ACF represents the Fourier
coefficients of o with respect to a time-lag signal R(t, 7).

The second-order statistical descriptor of cyclostationarity, called Cyclic Spectral Correlation (CSC), can be estimated by
implementing the Fourier transform on the Cyclic ACF, which is given by:

CSC(a,f) = / Rux(T,0)e72W7dT = / / R(t, T)e 2M N dtdr 3)

The CSC can also be defined as the double Fourier transform of the signal, being a function of the spectral frequency f and
the cyclic frequency o. Contrary to the classic spectral analysis, it provides an additional frequency dimension, revealing both
the carriers and their modulations. Spectral frequency f is linked to the carrier component, and the cyclic frequency o is
linked to its modulation. When o is equal to zero, it corresponds to the classical power spectrum. On the other hand, when
o is not equal to zero, it indicates the power spectrum for that specific cyclic component.

Then the CSCoh can be used to measure the degree of correlation between two spectral components estimated by:

B CSC(a, f)
CSCoh(2.f) = Escr0. fresc(0.f — a) 4)
The CSCoh can be interpreted as the CSC of a whitened signal, which tends to equalize regions with very different energy
levels, magnifying weak cyclostationary signals [37].

2.2. Convolutional Neural network (CNN)

CNN is a variant of multi-layer neural network and usually consists of alternating convolutional and pooling layers [39].
In contrast to fully-connected network, CNN presents three basic characteristics, i.e. local receptive fields, shared weights
and pooling, reducing the number of trainable parameters without the loss of the expressive power. This also makes CNN
easy to train with a backpropagation algorithm. CNN is a hierarchical structure, stacking multiple layers. The layer types con-
sidered in this paper are introduced in the next subsections.
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2.2.1. Convolutional layer

In the convolutional layer, each neuron is connected to a small region of the input neurons. The region in the input is
called local receptive field. Then the convolution operation is conducted on the local receptive field to extract local features
with a learned convolution kernel/weight. For each input x; and convolution kernel kj, the output feature map is calculated as
follows:

Vi =f(b+ > K+ x) (5)

f(x) = max(0x), x> 0 (6)

where, * denotes the convolution operation, k and b are the shared value of the kernel and the bias, which means that all the
neurons in this layer detect the same feature, just at different locations in the input. f(-) is the neural activation function,
which is usually selected as the Rectified Linear Unit (ReLU) to accelerate the convergence of CNN.

2.2.2. Pooling layer
The pooling layer is used to obtain a representation that is invariant against small translations and distortions. This is
achieved by summarizing the feature responses in a region of neurons in the previous layer. For an input feature map x;,
the output feature map y; is obtained:
yi = max(x) (11)

where r is the pooling size and the common pooling operation adopted is known as max-pooling, which simply outputs the
maximum activation in the input region.

3. The proposed CSCoh-CNN model

The appearance of a bearing failure results in the generation of a sequence of repetitive shocks, which in turn may excite
one or more natural frequencies of the structure. Moreover, in industrial machinery, due to speed fluctuations, random slip of
the rolling elements and load variations, the impacts are not exactly periodic and their amplitude present often a random
fluctuation as well [40,41]. In this case, classic spectral analysis method generally fails to reveal the failure behavior in
the presence of masking noise, especially in the case of the incipient faults [41]. Therefore, the CSCoh as a data pre-
processing step is firstly introduced to deal with the bearing cyclostationary signals to obtain good feature representations.
The vibration signals from different fault types and operating conditions are segmented. Then, the CSCoh are calculated to
analyze the vibration signals and extract the unique fault patterns. After the feature learning by the CSCoh, the CNN is
designed and adopted for fault classification and diagnosis, as explained in details in the next subsections.

3.1. The architecture of the proposed CNN

In this section, a novel CNN based on LeNet-5 is constructed to automatically learn features from the input. Inspired by
the typical LeNet-5, the proposed CNN architecture is designed, based on the same strategy by stacking two convolutional,
pooling, fully-connected layers and one Softmax layer. The dropout technique is adopted in each fully-connected layer to
reduce the overfitting during network training. More specifically, the GN technique is embedded in each convolutional
and fully-connected layer.

In the convolutional layer configurations, following the same principle used in [24,29], a small receptive field (3 x 3) is
applied in each convolution layer to capture the detail information and reduce the number of parameters. The convolution
stride is fixed to 1 pixel. The number of filters is set to 16 in the first convolutional layer and the second one is doubled (32)
to increase the feature learning capability. The zero padding pads the input volume with zeros around the border. It is
adopted to keep the same spatial dimensions between input and output volume, which helps to preserve as much informa-
tion as possible about the previous input. In the pooling layers, the spatial pooling is carried on the input over a (2 x 2) pixel
window with stride 2. Therefore, the feature map size is halved to reduce the time complexity. Then the preceding layer is
followed by two fully-connected architectures. The first one has 256 neurons and the second one contains 126 neurons,
respectively. The finally layer is the Softmax layer.

In addition, GN is employed in the network to normalize activations by computing the mean and the standard deviation
over each group. The dropout layer, as a simple and effective regularization technique, is adopted to reduce the network
overfitting. It is only embedded into the two fully-connected layers, where large parameters will increase the overfitting risk.
As GN itself has some regularization effect and the network size is relative small, the parameter of dropout rate is deter-
mined by a grid search through the range of 0 to 0.5. The optimal value is set to 0.2. The details of the layer type and the
parameter used are given in Table 1.
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Table 1
Parameters of the proposed CNN architecture.
Layer Layer type Kernel Number of filters Filter size Padding Output Size
1 Input / / / / (112, 112)
2 Conv Kernels 16 3x3 Yes (112,112, 16)
3 Group Norm / / / / (112,112, 16)
4 MaxPool Pooling size / 2 x2 / (56, 56, 16)
5 Conv Kernels 32 3x3 Yes (56, 56, 32)
6 Group Norm / / / / (56, 56, 32)
7 MaxPool Pooling size 32 2 x2 / (28, 28, 32)
8 FC / 256 / / (256, 1)
9 Group Norm / / / / (256, 1)
10 Dropout Dropout rate 0.2 / (256, 1)
11 FC / 126 / / (126, 1)
13 Group Norm / / / / (126, 1)
14 Dropout Dropout rate / 0.2 / (126, 1)
17 Softmax / / / / (10, 1)

3.2. Group normalization (GN)

Normalizing the input data on neural networks has been widely adopted to adjust the activations of neural networks,
which play a crucial role in getting the model trained effectively. Previously, the Local Response Normalization (LRN) was
used to obtain local normalized features in a small neighborhood for each pixel. Recently, Batch Normalization (BN) has been
proposed to perform a global normalization along the channel dimension [42]. It has become a cornerstone of DL and has
been employed in recent DL fault diagnosis framework to improve the domain adaptation ability of the network [32,33].

Despite its simplicity, for CNN with fixed depth, BN requires to store the batch statistics separately for each hidden layer.
Furthermore, BN cannot be applied to online learning tasks where the batch sizes have to be small. However, small batch
sizes can lead to an inaccurate batch statistics estimation inciting data distribution discrepancy. This inconsistent estimation
can negatively impact training and finally may lead to poor diagnosis performance. Thus push us to explore another normal-
ization technique named Group Normalization (GN) [43] to remove the effect of BN on the statistics on mini-batch examples
and to enhance the domain adaptation capability. Unlike BN, GN normalizes the features per sample within each of G groups,
along the channel axis. GN can be used with small batch sizes by following a simple idea, which divides the channels into
multiple groups and computes the mean and the variance of each group for normalization, thus it is independent of the batch
sizes.

In the GN, the input of a mini-batch is X = {x!, X, ..., x"}, X ¢ RV**W*C where N denotes the batch size, H and W are the
spatial height and width, respectively, while C is the channel number. The parameter M, equaling to C/G, is defined as the
number of channels of each group. G is the number of groups, which should not be larger than the number of the channels.
For each group, GN calculates the mean u¢ and the variance 62 along the (H, W, M) axes, given by:

1 H W GM
Ug = NxHxW Z Z Z Xnwik (12)

h=1 w=1 k=(G-1)xM+1

H W G+M

1 2
A — (Xhﬁka — UG) (13)
¢ NxHxW hzlj w1 k:(G;)-MH

Then, the output of the previous layer is normalized by subtracting the mean and dividing the standard deviation of the
previous statistics as follows:

- Xhwi — U

Xh,w.,k = Shwk — ¢ (14)
\/OL+¢€

Yh.w‘lc = th.w.Ic + ﬁ (15)

where y and 8 are, respectively, the trainable scale and shift parameter, introduced to preserve the expressiveness of the net-
work. During the testing stage, BN normalizes the input with the mean and the variance, inherited from the training stage. A
divergence of the distribution may occur, if the training and testing distributions are different [43]. GN boosts the flexibility
of learning a different distribution for each group data and it normalizes the group data of each layer using the statistics of its
own. Thus, the normalization of each layer is able to receive data from similar distributions adaptively, without exception if
it comes from the training or the testing set, ensuring good classification and generalization capability.

Due to the advantages of GN, it is nature to embed the GN into the proposed CNN to obtain better diagnosis accuracy since
the classification tasks are more related to the divergence of data distributions.
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3.3. Fault diagnosis framework based on CSCoh and CNN

In this section, the proposed CNN combined with the CSCoh is applied for the fault diagnosis of rolling element bearings.
Firstly, the raw vibration signals are preprocessed based on cyclic spectral analysis to obtain the CSCoh maps. Thus the fault
patterns of each category are enhanced before the network input, which is able to reduce the learning difficulties of the CNN.
Then, the CNN is trained based on the CSCoh input to learn from low-level to high-level features layer by layer. In addition,
the network introduces the GN technique to normalize the features, which can further improve the network learning capa-
bility. The overall diagnosis procedure is presented in Fig. 1 and can be summarized as follows, (1) Firstly, the vibration sig-
nals of bearings, operating under different conditions, are collected and divided into many segments to obtain training and
testing data. Then, the CSCoh maps are estimated and are downsized to 112 x 112 size. Those maps are regarded as the CNN
input. (2) A CNN is constructed by alternatively stacking multiple convolutional and pooling layers. More specifically, GN is
embedded into the CNN to normalize the features to further reduce the internal covariant shift induced by the data distri-
bution discrepancy. Additionally, the network weights in each layer are randomly initialized, being prepared for the update
in the training stage. (3) Training data are used to train the constructed CNN model. Back propagation is utilized to optimize
the network parameter of each layer by minimizing the cross entropy loss error between the output and the true label.
Finally, the bearing fault diagnosis framework based on the CNN and the CSCoh is obtained. (4) Testing data are then fed
into the trained CNN model to automatically extract features. The classification and the visualization results are presented
to provide comprehensive diagnosis analysis.

4. Experimental validation
4.1. Experiment setup and data description

The experimental data of rolling element bearings have been acquired from the public bearing data center provided by
Case Western Reserve University (CWRU) [44], which is often used as a benchmark dataset. As shown in Fig. 2, the bearing
test rig is mainly composed of an induction motor, a transducer and a dynamometer. The vibration data at the driven end of
the motor have been obtained by an accelerometer mounted on the housing of the induction motor with a sampling fre-
quency of 48 kHz. In addition to the Normal Condition (NC), three types of single point faults including Inner-race Faults
(IFs), Outer-race Faults (OFs) and Ball Faults (BFs) have been introduced into SKF deep-groove ball bearings using an
Electro-Discharge Machining (EDM). For the fault bearings, each fault type has three levels of severity with fault diameters
of 7 mils, 14 mils and 21 mils (1 mil = 0.001 inches), respectively, and the fault depths are 11 miles. Thus, there are in total

Conv@ 16x3  Conv@32x 3 I

FC: 256 I
np FC: 128
)| ISoftmax
GN ) <
Ne )
lGN )

I I ” - d »q -
I Pool @ 16% 2 Pool @ 32x2 I : -
Stage I: Data Pre-processing Stage I1: Feature Learning with CNN

Vibration Signal CSCoh

mmﬂll

Stage I11: Classification and
Visualization

Fig. 1. The proposed CSCoh-CNN fault diagnosis framework.

Fig. 2. The CWRU bearing fault test rig.
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ten types of bearing health conditions (NC, BF7, BF14, BF21, IF7, IF14, IF21, OF7, OF14 and OF21) under three different shaft
speeds of 1772 rpm, 1750 rpm and 1730 rpm, corresponding to the loads of 1, 2, and 3 hp, respectively.

In the pre-processing stage of CSCoh, usually, a large sampling point is helpful to obtain a high frequency resolution,
which may bring higher diagnosis accuracy. However, it may also lead to increase of the computational cost. A small sam-
pling point will bring less computational cost, but it will lead to large information loss, which may deteriorate the classifi-
cation performance. In order to obtain the 2D CSCoh maps from the vibration measurements, 24,000 data points (time
duration of 0.5 s) are considered from the raw time-series signals to form one sample by balancing the tradeoff between
computational cost and testing accuracy. Therefore, 20 samples are obtained from each health condition under each oper-
ating load. The health conditions from the different operating loads are regarded as the same category. In addition, it should
be noted that, due to the limited sampling time, there are only 14 samples obtained for the IF14 under the load 1. This can be
regarded as an extra data imbalance, which is present in the dataset. The details of the data description are listed in Table 2.

4.2. Analysis of Cyclic Spectral Coherence (CSCoh)

When a defect occurs in a rolling element bearing, repeat impacts are generated due to the passing of rolling elements
over the defect. An effective preprocessing technique is able to reveal the fault nature for different fault types, i.e. the Fun-
damental Train Frequency (FTF), the Ball Spin Frequency (BSF), the Ball Pass Frequency of Inner-race (BPFI) and the Ball Pass
Frequency of Outer-race (BPFO). To investigate the effectiveness of CSCoh in revealing the fault patterns of rolling element
bearings, the 2D CSCoh maps of different health conditions are presented in Fig. 3.

It can be observed that the CSCoh maps provide a unique feature for given fault types. In Fig. 3 (a), there are only a clear
shaft frequency (f;) and its harmonic present, corresponding to the normal condition. In Fig. 3 (b) and Fig. 3 (c), the inner-race
defect frequency (BPFI) and the outer race defect frequency (BPFO) and its harmonic can be clearly captured, demonstrating
the occurrence of the specific faults. It should be noted that in the case of BFs, the (weak) amplitude of the FTF and the BSF,
which reveal the existence of the ball fault, can be detected only in a few of samples of BF14, such as the one presented in
Fig. 3 (d). In other cases, such as the BF7 shown in Fig. 3 (e), only the shaft frequency and its harmonics are present, while the
fault characteristic frequency and its harmonic are indistinguishable. Similarly, in OF14 shown in Fig. 3 (f), no obvious bear-
ing fault frequency can be identified.

The failure of the method in diagnosing the abovementioned faults is not really a weakness of the method, as it can be
logically explained. Firstly, the limited sampling time of 24,000 data points (0.5 s) may lead to low resolution, which may not
be enough to capture the cage frequency FTF. Secondly, the data acquisition may have not been correctly realized at these
particular cases, as the test rig assembly seems to affect the diagnosis results more than the fault itself. Smith and Randall
[44] provided a benchmark study for the CWRU bearing data with three state-of-the-art diagnostic techniques, analyzing
and categorizing the diagnostic performance for each signal independently. In their work, all three diagnostic methods failed
to detect the BSF in a number of BF cases. More specifically, they are classified as “Data potentially diagnosable” or “Data not
diagnosable for the specified bearing fault”. In the OF14 case, only few data samples are clearly diagnosable, showing in par-
allel non-stationary characteristics in the time and/or the frequency domain, while the rest samples are categorized as “Data
not diagnosable”.

From the analysis above, it can be concluded that the CSCoh maps provide nearly consistent diagnosis results with [44],
showing its feasibility in extracting discriminative features of bearings. Those features can be regarded as good input repre-
sentations of CNN. In addition, for the “not diagnosable cases”, the fault characteristics are not presented directly, which may
increase the learning difficulty of CNN. However, from the prospect of pattern recognition, the CNN attempts to learn hier-
archical features to distinguish different classes ignoring the specific physical meaning. For example, although the samples of
BF7 and OF14 are regarded as “not diagnosable cases”, their CSCoh maps present different fault properties, which can be pos-
sibly learned by the CNN to be recognized as two different categories. On the other hand, CNN does not just exploit the char-
acteristic information like humans do, but additionally exploits the whole CSCoh maps, where abundant diagnosis
information such as carrier components and modulated components are contained. This information is helpful for CNN to

Table 2

Description of the rolling element bearing dataset.
Load (hp) Speeds (rpm) Fault Types Fault Diameters (mil) Number of Samples Class Label
1&2&3 1772 & 1750 & 1730 NC 0 20 & 20 & 20 1
1&2&3 1772 & 1750 & 1730 BF 7 20&20& 20 2
1&2&3 1772 & 1750 & 1730 BF 14 20&20& 20 3
1&2&3 1772 & 1750 & 1730 BF 21 20 & 20 & 20 4
1&2&3 1772 & 1750 & 1730 IF 7 20&20& 20 5
1&2&3 1772 & 1750 & 1730 IF 14 14 & 20 & 20 6
1&2&3 1772 & 1750 & 1730 IF 21 20&20& 20 7
1&2&3 1772 & 1750 & 1730 OF 7 20& 20 & 20 8
1&2&3 1772 & 1750 & 1730 OF 14 20& 20 & 20 9
1&2&3 1772 & 1750 & 1730 OF 21 20&20& 20 10
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Fig. 3. The 2D CSCoh maps of the different bearing health conditions.

provide comprehensive evaluation and discrimination. Thus, it is expected to obtain more automatic and intelligent diagno-
sis and fault classification of rolling element bearings by combining CSCoh maps with CNN.

4.3. Fault diagnosis under imbalanced dataset

4.3.1. Imbalanced dataset

In real industrial environments, the normal condition is the major pattern, and therefore, the samples of normal condition
are usually more than those of the fault types. This fact appears as a data imbalanced problem, where the correct diagnosis
and fault classification of a dataset is relatively more difficult due to the inconsistent data distribution of each health con-
dition. In this section, in order to better evaluate the performance of the proposed method, referred to [31], four different
datasets are constructed to simulate various imbalanced data distributions. In dataset A, all the samples from different
health conditions are split into equal pieces. 50% of the data are used for training and the rest for testing. Thus dataset A
can be considered as a balanced dataset. In dataset B, the BFs, the IFs and the OFs are randomly segmented into different
partitions, in which 30%, 20% and 10% of the samples are used for training, while the testing samples are still 50% to facilitate
the comparisons. Following the strategy of dataset B, Dataset C and D are then prepared by changing the rate order of BFs, IFs
and OFs. The details of each dataset are listed in Table 3.
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Table 3

Description of datasets with different sample imbalance ratios.
Health condition The percent of training samples The percent of testing samples

Dataset A Dataset B Dataset C Dataset D Dataset A/B/C/D

NC 50% 50% 50% 50% 50%/50%/50%/50%
BF7 50% 30% 20% 10% 50%/50%/50%(50%
BF14 50% 30% 20% 10% 50%/50%/50%/50%
BF21 50% 30% 20% 10% 50%/50%/50%/50%
IF7 50% 20% 30% 20% 50%/50%/50%/50%
IF14 50% 20% 30% 20% 50%/50%/50%(50%
IF21 50% 20% 30% 20% 50%/50%/50%/50%
OF7 50% 10% 10% 30% 50%/50%/50%/50%
OF14 50% 10% 10% 30% 50%/50%/50%(50%
OF21 50% 10% 10% 30% 50%/50%/50%/50%

4.3.2. Comparison between BN and GN with different group sizes

In this section, we firstly evaluate the performance of the proposed method on the four datasets. Two different normal-
ization techniques including BN and GN are adopted in the network to make a comparison. For GN, there is one parameter for
the group number, which should be taken into consideration. To investigate the effect on the classification performance, GN
with three different group numbers (group = 4, 8 and 16, respectively) are considered. Adam optimization algorithm is
employed to update the parameters due to its computational effectiveness. The max training epoch is set to 200 with a batch
size of 32. All computations throughout the whole experiments have been performed on a computer with Intel Xeon E5-
262v3 (2.4 GHz), 64 GB RAM, 4 TITAN X graphics cards and Google TensorFlow framework. The classification process is
repeated 10 times to reduce the influence of randomness introduced by network initialization. The identification accuracy,
which is defined as the number of correctly classified health conditions of bearings to the total number of health conditions
is introduced to assess the prediction performance of the proposed method. The average results including the accuracy and
the standard deviation are shown in Fig. 4.

It can be observed that GN with different group numbers works well in all datasets and outperforms BN. The average
accuracy of BN is 97.68%, while that of GN with a group number of 4 and 8 is 98.42% and 98.51%, respectively. The high
98.93% accuracy of GN is achieved with a group number of 16, indicating that the detailed subdivision of groups leads to
the best performance. In addition, the standard deviation of GN with a small group number of 4 is larger than what GN
obtained with larger group numbers, but is still lower than that of BN. It is demonstrated that GN is more robust and toler-

100.0
~ 90
97.5 AN
\\\ g
S 95.0 - \\\ - 80 §
Z 925 . <
5 - 70 %
S 90.0 4 )
g 001 mm BN g
5]
%‘p g7.5 4 ™ GN-group4 - 60 'é
54 B GN-group8 g
< 85.0 1 BN GN-groupl6 L 50 S
82.5 -@- BN-Cost ©
-@ GN-Cost L 40
Dataset A Dataset B Dataset C Dataset D Average
BN 99.19+0.26 98.53+1.31 98.40+1.39 94.6x1.90 97.68
GN-group4 99.19+0.30 99.33+0 99.13+0.40 96.03+1.54 98.42
GN-group8 99.26+0.20 99.33+0 99.33+0 96.13 +0.98 98.51
GN-groupl6 99.39+0.22 99.33+0 99.33+0 97.68+0.83 98.93

Fig. 4. Comparison results between BN and GN with different group sizes from 4 to 16.
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GN-batch32 99.394+0.20 99.33+0 99.3340 97.68+0.98 98.93

Fig. 5. Comparison results between BN and GN with different batch sizes from 8 to 32.

ated. However, one of the drawbacks is that the computational cost of GN is a bit longer than that of BN, which can be alle-
viated with the development of advanced computational devices. It should be noted that the results in both methods are
relatively poor with dataset D compared to those of the other datasets. It is possible that the feature patterns of BFs cannot
be extracted in the preprocessing procedure, as analyzed in Section 4.2. Thus reducing the number of training data with a
large rate leads to the loss of the more useful information, which makes it difficult to learn a good classification models.

4.3.3. Comparison between BN and GN with different batch sizes

In addition, the performance of BN and GN is further evaluated using different batch sizes. Three different batch sizes of 8,
16 and 32 are set, respectively, referring to small, medium and large batch size. The evaluation results are presented in Fig. 5.

It can be first seen that the accuracy of BN with a large batch size of 32 is competitive to that of GN in dataset A, B, and C.
On the other hand, there is only 94.60% accuracy in dataset D, which is worse than that obtained from GN. When the batch
size becomes smaller, the classification performance of BN deteriorates. On the contrary, GN obtains stable and accurate
results under different batch sizes. The average accuracy of GN with three different batch sizes is 98.93%, 98.82% and
98.93%, respectively, indicating that GN is less sensitive to the change of batch sizes. This is due to the fact that for BN, a
small batch leads to inaccurate estimation of the batch statistics, which deteriorates the classification performance during
the testing stage. In the imbalanced dataset B, C and D, a small batch size would further increase the uncertainty of the data
distribution in each training stage, thus leading to a large standard deviation and to a decline in accuracy. While, for the use
of GN, it gets rid of the constraints of batch size by dividing the channel into groups and normalizing the features within each
group. Therefore, GN allows to adopt different batch sizes for different datasets in a large range without affecting its accuracy
too much, which is more generally applicable in a real industrial environment.

4.3.4. Comparison with other CNN architectures

In order to further demonstrate the advantages of the proposed approach, five different CNN architectures are considered
for comparison. The CNN architectures have been respectively proposed by Guo [27], Islam [29], Yang [24], Tra [25] and Wen
[26], for bearing fault classification, respectively. For a fair comparison, all the five algorithms are trained with the CSCoh
map input, and the network parameters, such as the batch size and the number of the epochs, are kept consistent with
the proposed approach. The results, averaged by 10 trials, are shown in Fig. 6.
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Fig. 6. Comparison result with five different CNN architectures.

From the results, it can be seen that all the algorithms provide relative good classification accuracy and low standard
deviation in the Datasets A, B and C. This demonstrates that on one hand, the CSCoh maps provide useful discriminative fea-
ture input, contributing to a consistent good performance even under imbalanced datasets. On the other hand, the CNNs
have the ability to learn effective discriminative features, keeping relative robust to the small imbalanced dataset training.
In addition, in dataset D, there is less discriminative information (fault characteristics) provided from the CSCoh maps, as
mentioned above. The reduced training samples of the ball faults further lead to the increase of the uncertainty of data dis-
tribution. Therefore, the health conditions are relatively more difficult to diagnosis. In this dataset, all five compared algo-
rithms perform relative poor, while the proposed method still obtains relative high accuracy, attributing to the good
performance of the GN in reducing the divergence of data distribution.

4.4. Fault diagnosis under different operating conditions

4.4.1. Dataset description

In this section, the generalization performance of the proposed method is further verified under different operating loads.
The experimental scenario referred to Zhang [33] is considered, and the descriptions are given in detail in Table 4. In this
experiment, the dataset from one load is used for training and that from the other two loads are used for testing. Total
six group diagnosis experiments are conducted. For example D — E and D — F denote that dataset D is used for training,
and dataset E and dataset F are respectively considered for testing. Each dataset contains ten fault types under one load,
and the details have been presented previously in Table 1. More specifically, dataset D, E and F are linked to load 1, 2 and
3, respectively.

4.4.2. Comparison with time-frequency analysis methods

The time-frequency analysis such as the Short-Time Fourier Transform and the Wavelet Transform are usually considered
as effective tools for preprocessing nonstationary and transient signals. However, the characteristic frequencies may be
unobservable in the spectra when vibrations produced by other components mask the repetitive impacts in the signals.
On the other hand, the main advantage of CSCoh lies in its ability to reveal hidden periodicities of second-order cyclostation-
arity processes, like the signals of defective bearings that are masked under stronger background noise [37].
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Table 4

Description of datasets under different operating conditions.
Dataset type Training dataset under one load Testing data under another load
Description Labeled data Unlabeled data
1 Dataset D Dataset E Dataset F
2 Dataset E Dataset D Dataset F
3 Dataset F Dataset D Dataset E

In CWRU dataset, the raw vibration data inherently includes a level of background noise. However, in the real-world
industrial applications, machinery may operate on a harsh environment, the vibration signals collected from rotating
machinery may contain a higher level of noise. Therefore, it is meaningful to investigate the effect of Signal-to-Noise
(SNR) of signals on classification performance among different methods. In our experiments, white Gaussian noise with a
SNR of 4 dB and 0 dB are added on the raw signals to simulate the different noise levels in an industrial production environ-
ment. Then the signals with additive noise are further converted into 2D representations, which are fed into the proposed
CNN for training and testing. A comparison among STFT spectrograms, WT scalograms with Morlet wavelet [16] and the
CSCoh maps is carried out. All images are put into constructed CNN for training and testing. The accuracies and standard
deviations are shown in Fig. 7.

In regard to the three map inputs under different noise levels, it can be observed that 1) the diagnosis accuracy of all
methods decrease with the increase of noise levels. This appears due to the fact that a low SNR means that signals are con-
taminated in a significant manner. Thus, it is difficult to extract features reflecting the health conditions of rotating machin-
ery. 2) In the lower SNR (SNR = 0, 4), the classification accuracies of all methods are obviously lower than those with original
data. This is mostly because bearing signals collected from the test rig present different fault types and especially different
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Fig. 7. Comparison result with time-frequency analysis methods under different operating conditions.
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Fig. 8. Comparison of the proposed method with other state-of-the-art methods.

fault severities. In the small fault sizes, the characteristic frequencies are weak, which are easily submerged into noise mak-
ing it hard to discriminate. 3) In addition, it can be observed that a CNN with CSCoh representations presents high classifi-
cation results under different noise levels. Compared to the other two methods, the proposed method achieves better
classification performance in all six diagnosis cases including the original data and the two noise levels in terms of the aver-
age accuracies, which shows a robust and superior feature representation ability.

4.4.3. Comparison with other state-of-the-art methods

In this section, the results of the proposed method are further compared with published studies on the same dataset,
which are shown in Fig. 8. In those methods, the WDCNN and the improved WDCNN (AdaBN) have been proposed by Zhang
[32]. WDCNN adopts a wide convolutional kernel and BN for improving the classification. The domain adaptation capacity of
the WDCNN (AdaBN) is extended by embedding the adaptive BN in the test stage. They obtain an average accuracy of 90.0%
and 95.9%, respectively in the six group experiments. TICNN and the improved Ensemble TICNN have been proposed by
Zhang [33], which adopts a small batch size and kernel dropout to boost the classification. They obtain an average accuracy
of 95.5% and 96.1%, respectively. HCNN have been proposed by Wen [11], which employs a two-level hierarchical diagnosis
network for fault classification. It achieves an average accuracy of 96.1%. In addition, FFT-SVM and FFT-DNN [13] have spec-
tra as input, and are selected as the baseline for this comparison. The results are taken from [32].

It can be seen that the proposed method achieves an equivalent or an even better diagnosis accuracy compared to the
other state-of-the-art methods in the six group cases. Each diagnosis case obtains more than 98% testing accuracy, which
shows better stability and generalization performance than the other methods. In addition, the average accuracy is
99.02%, which also outperforms other diagnosis techniques. The results demonstrate that the proposed method is effective
in improving the diagnosis of bearing under different operating conditions.

4.4.4. Feature visualization analysis
In order to further verify the feature learning effectiveness of the proposed method under different operating conditions,
the t-distributed Stochastic Neighbor Embedding (t-SNE) technique [45] is considered for feature visualization by mapping



14 Z. Chen et al./ Mechanical Systems and Signal Processing 140 (2020) 106683

40

] Testset E: O 40 1 Test set D: O
Test set F: + Test set F: +

20 + b ‘

33
(=]
1

-

Component 2
(=}
1
ponent 2
(=]
1

th

(= ]

g
]
Com
th
(e

1
&

£ 1]
40 - 40

T T T 1 I T
-20 0 20 40 —20 0 20
Component 1 Component 1

(a) Feature visualization for test sets E and F (b) Feature visualization for test sets D and F

3 Test set D: O
’ Test set E: + O NC . NC
20 - O BF7 + BF7
~ [] BFl4 + BFl4
g 101 B - ) \ 4 BF21 BF21
5 o4 IF7 IF7
= ; IF14 IF14
-— . |~ |
S 0 - <] IF21 IF21
= il OF7 . OF7
204 49 0 OFl4 +  OFl4
O OF2l + OR21
_30 -
T T T T
-20 0 20 40

Component |
(c) Feature visualization for test sets D and E

Fig. 9. Feature visualization via t-SNE reduced from the learned representations using the proposed method.

the high-level output in the layer 14 from 256 into 2 dimensions. The results are shown in Fig. 9 (a)-(c). In Fig. 9 (a), the
model is trained on the dataset D, and the features from the test set E and test set F are extracted for visualization. The square
and the plus sign represent the testing samples from two different datasets. The ten different colors denote the ten different
classes. It is expected that samples sharing the same colors even from two different datasets can be clustered together, since
their cluster performance can directly reveal the domain adaptation capability under different operating conditions.

From the visual results, it is clear that the data points of different health conditions are well separated and that the same
fault types of dataset E and F, sharing the same colors are clustered together, which demonstrated that the two feature rep-
resentation distributions are consistent with each other. In addition, in data set F, small quantities of data points are over-
lapped between IF14 and BF21, denoting that the samples from the IF14 are misclassified as samples of BF21. This will lead
to a low diagnosis accuracy compared to that of test set E. This observation is consistent with the results obtained in Fig. 7. In
addition, Fig. 9 (b) and (c) also perform excellent, where the different categories can be separated clearly, and the same cat-
egories from different datasets are also well clustered together. Therefore, it can be concluded that the proposed method is
able to learn good discriminative features and present strong domain adaptation capability.

5. Conclusion

A new DL-based fault diagnosis framework, combining CSCoh and CNN, has been presented, in order to improve the fault
recognition performance of rolling element bearing. Firstly, CSCoh is considered, as a preprocessing step, to reveal the fault
nature of each fault type, thus different discriminative features are preliminary obtained. Then a CNN is constructed for fur-
ther feature learning and classification. In addition, GN is adopted in CNN to reduce the divergence of data distribution by
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implementing normalization for each independent group. Thus, a CNN with a strong domain adaptation capability is
obtained. The proposed method is applied and evaluated on the CWRU motor bearing dataset. Different cases including
imbalanced data and data collected under different operating conditions are used to evaluate the effectiveness of the
methodology. In addition, the effects of the group numbers and the batch sizes are also investigated. It has been demon-
strated that the proposed method not only achieves high classification performance, but also presents better generalization
performance compared to other state of the art fault diagnosis methods.

Fault diagnosis based DL model presents powerful capabilities in feature extraction and classification. However, its per-
formance is affected, as normally expected, by the scale and the quality of datasets. Domain knowledge combined with signal
processing techniques can be used to extract meaningful features, contributing to the success of applying DL model on
machine health monitoring.
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