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Abstract

This thesis aims to develop quasi-Monte Carlo methods for new applications,
specifically real world applications in practical settings. We propose new
numerical methods to solve multidimensional problems and analyse numerical
errors of the proposed methods. Particularly, we focus on lattice points which
is one important branch of quasi-Monte Carlo methods.

We consider two problems: the time-dependent Schréodinger equation and
integration over R?. For the time-dependent Schrédinger equation, our
contributions are the following. We provide a new algorithm which combines
the Fourier spectral collocation method on lattice points with higher-order
exponential operator splitting. We prove the regularity of the solution in terms
of Korobov spaces which is necessary for using lattice points. Then we provide
the total error bounds. With explicitly specified regularity conditions, the time
stepping error is proved to have higher-order convergence. We conduct numerical
experiments in various settings. Comparing with the sparse grid method [26],
our method is shown to be superior. Even in higher dimensions and with
higher-order schemes, our method shows stable and higher-order convergence
numerically. One of the essential tasks here is to compute the Fourier transform
and the inverse transform repeatedly in a higher-dimensional space for simulating
the time-stepping operator of the time-dependent Schrodinger equation in a
stable manner. Our proposed method solves this task efficiently.

The second problem we consider is numerical integration over R%. For quasi-
Monte Carlo methods, integration over the unit cube is well studied, whereas
integration over R? is still a challenging problem. We aim to obtain higher-order
convergence under general measures. We propose a new cubature method where
we first truncate the integration domain R¢ to a box and then apply the lattice
rule. For analysing the error of this method, we make use of the Bernoulli
polynomial method which was originally proposed for modifying a non-periodic
function into a periodic function. By carefully defining two kinds of reproducing
kernel Hilbert spaces, we can interpret the Bernoulli polynomial method as an
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orthogonal projection from a non-periodic space onto a periodic space. This
gives us an expression of the integration error in terms of a periodic part and a
non-periodic part of the integrand. By combining this with a decay condition
on the integrand, we obtain higher-order convergence of the integration error of
our method including the truncation error. Our error analysis is general enough
to include integrands which are finitely smooth under general measures.



Beknopte samenvatting

Het doel van deze thesis is het ontwikkelen van quasi-Monte Carlomethoden voor
nieuwe toepassingen, met name toepassingen in de echte wereld en in praktische
situaties. We stellen nieuwe numerieke methoden voor om meerdimensionale
problemen op te lossen en analyseren de numerieke fout in de voorgestelde
methoden. We concentreren ons in het bijzonder op roosterpunten, een
belangrijke tak binnen de quasi-Monte Carlomethoden.

We beschouwen twee problemen: de tijdsathankelijke Schrédingervergelijking
en integratie over R%. Voor de tijdsafhankelijke Schrédingervergelijking zijn
onze bijdragen de volgende. We stellen een nieuw algoritme voor dat de
Fourierspectrale collocatiemethode op de roosterpunten combineert met hogere-
orde exponentiéle operatorsplitsing. We bewijzen de regelmatigheid van de
oplossing in termen van Korobovruimtes, die nodig zijn voor het gebruik van
de roosterpunten. Vervolgens formuleren we een bovengrens op de totale
fout. Met gegeven regelmatigheidsvoorwaarden kan worden bewezen dat
de tijdstapfout hogere-orde convergentie vertoont. We voeren verschillende
numerieke experimenten uit die aantonen dat onze methode superieur is in
vergelijking met met de sparse grid-methode [26]. Zelfs in meer dimensies
en met hogere-orde schema’s vertoont onze methode stabiele en hogere-orde
convergentie. Eén van de essentiéle taken is het herhaaldelijk berekenen van
de Fouriertransformatie en zijn inverse in een meerdimensionale ruimte. Dit is
nodig voor het op een stabiele manier simuleren van de tijdstapoperator in de
tijdsafthankelijke Schrodingervergelijking. De methode die wordt voorgesteld in
deze thesis doet dit op een efficiénte manier.

Het tweede probleem dat we beschouwen is numerieke integratie over R<.
Voor quasi-Monte Carlomethoden is integratie over de eenheidskubus goed
bestudeerd, terwijl integratie over R? nog steeds een uitdagend probleem
is. Het doel is het bekomen van hogere-orde convergentie onder een
algemene maat. We stellen een nieuwe kubatuurmethode voor waarbij
we eerst het integratiedomein R? afbreken in een kubus en vervolgens een



vi BEKNOPTE SAMENVATTING

standaard roosterregel toepassen. Voor het analyseren van de fout van deze
methode gebruiken we de Bernoulliveeltermmethode, die oorspronkelijk werd
voorgesteld voor het wijzigen van een niet-periodieke functie in een periodieke
functie. Door het zorgvuldig definiéren van twee soorten Hilbertruimten met
voortbrengende kern (Engels: “reproducing kernel Hilbert space”), kunnen
we de Bernoulliveeltermmethode interpreteren als een orthogonale projectie
van een niet-periodieke ruimte op een periodieke ruimte. Dit levert ons een
uitdrukking op voor de integratiefout in termen van een periodiek stuk en een
niet-periodiek stuk van de integrand. Door deze interpretatie te combineren
met een voorwaarde op de afname van de integrand verkrijgen we de gezochte
hogere-orde convergentie van de integratiefout van onze methode, inclusief
de afbrekingsfout. Onze foutenanalyse is algemeen genoeg zodat deze ook
integranden met eindige zachtheid bevat, onder een algemene maat.



Notations

i imaginary unit

d number of dimensions

n number of points

J running index for dimensions
i running index for points

T running index for smoothness

u, v set of indices

u\t difference set of indices for wv C u

A(z,n) lattice point set with generating vector z and number of points n
H(K) reproducing kernel Hilbert space with kernel K

(-,")) inner product in reproducing kernel Hilbert space with kernel K
C set of complex numbers

N set of natural numbers

R set of real numbers

Z set of integers

y/mn set of non-negative integers

Loy set of integers modulo n

T torus (R/Z)

a=b (mod n) a and b are congruent modulo n



viii NOTATIONS

a mod n binary modulo operator modulo n of a
A(z,n) rank-1 lattice points with generating vector z and number of points n
A(z,n) anti-aliasing set corresponding to the rank-1 lattice points A(z,n)

. 2
Vv? Laplacian 2?21 on
i
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Chapter 1

Introduction

Quasi-Monte Carlo (QMC) methods are equal weight cubature rules on the
unit cube where the sum of the weights is 1. Sometimes QMC rules are also
mentioned as deterministic cubature rules in comparison with Monte Carlo
methods. Randomized QMC (RQMC) methods, such as randomly shifted lattice
rules and scrambled digital nets, are also one kind of QMC methods. Here the
randomization is carefully operated to preserve the original structure of the QMC
method. The essence of the QMC methods is this original structure; having
a small discrepancy or having a small worst case error in some reproducing
kernel Hilbert space. QMC methods are mainly used for numerical integration,
but, due to their special structure, lattice points are also used for function
approximation.

The aim of this thesis is to explore new usage of QMC methods, in particular
lattice point sets, and analyse the numerical error of the method. In the
following we explain the detailed contribution of each chapter.
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1.1 Lattice points combined with exponential oper-
ator splitting for the time-dependent Schrodinger
equation

In Chapters 3-5, we will consider the time-dependent Schrédinger equation of
the form

ou

ot
where A and B are differential operators, x € [0, 1)d is a spatial variable, ¢ is
time, g(x) is the initial condition and u(x) is the solution of the PDE. We will
always consider periodic boundary conditions. Our aim is to solve this problem
by combining pseudospectral Fourier methods on lattice points with exponential
operator splitting for time-dependent PDEs.

(mvt) = Au(mvt) + Bu(wat)v u(wa 0) = g(-’B),

When one wants to solve multidimensional problems using the pseudospectral
method, a natural choice for the spatial discretization is the tensor product of
the one-dimensional method. For instance, when the domain is a d-dimensional
box and the periodic boundary condition is imposed, regular grids (isotropic
equidistant points) are commonly used. Then the interpolating Fourier basis is
constructed on the grid and the PDE is solved in terms of the Fourier coefficients.
The problem of using regular grids, or using tensor product methods, is that
the computational cost is heavily cursed by the dimensionality. This curse of
dimensionality is coming from the construction of the numerical algorithms and
not necessarily from the problem itself. Therefore it may be possible to avoid
that curse of dimensionality by constructing another discretization scheme.

Instead of regular grids, lattice points are proposed to be used for multidi-
mensional problems; see, e.g., [17, 50, 53]. The success of using lattice points
is partially due to that flexible structure. For instance, compared with the
regular grid, one can choose the number of points more freely. Also with using
lattice points for function approximation, the corresponding set of the basis
functions is flexible to choose (see, e.g., [17, 53]). Using this flexibility, one can
customize the method according to the certain problem structure. However, one
needs to prove that the chosen method works better for that specific problem
than other ways of using the flexibility. In Chapters 3-5, we will consider
the time-dependent Scrédinger equation in high-dimensional settings. The big
challenge here is coming from the combination of discretization of both time
and high-dimensional spatial domain.

For the time-stepping scheme we employ the exponential operator splitting
which is known to work very well with pseudospectral methods; see, e.g., [8,
54, 89, 91]. The success of this combination is owning to the fact that the
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differential operators A and B can be applied separately by carefully choosing
the basis functions which give exact eigenvalues of the differential operators.

In Chapter 3, we first compare our method with the method based on sparse
grids proposed by Gradinaru [26]. The sparse grid method is using Strang
splitting for time stepping which is a second order splitting method. Hence we
consider Strang splitting combined with lattice points. Our contributions are
the following: (1) we prove that our method gives the second order convergence
in time stepping by specifying explicit conditions for the convergence results;
(2) we give an expression for the total error for the full discretization, not only
time stepping, but also including the spatial discretization of the dynamics; (3)
our numerical results show that our method gives second order convergence
consistently even for higher-dimensional cases. The advantage of our method
compared to the sparse grid method is partially coming from the unitarity of the
Fourier transform on lattice points, whereas the Fourier transform on the sparse
grid is not unitary. This unitarity of the Fourier transform is a critical issue for
the time-stepping error, because non-unitarity amplifies the accumulated error
at every time step.

In Chapter 4, we generalize the results of the second order convergence to higher-
order convergence. Error analysis for the time-dependent Schrédinger equation
using exponential splitting has been done in [89] by Thalhammer, where the
spatial discretization is not considered. Afterwards, a more generalized analysis
is done in [90] by the same author, including the spatial discretization where
the pseudospectral Fourier method on regular grids is considered. We use
higher-order exponential operator splitting combined with a pseudospectral
Fourier method on rank-1 lattice points. We prove local error bounds and show
numerical results which confirm the theory.

In Chapter 5, we consider the nonlinear Schrédinger equation. We apply
the same scheme, higher-order exponential operator splitting combined with
pseudospectral Fourier method on rank-1 lattice points. We first show several
numerical results. Then we also discuss the numerical error by following the
analysis of [90]. In the end, the same error bound holds if a conjecture on rank-1
lattice structure holds which we also observe numerically.

1.2 Lattice rules for integration over R?

In the QMC literature, integration over R? is a relatively new problem compared
with integration over the unit cube. Integration over R? often appears in finance
and statistics where probability distributions over R? are involved. There are
several results using QMC method for this problem [22, 47, 57, 58], but no
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result is known achieving higher-order convergence with lattice rules where the
integrand has only finite smoothness.

In Chapter 6, we consider this problem. Our aim is to obtain error bounds for
the new cubature algorithm using scaled lattice points. Our method is two-fold:
first we truncate the integration domain from R? to a finite box, then we apply
a lattice rule in the box. Inside the box we analyse the difference between two
reproducing kernel Hilbert spaces, Korobov spaces and unanchored Sobolev
spaces, which are commonly used in the QMC literature. By making use of the
orthogonal projection from an unanchored Sobolev space to a Korobov space,
we obtain cubature error bounds.

1.3 Notations

Throughout the thesis R denotes the set of real numbers, Z denotes the set of
integers, Z,, := {0,1,...,n — 1} is the set of integers modulo n, N:= {1,2,...}
the natural numbers and Q the rational numbers. By T we mean the torus
R/Z. We use I,, or just I to denote the n x n identity matrix. We distinguish
between the normal equivalence in congruence modulo n as a = b (mod n)
and the binary operation modulo n denoted by a mod n which returns the
corresponding value in Z, for mod n and in T for mod 1.

By H(K) we mean a reproducing kernel Hilbert space with the reproducing
kernel K. In that space, inner product is denoted by (f, g)x and the norm by

Ifllx =/ {fs i

When we write sums over multi-indices given a subset of dimensions u C
{1,...,d} like 30 ) A(T) with G some one-dimensional set, then this should
be read as Z-reNd,rjeg for j€u,m;=0 for jdu A(7) such that for u = () this sum has
a single term with all 7; = 0.



Chapter 2

Preliminaries

In this chapter, we give the background theory of the basic concepts used in the
following chapters where more particular problems are solved. We particularly
consider the function spaces on the d-dimensional unit cube [0, 1]¢.

2.1 Reproducing kernel Hilbert spaces

Throughout this thesis, we always work in a reproducing kernel Hilbert space
(RKHS).

Definition 2.1. A reproducing kernel Hilbert space H(K) is a Hilbert space
with a kernel function K : [0,1]¢ x [0,1]% — R which satisfies

i fO’I" any ﬁxed ye [07 1]d; K(w7y) € H(K)7

o for any fived y € [0,1]* and any f € H(K), f(y) = (f/, K(,y))x,
where (-, -) i s the inner product in H(K).

RKHSs possess many useful properties. To explain these, we need one
fundamental theorem.

Theorem 2.1 (Riesz representation theorem). For any continuous linear
functional & € H*, where we denote by H* the dual space of H consisting
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of all continuous linear functionals from H to R, there exists a unique u € H
which satisfies

EC) = (frw)n,
for all f € H, and for which
el = sup Ly,
ozfen |1 flla

The element uw € H is called the representer of & € H*.
Proof. We refer to [76, Theorem 4.12]. O

By using Theorem 2.1, the unique existence of a reproducing kernel can be
proved if and only if the function evaluation f(z) for any = € [0,1]? and
f € H(K) is a continuous linear functional (see [2]).

Another useful property which we will use in Chapter 6 is the following: for a
RKHS H(K) C H' where H’ is a Hilbert space, the function

g(y) = <f7K('7y)>’H’

is the orthogonal projection of f € H' onto H(K) meaning that

<f - gvK(vy»'H’ =0,

see [2, Section 2, (6)]. Conversely, if we have two complementary RKHSs H(K')
and H(K"), then the direct sum of those two spaces is also a RKHS with the
reproducing kernel K = K’ 4+ K”. For more interesting properties of RKHSs,
we refer to [2].

We give several examples of RKHSs which are often used in the QMC literature.
We first note that the term “Sobolev space” refers to spaces in which derivatives
appear in the inner product.

Unanchored Sobolev space

The unanchored Sobolev space is a Sobolev space in which certain variables are
integrated out. Here we define H (K 23}’ ) as the function space where the inner
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product is given by

Sob 1= () —to
(Fogrsor = 3 /[] (/[]f (x) dz )

7€{0,...,a}?
w={j:7;=a}
/ ¢N(x)dx_y | dow,
[O—lU71—m]
where
jim o oy
Oxlt - Oxt’
and [@w, br) := [ (@, bj], (@, b-w] == [];¢pas,b;], and likewise for @y,

and @ _y,. This space is used, e.g., in [4].

This unanchored Sobolev space is one kind of ANOVA (analysis of variance)
space in which functions are decomposable in the following manner:

flx)=fo+ Z fu(zw), (2.1)

0#AuC{1,2,....d}
where fj := f[o 1) f(z) dz and
Ful@u) = / f@)de—y =3 fol@s),
[0,1]d=ul bCu

and the norm is also decomposable in the same manner:

VTR DR FACHI#

0#uC{1,2,...,d}

Z Hf“(w“)Hi(if’ﬁ" (2.2)

uC{1,2,...,d}

\|f($)||§<§7;

We refer to [42, Example 4.3] for the proof of this norm decomposition. We
remark that the decomposition of the function (2.1) is always possible for
functions f € Ly([0,1]?). However, the decomposition of the norm (2.2) does
not always hold in general for a normed space H C Lo.
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As we will see in Chapter 6, functions f € H(KS?&’) can be alternatively
represented by

fy= > > uT HBT;ffj)

uC{l,...,d} Tlle{07"'5a}‘u| JEu

Ty, E(Jt Tj—Yj
/ f( us 7u)(y> H M d/y7
[0,1]4 idu al

where B,(z) is the 7th Bernoulli polynomial and B, (x) is the 1-periodic
extension of the 7th Bernoulli polynomial.

As stated before, this space is a RKHS, and the reproducing kernel is given by

d
Sob ob
= [T 52 (@j05)
i=1

75! 75! (2a)!

d a >
B:.(z;) By (y; oz — ys
_ ] [ 14 j : 5 () Br, () n (_1)a+1Bz (x; —yj)
=1 =1

Anchored Sobolev space

The anchored Sobolev space H(K25°P) is another kind of Sobolev space which

a,d,c

is not ANOVA space, meaning this space does not satisfy (2.2). The inner
product is given by

(Fomasn = D /0 s (17 @i w) (97 (@nicw)) dew,

T€{0,..
w={j:7; —O‘}
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where the fixed point ¢ € [0,1]¢ is called the anchor point. The reproducing
kernel is then given by KA5°P(z y) = H? L K450 (25, y5) where

a,d,c a,c;

Zo‘_l (myf'cy) (yJ*CJ + fmm (xj.95) (@;—)* " (y;—)* " dt

r=1 (@01 (a-nr_ 4
for z;,y; > cj
ASob Ci—x Ci )% 1 [e%
KO‘ C.(7) (mj’yj) = Zf 11 = 7!7) - y7 + fmm (z5,y5) ; ocj)l)' (t(o:J )1) dt’

for z;,y; <¢j

Zafl (zj—c;)" (yi—c;)”

=1 — -, otherwise.

For details and applications of this space, we refer to [92, Section 1] and [55
56).

Korobov space

The Korobov space is a RKHS of Fourier series, which is alternatively called a
periodic Sobolev space of dominating mized smoothness. For a function in the
Wiener algebra

AT =11 ) 1f (R < oo

heZd

where

f(h) = / f(x) exp(27ih - @) de,
[0,1]¢
we define the inner product of the Korobov space by

KKor = Z f ’I“a’d(h)]z,

hezZd

where [r,.q(h)])* = dezl |27 h;|?>* for Chapter 6. For this case, the reproducing
h:
kernel is given by ’

or a @ EQO&(mj_yj)
KX (z, )—jHl<1+(1) “W .

The details of this space and the relation to the unanchored Sobolev space will
be explained in Chapter 6. We remark that in Chapters 3-5, we are going
to use slightly modified Korobov spaces which we will denote by E,(T¢) with

[ra.a(h)]® = H;l:1 max(|h;]|?*, 1), for the sake of notational simplicity.
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Half-period cosine space

The half-period cosine space is a non-periodic space where all functions in this
space can be represented by half-period cosine series

=y (k) én()
kezd

where

(0,14

d
ont@)i= V2 [Leostryas), T = [ f(a) on(a)de

and ||k||o is the number of non-zero components of k. Similar to the Korobov
space, the inner product in this space is defined by

KCOS = Z f k Tad(k)]g,
kezd
Then the reproducing kernel is given by the following Mercer form:

K% =" ou(@) on(y) [ra.alk) >,

kezd

and if [rq q(k)]* = 1% |27 k;j|**, the reproducing kernel has the closed form

vj

d
KS%(xy) = Y k(@) on(y) H |27 k|2
sz

d
keZg

Z V2 cos(mk; x]) V2 cos(mk;y;)

1
+ (2mk;) (2mk;)e

I
.z&

<
Il
—

kj€Zy

cos(mk;(z; +y;)) + cos(mk;(z; —y;))

I
.z&

1+
j=1 k;€Z4 (27Tkj)
= H (1 + (_1)a+132a ( 4 9 yj) + (_1)a+132a < 4 9 yj)) .
j=1

(2.3)

This space was first introduced by [20]. Therein, it was shown that H (K fglb)
and ’H(KS;S) are the same, with the choice of r, 4 here.
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2.2 Lattice points for integration

In this section we introduce rank-1 lattice point sets which we will denote by
A(z,n). For a given z € Z¢ and n € N, the point set is defined as

A(z,n) := {pi = mod1:ie Zn}.
n

The vector z is called the generating vector. This vector determines the quality
of the method using these lattice points.

We want to approximate the following integral

1(f) = /[] f(@)da

by the finite sum

n

QUi M) =3 f(p),

i=1

If the integrand can be represented by absolutely convergent Fourier series

f@) = 3 F(h)exp@rih @), flh) = / (@) exp(—2rih - z) da,
hezd (0.1}
then the integration error can be written as

n

/[o " f(z)dx — % Z f(p;) = f(0) — % Z F(h) exp(2mih - zi/n)

h#0
h-z=0 (mod n)
Due to this error expression, it is possible to obtain a small integration error for
functions of which the Fourier coefficients decay fast in some sense. This decay
of coeflicients and the corresponding criterion for choosing a good generating
vector z have been considered in different manners. Korobov in [39] introduced
the following decay condition

d

1f(h)] < e [[ max(1, |h;)~*,

j=1
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where the parameter « determines the speed of decay. Therein, the
corresponding error criterion is chosen to be

d
PD&('zvn) = Z Hmax(17|hj|)7a
h-£0 =1

h-z=0 (mod n)

because the integration error can be bounded by

/[071]d f(m) da = % lzi; f(pZ) < CPa(zan)-

Hence finding good generating vectors to obtain small P, (z,n) is an important
task. Bounds on P,(z,n) and existence of such lattice rules were well studied
in literature, e.g., [23, 59-62].

One important property is that for a reproducing kernel Hilbert space H(K)
with reproducing kernel K (x,y), the worst case integration error (the operator
norm of the cubature error in the space) is represented by

Jor @) de — 230 f(py)
weet (HE), {pihia) = o#séifim‘ - P

Ka:y)da:dy—f K(x,p,)
/[01]d [0,1]¢ Z

1 n n
wZZ (Pi> i)
1=114=1

This is very useful for theoretical analysis and numerical experiments especially
when the reproducing kernel has a closed form.

Random shift

A random shift is one way of randomizing lattice points. Let A be a randomly
chosen point from the uniform distribution on [0, 1]¢. By adding this random
shift to all lattice points and taking modulo 1, we obtain the randomly shifted
lattice points:

Az, A, n) = {zz—l—Amodl:iEZ}.
n
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A randomly shifted lattice rule is one kind of RQMC methods, which gives us
an unbiased variance estimate of the error using ngj, independently chosen shifts
Ay, ..., A,,, . First we see that Q(f;A(z,A,n)) is an unbiased estimate of I(f);

21QU Az Av) /Ollanf {pi+ApdA

/0 ”anf {ahd

= [, fapaa =1 (24)

where {z} is the fractional part of . Then the unbiased variance estimate of
Q(f; A(z,A,n)) is given by

1 Nsh

MNsh 2
52 .= p— Z (Q(f A(z,A;,n)) iy n))) ,

i=1

where the unbiasedness

/[0 o QUsAE A ) I(f))QdA] 2

can be shown by using (2.4). Hence the unbiased estimate of the variance of
the error using ngy, shifts is

R ( LSS QU Az Avm)) (f)>2 -z

Nsh =1 Nsh

Here we remark, often it is confused that ¢ is the unbiased estimator of the
standard deviation o, but this is not true in general;

ESt-fren (5] # 0.

For more details of randomly shifted lattice rules, we refer to [34, 79].

Tent transformation

For non-periodic integrands, often lattice rules are used with the tent
transformation, alternatively called baker’s transformation (see also Figure 2.1)

tx)=1—12¢ -1, t(x)=(t(z1),...,t(xq))-
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08| e . . 0.8 0.8 ° . .
0.6P . . . 0.6 06 o %

.
0.4 . . . 4 04 0.4 g °

02F o ° . . 0.2 0.2 * .
. * .« ° . tz)=1-|2z -1 . .

02 04 06 08 1 02 04 06 08 1 02 04 06 08 1

Figure 2.1: An example of a rank-1 lattice (left), the tent transform (middle)
and the tent-transformed lattice (right), where n = 89 and 2" = (1, 55).

Function space H(K)

Changing function space

Transformation ¢

Transforming points

Point set P

Figure 2.2: Two ways of seeing the transformation

This use of tent transformation for lattice rules was first introduced in [31], where
first order convergence for H (K 15‘3}’) and second order convergence for H(KQS?}))
are achieved together with random shifts. In [20], ath order convergence for
H(K COS) is achieved with tent-transformed lattice rules but without random
shifts. Due to this result combined with the fact that H(KSOb) and H(KCOb)
are the same, first order convergence for H(K7P) with tent-transformed but
without random shifting is proved. After [20, 31], it was shown in [24] that
second order convergence for H (K} SOb) can be achieved without random shifting.

It is also beneficial to see it as change of an underlying function space (Figure 2.2).
For instance, when both the tent transformation and random shift are applied
to lattice points, one needs to apply the random shift first and then the tent
transform. This order cannot be reversed to obtain second order convergence
for H (K5 S"b) To understand this, seeing the tent transformation as changing of
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function spaces is useful. The tent transform makes the non-periodic function
space periodic in a certain sense. Therefore one needs to use randomly shifted
lattice rules, which requires periodicity to obtain second-order convergence, after
the function has been made periodic. In general, applying some transformation
and getting periodic functions from non-periodic ones is called a periodization
strategy (see [46] and the references therein). Even though it is pointed out
that the periodization strategy can be hugely cursed by dimensionality [7, 46],
it is still a strong tool for lower dimensional problems.

2.3 Lattice points for function approximation

Function approximation is a different problem from integration but closely
related. From the perspective of information based complexity, this is a problem
of approximating a linear bounded operator, whereas integration is a problem
of approximating a linear bounded functional [65, 66]. This difference makes
it difficult to obtain worst case error expression using the reproducing kernels
for function approximation, because the Riesz representation theorem is only
applicable for linear bounded functionals.

To formulate the problem of function approximation on lattice points, let us
consider a function f on a d-dimensional torus T¢ which we identify with [0, 1]%.
We wish to recover function f with limited number of function evaluations by
the following equal weight linear combination:

3\'*

Z fa(h) exp(27ih - @), fa

n
== f(p;) exp(—27ih - p),
heA i=1

where A is an index set comprising frequency vectors in Z?. The goal is to
minimize the approximation error

If = fall

with some norm ||-|| depending on the context, e.g., Lz, Ly, or some Sobolev-type
norm (see [9]).

In [9], it is shown that the lattice points can only achieve the half rate O(n=%/?)
convergence instead of the best possible rate O(n~%) for functions in H(K KOr).
Nevertheless, the flexible structure of lattice points is still attractive for actual
applications.
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Tent transformation

Tent-transformed lattices are also used for function approximation; see [43,
84]. Tent-transformed lattices are especially studied for approximating specific
non-periodic functions by half-period cosine series. Interestingly, those half-
period cosine functions can be mapped to Chebyshev functions, and therefore
tent-transformed lattices also can be used for function approximation with
Chebyshev series [43, 73].

Interpolation on lattices

Often, function approximation with rank-1 lattices uses oversampling, i.e.,
approximating a function f by

falx) := Z fa(h) exp(2mih - z)

heA(z,n)

where

fub):=2 3" j(p) exp(-2mih-p).

PEA(z,n)

and A(z,n) is some predetermined frequency set with n > |A(z,n)|. This
means the number of sampling points is taken larger than the number of basis
functions to approximate the function, and the interpolation condition,

fa(p):f(p)v fOI‘ allpEA(z,n),

is not satisfied in general. Depending on the aim of approximating a
function, this interpolation condition can be a desirable property. For instance,
pseudospectral methods need this condition. In Chapters 3-5, we will use
the pseudospectral method on lattices where we call the index set A(z,n) an
anti-aliasing set if the condition

(h—h')-z#£0 (modn),

is satisfied for all distinct vectors h, h’ € A(z,n). With the condition |A(z,n)| =
n, we essentially study interpolation on lattices.

From a group-theoretical view, the pair of a rank-1 lattice and the corresponding
anti-aliasing set is called the Pontryagin dual. This means that the Fourier
transform of each set is an isomorphism of the other, and therefore taking the
Fourier transform twice of each set gives an isomorphism of itself (see Figure 2.3
for examples of corresponding dual sets).
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Original space:  f(z),z € R?  f(z),zx €T f(x),z € A(z,n)
lContinuous FT lFourier expansion l 1D FFT

The dual: f(h),heR? f(h),heZ' f(h),hc Alz,n)
Figure 2.3: Fourier transforms and dual spaces on different abelian groups

There exist a few references on interpolation on lattices. In [50], a spectral
method on lattices is introduced in a general setting. The choice of a frequency
index set A is numerically studied in [53] to solve Poisson equations. One of the
earliest application is in computer graphics [17]. However, except for the listed
papers above, there are not that many references. Upon finalizing this thesis,
we learned that the use of lattice points for the time-dependent Schrédinger
equation was suggested in the section of conclusions and related work in [53].
We will show the effect of using interpolating lattices in Chapter 3, where the
results are much better than those obtained by a sparse grid based method in
[26].






Chapter 3

Strang splitting in
combination with rank-1 and
rank-r lattices for the
time-dependent Schrodinger
equation

In this chapter, we consider the time-dependent Schrédinger equation in a
multidimensional setting. We approximate the solution for the time dependent
Schrodinger equation (TDSE) in two steps. We first use a pseudospectral
collocation method that uses samples of the functions on rank-1 or rank-r
lattice points with unitary Fourier transforms. We then get a system of ordinary
differential equations in time, which we solve approximately by stepping in time
using the exponential operator splitting methods (Strang splitting or higher-
order splitting). For the Strang splitting case, we prove that the numerical
scheme proposed converges quadratically with respect to the time step size, given
that the potential functions are in a Korobov space with smoothness parameter
greater than 9/2. This result is then generalized to higher order splittings
for obtaining p-th order convergence given 2p + 1/2 Korobov smoothness.
Particularly, we prove that the required degree of smoothness is independent of
the dimension of the problem. We demonstrate our new method by comparing
with results using sparse grids from [26], with several numerical examples
showing large advantage for our new method and pushing the examples to

19
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higher dimensionality. The proposed method has two distinctive features from
a numerical perspective: (i) numerical results show the error convergence of
time discretization is consistent even for higher-dimensional problems; (ii) by
using the rank-1 lattice points, the solution can be efficiently computed (and
further time stepped) using only 1-dimensional Fast Fourier Transforms. The
contents of this chapter is part of the published paper [88].

3.1 Introduction

Approximating the solution of the many-particle Schrédinger equation is a
challenging problem, where the dimension of the problem increases linearly
with the number of particles in the system. Many attempts have been made to
break the curse of dimensionality with respect to this problem [25, 26, 33]. This
is also the focus of the present chapter and we propose a numerical method
which provides a partial solution to this. Often in the context of physics, the
time-dependent Schrodinger equation (TDSE) is referred to as the following
equation:

O W oo

1ha(w,t) =g Vep(x, t) + v(x) Yz, t),
where 7 is the reduced Planck constant and m is the mass. By scaling the time
by 1/y/m and setting v = h/+/m this is equivalent to the following form for
which ¢ (x,t) = u(z,t/v/m). We therefore consider the following equivalent
equation in this chapter (as was done in [25, 26, 33]):

. Ou 7 oo

iy E(:Lgt) = —?V u(x,t) + v(z) u(z, t), (3.1)
with positions £ € T¢ = T([0,1)4), time ¢t € [0,T], v = h/y/m > 0 a small
positive parameter, i the imaginary unit and V2 is the Laplace operator w.r.t. the
positions x, i.e., V2 = vai1 Zle 82/830?7]» where M is the number of particles
and D is the physical dimensionality. For notational simplicity we set d = M x D.
The function u(x,t) is the wave function which we seek to approximate, v(x)
the potential and g(x) the initial condition at time ¢ = 0; specific details about
these functions will be covered in the later sections. In addition, the boundary
conditions are assumed to be periodic. This periodic boundary makes the
problem equivalent to identify the domain of x as the d-dimensional torus
T = T([0,1)¢) ~ [0, 1)¢ with period 1. The TDSE in the above form appears in
quantum mechanics and molecular chemistry, and is general enough to include
the case of the quantum-mechanical harmonic oscillator, see, e.g., [5, 93]. We
note that this form of equations can be interpreted in several ways: one-particle
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in d-dimensional space; multiple d particles in one-dimensional space (e.g., [10]);
and the combination of those two (multiple particles in multi-dimensional space,
e.g., [38, 93]).

In [33], Jahnke and Lubich applied the Strang splitting method which is an
operator splitting method, to approximate the solution of the TDSE where a
collocation method using regular grids was first used to discretize the spatial
dimensions of the initial wave function and the Strang splitting method was
then applied to propagate the wave function in time. In [25, 26], sparse grids
were used instead of regular grids to overcome the curse of dimensionality but
with limited success. The numerical experiments on the TDSE were limited to
dimension 5.

We are interested in using rank-1 lattices for function approximation. Lattice
rules have traditionally been used for numerical integration of periodic functions,
see, e.g., [12, 68, 80]. Rank-1 lattice rules have been studied for the integration
of functions belonging to smooth permutation invariant function spaces in [70].
This research is also relevant to our work, since a system with identical particles
admits to the setting where (groups of) coordinates, i.e., per particle, are
permutation invariant. Additionally, lattice rules have been used for function
approximation in recent years, e.g., [44, 45, 72]. A spectral collocation method
using a rank-1 lattice was developed by [50] to approximate the solution of
partial differential equations in a periodic space. In addition to the periodic
setting, rank-1 lattices, after an appropriate transformation, were found suitable
for integration and approximation of non periodic functions from smooth half-
period cosine spaces (which includes the usual Sobolev space with bounded
mixed first derivatives), see respectively [20] and [16, 84].

The above research motivates the use of rank-1 lattices for solving the TDSE
where some symmetry is exhibited due to the physical nature, see [93]. We
derive a spectral collocation method based on rank-1 and more general rank-
r lattice rules. The general rank-r lattice points also include the (possibly
anisotropic) regular grids. The computation of the involved spectral coefficients
can be efficiently calculated using unitary Fast Fourier Transformations (FFTs)
owing to the special structure of lattice points. Further, we conduct the error
analysis of the numerical scheme. Our focus is on the error coming from the
time discretization. The main theoretical result is that the error of the time-
discretization converges with rate of O((At)?) where At is the discretization
step of the time ¢ € [0, 7). Our analysis shows that the convergence rate requires
some smoothness of the potential function v(x), but this smoothness does not
depend on the dimension d, where the results in [26], where the collocation was
done using sparse grids, need the smoothness to be higher when d increases. We
provide numerical results in various settings, showing that the convergence rate
against the time propagation is very stable and not affected by the dimension d.
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3.2 The method

In this section, we will describe the numerical method used for solving the
TDSE. First, we introduce the key concepts that are required throughout this
chapter: lattice point sets, the Fourier pseudospectral method on lattices, and
the Strang splitting.

3.2.1 Lattices

The main building blocks of the proposed method are integration lattices. They
are the intersection of a lattice A Z? with the unit cube [0,1)¢ where A € Q¥*",
1 < r < d, is a rational matrix and were originally proposed to approximate
periodic integrals on [0,1)%. For more detailed information we refer to [12, 52,
80].

For the main part of this chapter we make use of a rank-1 lattice

n

A(z,n) = {Zk rnodl:kEZ}7

which is completely defined by its integer generating vector z € Z% and the
modulus n. We take the components of z relatively prime to n, such that the
total number of points is n.

We derive theory for both rank-1 and rank-r lattices, enabling us to state all
results for regular (anisotropic) grids as well since they can be represented by
rank-r lattices. We therefore introduce the definition of a rank-r lattice, see
[80].

Definition 3.1 (Canonical form of rank-r lattice). A d-dimensional integration
lattice can be written in terms of a generator

A= |z1/n 2z3/na - z./n,. | € Q¥

which is specified by the generating vectors Z = (21, ..., z,) € Z%" and moduli
n = (ni,...,n.) € N, such that A = Z diag(n)~!, with the corresponding
lattice point set A(Z,n) given by

A(Z,n) = {Ak mod1: ke Z’"} c [0,1)°.

This form is the canonical form of a rank-r lattice provided the moduli satisfy
niy1 divides n; fori=1,...,7 — 1, the generating vectors z1,...,z, € Z% are
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linearly independent over the rational numbers and the components of each z;
are relatively prime to n;. Then r is the minimum number of generating vectors
needed to describe this lattice point set and its total number of unique points in
the unit cube [0,1)% is n = [/_, ni.

For further details we refer to [80, Theorem 3.2] and the related part there.
We interpret the collection of generating vectors Z = (z1,...,2,) € Z9" as a
matrix where the generating vectors constitute the columns of the matrix. The
associated rank-r “lattice rule” is the equal-weight cubature rule to approximate
an integral of a function f over the unit cube. For a rank-r lattice in its
canonical form we can iterate over all points by a multiindex k € Z,,, ®- - - ®Z,,
and therefore the cubature rule based on this lattice point set can be written as

1 mal 1 i Zlkl Zrk'r
QUsZin)i= =3 e D f(( S+ + 5 ) mod ).
k1=0 " k=0

r

In this chapter we will always assume that a rank-r lattice is given in canonical
form, i.e., Z and n satisfy the properties of Definition 3.1, and there is thus
a one-to-one correspondence between the lattice points and the multiindex
ke€Zn @ ®Zy,. We also introduce an associated anti-aliasing index set for
the rank-r lattice A(Z,n) which we will denote by A(Z,n). The anti-aliasing
set is not unique.

Definition 3.2 (Anti-aliasing set). An anti-aliasing set A(Z,n) € 74
associated with the rank-r lattice A(Z,n) in canonical form has the property
that for all distinct vectors h,h' € A(Z,n) it never holds that

0 (mod nq),
Z"(h—h)=0 (modn) = : :
0 (mod n,),

where the equivalence is to be interpreted component-wise and O is the r-
dimensional zero-vector.

The anti-aliasing condition states that every h € A(Z,n) can be associated
with a unique multiindex & € Z,,;, ® - - - ® Zy,., similarly as how we iterate over
the points of the rank-r lattice. Therefore the maximum size of A(Z,n) is
n = [[;_, n;. Furthermore, if |4(Z,n)| = n we can divide Z% into conjugacy
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classes with respect to A(Z,n) in the following three ways

7d _ o) (h+ A(Z,n))
heAt(Z,n)
_ b  {Rez':Z2"hW=Z"h (modn)} (3.2)
heA(Z,n)

W  {rezZ':Z"h=¢ (modn)},
§€Lp, O DLn,

where & means that all sets are disjunct.

This set in the rank-1 case, A(z,n), has been studied before, e.g., [13, 16, 50,
84]. It is sometimes also called a reconstructing rank-1 lattice, e.g., in [9, 36].
By using the concept of the dual of the lattice, defined by

A (Z,n):={hecZ':Z"h=0 (modn)}, (3.3)

where again the equivalence is to be interpreted component-wise with respect
to the n = (nq,...,n,), an anti-aliasing set can be equivalently defined as a set
for which for all distinct h,h' € A(Z,n) we have

h—h' ¢ A (Z,n).

In addition, we make extensive use of the character property of a rank-r lattice
which is given by

1 Z exp(2ri(h - p)) = {1 it h € AH(Z,n), (3.4)

n pEA(Z.m) 0 otherwise.

As an example of rank-1 lattice points and corresponding anti-aliasing set,
we exhibit the case for n = 55 and 2" = (1,34) in Figure 3.1. Typically,
pseudospectral Fourier methods use regular grids in the spatial domain, and
the unitary Fourier transform maps these points to integer points in a hyper-
rectangle in the frequency domain. Our method uses rank-r lattices instead of
regular grids in the spatial domain. Similar to the typical pseudospectral Fourier
methods, a unitary discrete Fourier transformation maps the lattice points to
anti-aliasing integer point sets in the frequency domain, see Theorem 3.2.

3.2.2 The Fourier pseudospectral method on lattice point sets

A pseudospectral method is a way to approximate solutions of partial differential
equations in terms of a finite number of basis functions. This was applied to
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Figure 3.1: An example of rank-1 lattice and the corresponding anti-aliasing
set with full cardinality, where n = 55 and 2" = (1, 34).

approximate the solution of the TDSE in [26, 33] by expanding all functions
into Fourier series. To apply the Fourier pseudospectral method, we require
some properties. The minimum requirement we need is that any considered
function is continuous and its Fourier series converges pointwise to the original

function
=Y fh

hezd

) exp(2rih - x), for all € TY,

where the Fourier coefficients of f are given by

F(h) = /[0 @) espl 2 @) da.

This condition is guaranteed if we assume that the Fourier coefficients of the
function f are absolutely summable

| fll acray = Z |F(h)| < .

heZd

The space of functions satisfying this condition is called the Wiener algebra
A(T9). For a detailed discussion, we refer to [27, Section 3.3].

To assure that the solution u(zx,t) € A(T?), we have the following lemma which
makes use of the Korobov space, a reproducing kernel Hilbert space of Fourier
series with a certain decay

Ea(T?) = { f € Lo(T%) : || fI2, za) = Il

> i)

heZd

(h) <00,
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where

d
r2(h) == [ [ max(|h;[**, 1). (3.5)
j=1

The parameter a > 1/2, the smoothness parameter, determines the rate of
decay of the Fourier coefficients. For a > 1/2 we have E,(T¢) C A(T%). This
space is also referred to as a kind of unanchored periodic Sobolev space with
dominating mixed-smoothness. In particular when o € N the norm can be
expressed in terms of derivatives. Furthermore, if we define

d

(ra(h)? = [T+ [2m by P) > rZ (),
j=1

then the associated norm defined as above is always larger than for r,, and
when a € N this norm then reads as

1 ey o= S TP o) = S D7 F1, e

heZ? 7€{0,a}d

In fact this could be used as an alternative norm throughout this chapter. For
a detailed discussion about Korobov spaces, see [64] and references therein.
To assure that the term VZu in (3.1) makes sense, we require o > 2. In
Section 3.2.3, this space plays an important role to prove the convergence of
our proposed method.

Lemma 3.1 (Regularity of solution and Fourier expansion). Given the
TDSE (3.1) with v, g € Eo(T?%) and o > 2, then the solution u(x,t) € E,(T?)
for all finite t > 0 and therefore

u(x,t) = Z u(h,t) exp(2nih - @), (3.6)
hezd
with R
iy (h,t) = 27°* ||h|)3 u(h,t) + f(h,1), (3.7)

~

for all h € Z¢, with W' (h,t) = (0/0t) U(h,t) and f(h,t) the Fourier coefficients
of f(x,t) == u(x,t)v(x).

Proof. To prove that u(x,t) € E,(T%), we first rewrite the TDSE (3.1),

0 Y
iu(x7t) —15

5 Viu(z,t) — ;v(m) u(x,t) = Au(x,t) + Bu(x,t),
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where Au(z,t) =13 VZu(z,t) and Bu(x,t) = f%v(m)u(m,t). We let (e?);>0
and (eP?);>o denote strongly continuous semigroups generated by A and B
respectively. We note that the solution of (3.1), then, can be written as

u(x,t) = eA+B)t g(x). Observe that e4 is unitary on the Korobov space
Eq(T%), i.e., for any ¢t > 0,

le®*g(@)II%, ay = D le2' M= G(h)|? 12 (R)

hezZd

S [GR)Pr2(R) = ll9(@) %z,

hezZd

Also we know that the Korobov space is an algebra (see [67, Appendix 2]) such
that for any f,g € E,(T%) also their product is in E,(T%),

1f 9l gocrey < CaallfllE. (1) 19 4 (T4

where the constant Cy , = 29%(1 4 2¢(2))%/2. Hence this result holds for any
t > 0and f(x) = v(x) and g = u(x,t). By using the Lie-Trotter product
formula for unbounded self-adjoint operators (see e.g., [77, Theorem 6.4]), we
obtain the following bound:

(A+B)t e AL Bt

[ (a0, 0 = [ Jim, (7)o,
th_{H <||e "||E (Td)— Eq (T4) He "HE (T4)—Eq (Td) ||“(9”"0)“Eu(ﬂfd)
< 1im (|l wwn) (@, 0)l1z, cro
< li ”B“EMWHE(X(W)%)n
< lim (e [u(, 0)|| i, (re)
< e%cd,anvnmd)tnu(w,0)||Ea(Td)7

where ||V xx = supgs,ex |V (u)llx/|lulx is the induced operator norm,

and the above bound is finite for finite time ¢. Thus we have u(x,t) € E,(T?)
for any finite ¢t > 0.
By expanding the left hand side of (3.1), we have

i’y% =iy Z u' (h,t) exp(2rwih - x).
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By also expanding the right hand side of (3.1), we obtain

iy Z (h,t) exp(27ih - x)
hezd

-y (2772’)/2 I1R|2 (R, t) + f(h,t)) exp(2rih - ).
hezd
This holds for all € T¢, therefore by comparing each of the coefficients, we

obtain ~
iy @' (h,t) = 27°4* [R5 G(h, t) + f(h,1), (3-8)

for all h € Z°.

We approximate the Fourier series (3.6) using a rank-r lattice A(Z,n) and a
corresponding well chosen anti-aliasing set A(Z,n). Let the approximation of
the solution be given by

U, t) == Y Ta(h,t) exp(2nih - z), (3.9)
heA(Z,mn)

with the approximated coefficients calculated by a rank-r lattice rule

_ 1 :
o (h,t) = — > u(p,t) exp(—2xih - p). (3.10)
peEA(Z,n)

We thus write uq(z,t) and @, (h,t) to denote the approximations to u(x,t) and
u(h,t) respectively. For notational simplification we fix the time ¢ and omit
this argument in the remainder of this section.

We define the unitary discrete Fourier transform (DFT) to map an r-dimensional
tensor x € C™ X" to a similarly shaped tensor X € C™* X" by the
transform

n11

1

Xeytr = > exp(—2miki&1 /ny) x
k]_o
n,—1
;o
> exp(—2mik, & /ny) Tk, .k, (3.11)

Vnrk—o

for £ € Z™ @ --- @ Z™ and with the obvious modification for » = 1. We define
the unitary one-dimensional Fourier matrix and its inverse by

n—1 n—1

F, :\}ﬁ<exp(2wik5/n> , Et :\}ﬁ<exp(2mk5/n> , (3.12)

k=0 £=0
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and the r-dimensional Fourier matrix of size n; X - - - X n,. as the tensor product
Fp = ®7_,F,,. We can then write X = F,, z for (3.11), and = = F,; ! X when
“vectorizing” the tensors in lexicographical ordering. The fast implementation of
transforming @ into X, as well as its inverse, in O(nlogn), where n = []._; n;,
is called the fast Fourier transform (FFT) and is well known (although the
direction and the normalization vary from implementation to implementation).

In the next theorem we show how to use r-dimensional FFTs to map from a
rank-r lattice (in space) to a corresponding anti-aliasing set of full cardinality (in
the frequency domain), and back. Note that a regular grid would be represented
as a lattice with r = d, and in this setting the usage of the d-dimensional FFT
is well known. The use of one-dimensional FFTs with a rank-1 lattice and a
corresponding anti-aliasing set is also known, see, e.g., [17, 50]. We extend
this for rank-r lattices by using the r-dimensional FFT. The following theorem
shows three essential properties which make use of the fact that [A(Z,n)| = n.

Theorem 3.2. Given a rank-r lattice point set A(Z,m) in canonical form and
a corresponding anti-aliasing set A(Z,m) with |A(Z,n)| = n, the following
properties hold.

(i) (Dual character property) Define the corresponding d-dimensional Dirichlet
kernel by

D gzn)(x) = Z exp(2nih - x).
heA(Z,n)

Then for any two lattice points p,p’ € A(Z,n)

1 1 .
~Dazm(P-P)=— > exp@rih-(p-p))=bpp,  (313)
he A(Z,n)

where 0p o is the Kronecker delta function that is 1 if p=p’ and 0 otherwise.

(ii) (Interpolation condition) If u, is the approzimation of a function u € A(T%)
by truncating its Fourier series expansion to the anti-aliasing set A(Z,n) and
by calculating the coefficients by the rank-r lattice rule, cfr. (3.9) and (3.10),
then for any p € A(Z,n)

uq(p) = u(p). (3.14)

(iii) (Mapping through FFT) Define the r-dimensional tensors
u:= (u(pg,, ., kr)))k:1:0,4..,n1—1,...,k:T:O,.4.,nr—17

Uq = (ua(p(klv--wkr)))kI:O,‘..,nlfL Ep=0,....np—1"

caey

~

Ua = (a‘l(h<51v~~~’5r>))§1:0,u.,n1—1,...,§r:0,,..,nr—1’
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with py, = (z1k1/n1+-- -+ 2.k, /n,) mod 1 € A(Z,n), and where hg € A(Z,n)
is such that € = (h-z; mod ny,...,h-z, modn,). Then u = u, (by (it)) is
the collection of function values u(p) on the lattice points p € A(Z,n) and U,
is the collection of Fourier coefficients Uq(h) (by using the lattice rule, cfr. (3.9)
and (3.10)) on the anti-aliasing indices h € A(Z,n). The r-dimensional
discrete Fourier transform and its inverse now map tensors u, € CM>"*"r ¢o
tensors U, € C"t* " *" and back.

Proof.

(7) The proof is based on [11, Theorem 7.3]. Remember that n = [],_, n;. Now
associate an arbitrary but fixed ordering such that we can enumerate the lattice
points by p(*®) for k = 0,...,n — 1. Likewise, associate an arbitrary but fixed
ordering such that we can enumerate the Fourier indices in the anti-aliasing set
by h for y =0,...,n — 1. Then

n—1
1 ,
— E exp(2mih ™) . p()) exp(—27inX) . p()) = Sy x's (3.15)
n

~k=0

for all x,x’ =0,...,n — 1, because of the character property (3.4) and since
R0 — &) ¢ AL (Z,n) for x # X’ because of the anti-aliasing condition. We
rewrite (3.15) as

PMP*=1,,

where M = diag(1/n,...,1/n) and

P= (exp(Qwih(X) -p("‘)))

x=0,...,n—1
k=0,....n—1
exp(2rih @ - p®@) ... exp(2mih©) . p(n—D)
eXp(QWih(”’l) pOy ... exp(th(n—l) - p(n=D)

with P* the Hermitian conjugate of P. We note that once (3.15) holds, then
the matrix P is non-singular. Therefore we obtain

P*P=M",

which can be written as
n—1
Z exp(—27ih™ . p()) exp(2mih) - p)) = 4, 1)

n
x=0
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for all k,x" =0,...,n — 1, which is equivalent to (3.13).
(i¢) From (3.9) and (3.10) it follows

ua(p) = Y Ga(h) exp(2mih - p)
heA(Z,mn)

1
= Z - Z u(p’) exp(—2rih - p') | exp(2rih - p)
he A(Z,n) " P EN(Z M)

= Z u(p’) % Z exp(—2wih - p') exp(27ih - p)

p'€AN(Z,n) heA(Z,n)
= Z u(p’) Op,pr
p'€AN(Z,n)
= u(p),

where the dual character property (3.13) is used for the second to last equality.

(éii) Consider approximating the Fourier coefficient @(h) by the rank-r lattice
rule,

R 1 ny—1 n,—1 '
Uq(h) = - Z — Z (Ak mod 1) exp(—2xih " Ak).
k1=0 " k=0

Now define the r-dimensional function v(ki/ni,...,k./n,) = uw(Ak mod 1),
then we can identify the above equation with

R 1 ni—1 1 n,—1 r .
Ug(h) = — Z cee— Z v(ki/ni, ... ke /ny) H exp(—2wi(h - z;) kj/n;)
My ™Mo =1
=v(h -z modny,...,h-z. modn,),
where (&1, ..., &) are the discrete Fourier coefficients of v. Now because of the

anti-aliasing condition we can identify each h € A(Z,n) uniquely with an index
E€ly, ® - ®Zy,, through (h-z; modny,...,h-z. modn,) = (&,...,&).
Therefore the transformation is an r-dimensional nq x --- x n, discrete Fourier
transform. O

Finally we show the relation between the approximated coefficients %, (h) and
the coefficients u(h). The approximated coefficients would be exact in case the
function w is solely supported on the anti-aliasing set A(Z,n), but in general
this is not the case and we will have aliasing errors.
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Lemma 3.3 (Aliasing). The approzimated Fourier coefficients (3.10) through
the lattice rule A(Z,n) alias the true Fourier coefficients in the following way

Uo(h)= > ath+h)=ah)+ Y a(h+h).

h'eAL(Z,n) 0#£h'€eAL(Z,n)
Proof. This follows from a straightforward calculation:
1

a(h) =~ u(p) exp(~2rih - p)
PEA(Z,n)

1
= > > (k) exp(2mih’ - p) exp(—2rih - p)
K PEA(Z,n) h'/€Zd

_ ~on 1 N
= Y a(h) - > exp(2mi(h' — h) - p)
R’z pEA(Z,n)
= > h+h),
R'eAt(Z,n)
where the character property (3.4) is used in the last equality. O

This last lemma shows that for the approximation u, to be meaningful the
Fourier coefficients necessarily have to decay at a certain rate such that the
error in the approximation @, (h) can be bounded. This decay is not enforced
by asking u € A(T9), but it is enforced by asking u to be in the Korobov space
E,(T%).

3.2.3 Strang splitting

We will use Strang splitting to do time stepping on our discretized function.
The idea of Strang splitting [83] is to break up the solution operator for an
ODE which consists of a sum of two differential operators into applying them
each separately in a way to be specified below and thereby achieving second
order convergence with respect to the time step. Strang splitting can be applied
to initial value problems of the form

y'(t)=(A+B)y(t),  y(0)=wo,

where A and B are differential operators.
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We first explain a splitting method which attains first order convergence in the
time step and then show the Strang operator splitting which gives second order
convergence in the time step. If A and B are constant coefficient matrices, as is
the case in our application, then the solution is given by

y(t) = AT B Ly,

where e(4*5) is the matrix exponential. If A and B commute, i.e., AB = BA,
then y(t) = eAteBtyy. This follows from the Baker-Campbell-Hausdorff
formula from Lie group analysis
t2 t3
IOg(eAteBt) = (A + B)t + [AvB} 5 + ([A7 [AaB]] + [Ba [BvA”) ﬁ Ty

where the commutator of two operators A and B is defined by [A, B] := AB—BA,
which reduces to eAt Bt = e(A+B)t if [A, B] = 0, where 0 should be interpreted
as the zero matrix. If [A, B] is nonzero then, given an initial solution y(t), we
can write

y(t+ At) = AP Ay ¢)

(an?

= exp <log(eA Btef 8 — (4, B] - 0((At)3)> y(0),

which for a discrete time stepping scheme y; =~ y(t) can be used to show a global
error of first order in At for bounded (fixed) commutator (see e.g., [33]).

For Strang operator splitting we first write A + B = %B + A+ %B. We now
want to approximate e(ATB) ¢ by e3BteAte3 Bt in effect taking twice half a time
step for B and sandwiching a full time step for A in the middle. The Strang

splitting method for a time discretization At then operates as follows
Y1 = e ALAA BB AL, (3.16)

where yi, = y(kAt) and yo = y(0) is the initial value. Note that if A and B
would commute, the scheme is exact. We have the following local error bound
(per time step) from [33, Theorem 2.1].

Theorem 3.4 (Strang splitting local error bounds). Let X be a Banach space
equipped with the norm ||-||, A the generator of the strongly continuous semigroup
et on the Banach space X, and B be a bounded linear operator on X with
induced operator norm || B|| := supg_ e x [|Byll/||yll < oo. Let w be an arbitrary
constant. Then the following hold:

(i) If there exist constants « > 0 and ¢ satisfying

A, Byl < e l(A+w D)%yl forally € X,
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then the local error of the Strang splitting method is bounded as follows

where Cy depends only on ¢ and || B|.

e%BTeATe%BTy—e(A+B)Ty“ <O (A+wD)y| forally € X,

(ii) Under the condition above and additionally if there exist constants § > 1 > «,
and co satisfying

1A, [A, Bllyll < c2 [(A+wI)Pyl|  forally € X,

then the local error of the Strang splitting method is bounded as follows

where Cy depends only on c1, co and || B||.

3BT AT ABT, _e<A+B>TyH <Oy |(A+wD)Py|  forallye X

Proof. See [33, Theorem 2.1]. O

Now assume 4; are the approximate Fourier coefficients of u(x,t) at time t.
The previous theorem shows that we need a bound on ||(A + w I)® u.||2 and
that || B||2 should be bounded to get first order convergence for the global error
of the time stepping scheme using the Strang splitting method. It also shows
that if we have a bound on ||(A +wI)? W;||2 we obtain second order convergence
for the global error of the time stepping scheme.

In Lemma 3.6 we will first derive the key ingredient for our main result when
the discretization in space is done by a rank-1 lattice A(z,n) with corresponding
finite Fourier series on an associated anti-aliasing set A(z,n). In Lemma 3.7
we will extend the result to general rank-r lattices A(Z,n) which include any
regular (possibly anisotropic) grid.

3.2.4 Strang splitting and rank-1 lattices

Denote by u; := (ﬁa(h(o), t), ...,ﬁa(h(nfl),t)) the approximated solution at
time ¢ using a fixed anti-aliasing set A(z,n) = {he : £ =10,...,n—1} of full size
n, where he € A(z,n) is such that he - z = ¢ (mod n). Demanding that (3.7)
holds for all h € A(z,n), we have the following relation

1 ~ ~
iy = 572Dnut + Wy, (3.17)
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with the initial condition G = g, := (Ga(R?), ..., Gu(R"™1)),
Dn = dlag ((4772||h£|‘g)£:0,..‘,n—l) ) (318)

and the linear operator W,, := FnVnFn’1 with

Vi = diag ((0(P4))z,.n1 ) - (3.19)

where F), is the unitary Fourier matrix. We mention that it is cheap to compute
matrix exponentials of D,, and W, exactly. For the derivation of W,,, we have
the following Lemma.

Lemma 3.5 (Multiplication operator on rank-1 lattices). Given a rank-1 lattice
point set A(z,n) and corresponding anti-aliasing set A(z,n) of full size, a
potential function v € Eo(T?) with o > 2 and a function u, € Eg(T?) with
B > 2 with Fourier coefficients only supported on A(z,n). Then the action in
the Fourier domain restricted to A(z,n) of multiplying with v, that is fo(x) =
v(x) ug(x), on the nodes of the rank-1 lattice, and with f, having Fourier
coefficients restricted to the set A(z,n), can be described by a circulant matriz
W,, € C™*"™ with W, = F,, V,, F; 1, with V,, given by (3.19) and F,, the unitary
Fourier matriz (3.12), where the element at position (§,¢') of W, is given by

We &1 = W(e—¢/) mod n = > B(h). (3.20)
hez?
h-z=¢—¢' (modn)

Proof. In the following, F}, is the unitary discrete Fourier transformation matrix.

We denote the coefficients of the product v(x)uq(x) by f(h). For each h €
A(z,n) we have

f(h) = /[0,1]d ug(x)v(x) exp(—27ih - ) de

/ ( Z U, (h) exp(2ﬂ'ih’~m)>
0,1 \ e A(2,n)

X < Z o(h") exp(27ih” - w)) exp(—2rih - ) dz

h'' €74

= > O(h—h)ta(h).

h'c A(z,n)
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By Lemma 3.3 The coeflicients calculated on the rank-1 lattice points have the
form
Ga(h—h)= > G(h—h'+2).
LeAL(z,n)

~

Therefore we have the following approximation for f(h):

R)= Y Y Gh-h +0u ).

h'c A(z,n) LeA+(z,n)

We have hence proved the claims of the lemma. O

The exact solution of the ordinary differential equation (3.17) is

~ AW, i ~
Uy =e 7 Wni=a Pty

Applying the Strange splitting method (3.16) then gives us

~k4+1 i _ iy . ~k
ua+ = e 37 Wl o= 3 Dnit o ZVW"Atua for k=0,1,...,m—1, (3.21)

where : )
e 2WnA — [ diag ((e75”(p’“)At)k=o,...,n—1> it

We then approximate the solution of the differential system at time ¢ = kAt by
stepping with a time step of At iteratively.

To bound the error of the Strang splitting we need to bound the effect of the
commutators as specified in Theorem 3.4, for this we will make use of the
Korobov space. Now we are ready to state our key theoretical result, namely
that the Strang splitting has bounded error of the time evolution when the
discretization in space is done by a rank-1 lattice rule and the truncation of the
Fourier series is done on an associated anti-aliasing set. First we show that the
commutators of the operators D = %Dn and W = 1W,, are bounded in the
sense of Theorem 3.4 with A =D, B=W and w = 1.

Lemma 3.6 (Rank-1 lattice commutator bounds). Given a rank-1 lattice with
generating vector z € Z¢ and modulus n and a TDSE with a potential function
v € Eo(T?) with a > 2 and an initial condition g € Eg(T?) with B > 2. Let
D =1D, and W = %Wn with D, and W,, = F,V,F.1 as defined in (3.18)
and (3.20), and with V,, as defined in (3.19) using the potential function v.

If the anti-aliasing set A(z,n) = {he € Z% : hg - z = £ (mod n) for & =

0,...,n— 1}, with full cardinality, is chosen such that it has minimal {5 norm,
i.e.,

hells = i |2, 3.22
Ihellz =, _min 1] (3.22)
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with
A(z,n, &) ={h€Z' :h-z=¢ (modn)},

then the following hold:
(i) If v € E,(T?) with parameter a > 5/2, then for all y € R™ we have

1D, Wyll2 < cu[[(D+ 1) yllo,

where ¢1 1s a constant independent of n and y.

(ii) If v € Eo(T?) with a > 9/2, then for all y € R™ we have
1D, [D,Wilyllz < e2 [[(D + 1) yl|2,

where co 18 a constant, independent of n and y.

Proof. We first prove the first order result (¢) and then prove the second order
result (77). We note that the regularity of the solution u € Eo(T¢) is guaranteed
by Lemma 3.1 due to the regularities of the potential v and initial condition g.

(4) Since (D + I) is non-singular, we show
IID.WI(D+ 1) ylla < crllyll2 forall y € R™.

Hence we need to bound the induced matrix p-norm [[A[l, := supgycgrn
|lAyllp/|lyll, for p = 2 for the matrix A = [D,W](D + I)~! € R™™" by an
absolute constant. We have

[D.W)=DW = WD = (22 (gl ~ I ) weer) .

where the subscript of w should be interpreted modulo n, see (3.20). For ease
of notation we now multiply by v and consider the matrix M defined by

hel|3 — ||her||3
M:’Y(DW—WD>(D+I)_1:<|| 5”2 2” 5”2'(1)5_5/) ,
[he |3+ c £,6=0,....,n—1
where ¢ = 1/(2n%y) > 0. Note that ||[D, W] (D+I)""[|l2 = |[M||o. By Holder’s
inequality, we have ||[M||2 < /|| M||1]| M ||, therefore we will bound | M||; =
Maxer—o,... n—1 22;01 [ Mg /| and ||M||oc = max¢—o,... n—1 22,710 | Mg ¢r|. Clearly

the diagonal elements of M are zero and we can exclude those cases in the
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following. For ||M||; we obtain

— |lhe |13
HM||1—max —w_/
Z |h5'||§ +e
75
n—1
[[Fee]I3 ]
< max 1+ ——= ) |we_g/]|| -
2 O+ gt e
323
Note that
n—1
max Y |we_g| = Z jwil < Y [0(R)| = o]l acra) < oo,
§'€ln,
£=0 hezd

323

since we assume v € A(T), see Lemma 3.1. We still need to bound

max"i IRels 5/|fmax”zl Ihells  llhegl3 |,
- - - )
gez, £ max([hell3, o) gez. 2 max(he (3, o) [he—e I3
323 e#£¢

(3.23)

where also hg ¢/ has to be read as h(¢_¢/) mod n- Note that he ¢ = ho =0 is
excluded from the sum. Since the anti-aliasing set is such that h¢ has minimal
{3 norm by (4.5) we can bound [lh¢|ls < [|hgl|2 for any hy € A(z,n,§) with
the property h; - z = ¢ (mod n). In particular for hy = he_¢ + he since
(he—gr + her) - z =€ (mod n) for any choice of ¢ =0,...,n — 1. Therefore

lhell3 < [Ihell3 = llhe—gr + herll3 < [lhe—grll3 + 2 [he—¢ |12 [Pe'll2 + [ he 3,

and thus (remembering we have he_¢ # 0)

|hell < lhe—er|l3 + 2 [lhe—e|l2 [|Pell2 + [lhe |13
max(||he (|3, ¢) lhe—e I3 — max([\he |3, ¢) [[he—¢ |3

< max(1/c, 4).
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Let ¢’ := max(1/c, 4). We continue from (3.23) to obtain
n—1
lhells — [[Pe—el3
max |we_g|
P 2 (e 8 o e}
323

n—1
< max Y |he el >, dh
£=0

§'ELy,
heA(z,n,E—¢")
e#e!

n—1
=¢ pax > llhe—ell3 > dh)
" e=0 heA(z,n,£—¢")
1353

n—1
<cmax > 3 [RIE[(R)
" £=0 heA(z,n,E—¢')
334
<c h||2|5(R)|.
< max 3 [hl3[o(h)
heZd

The last inequality follows from (3.2) and is independent from &’ such that
we can drop the maximum. For the function v € E,(T¢) with o > 5/2 the
following holds by applying the Cauchy—Schwarz inequality and multiplying
and dividing by r,, as defined in (3.5),

1/2 1/2
4
N HEC I D IEAGIEOILS Z%&
hezd hezd hezd @
Nz 1/2
(Ve [ oc)*
<|v d -~ - =7

1/2

d2
< vl g, (rey Z 2 _(h)

r
hezd 2

1/2
< ol g ey (@2 (1 +2¢ (20 — 4))%) % < .
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Therefore we have bounded ||M||; independent of n. For ||M || we can proceed
in a similar way to obtain

n—1
_ [hell3 — llhell?
HMHOO—?%%):Z heBre e
£'=0 &2

&€
/ 2 dy1/2
< [ollacray + ¢ Il gy cray (@ (1 +2¢(2a —4))%) 7.
Therefore, for any y € R™ it holds that
[(DW = WD)yl < cr[[(D+ 1) yll2,

where ¢ is a constant independent of y and n.

(é¢) Similar argument holds for second order convergence. Then

. (IIhell3 — llhe [13)?
0. D w 0+ 02 = ( weg ,
272y ([he I3+ 02 %) oo nn

with the same constant ¢ = 1/(2727). For & # ¢ we can multiply and divide by
|he—e||3 and then

(lhells — Ihe l13)*  _ (lhe—e +hell3 + [[hell3)®
(Ihe 13+ )?lhe-ellz = (Ihell3 + )l he—e |3

has an upper bound of max(25,1/c?). Therefore, the ¢; and £, induced norms
of this matrix can be bounded if the potential function v(x) is in Korobov space
E,(T%) with the smoothness parameter o > 9/2:

n—1
max Y |lhe-g |z lwe—e| < D ]z [0(h)]
£=0

S/EZ’”, heZd
§#E
4 an1/2
< ol g, cray (@' (1 + 2¢(2a - 8))7) .
We have hence proved the claims of the lemma. O

In Algorithm 1, our procedure of the time-stepping on rank-1 lattice points is

shown. Each time-step is done with complexity O(nlogn). Matrices e 27 Vnl

iy . . .
and e~ 2 P»At are diagonal, hence there is no need to store n-by-n matrices.
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Algorithm 1 Strang splitting on rank-1 lattice points

Input:

At,m, g > mAt = T is the final time, ¢ is the initial condition
A(z,n) = {hg, ..., h,_1} C 24" > Anti-aliasing set of full cardinality
A(z,n) = {pg, ..., D1} C T > Rank-1 lattice points
V, = diag ((U(pk’))kzo,.,,,nfl) > The potential matrix on lattice points
D,, = diag ((47%||h¢l|3)¢=o,....n—1) > The Laplacian matrix

Uy = Go = (Ga(ho), -, Ga(hu1)) = Ful9(py), - -, 9(Pr_1))/ V0

for k=1,2,....,m do
~k . 1 iy — —1 ~k—1
U= Fe VA prlem 3 Dnll o7 a5y VAl po1 gk
end for

Output: @'

3.2.5 Strang splitting and rank-r lattices

In this section, we generalize the results of the previous section for rank-r lattices.
Consider a rank-r lattice A(Z,n) in canonical form, and the corresponding
anti-aliasing set A(Z,n) with full cardinality n = []_, n;. We enumerate
the anti-aliasing set in “lexicographical ordering” by identifying RO = h¢ for
x=0,...,n—1and £ = hg - z mod n for all hg € A(Z,n) such that

T T

X=§1n2"'nr+§2ﬂ3'“nr+---+€rZZ & H n; |,

i=1 j=i+1

for all £ € Z,,, ® --- ® Zy,,. Likewise, we enumerate the lattice points by
identifying p(*) = py for Kk =0,...,n — 1 such that

I T
HZH1n2"'nr+f€2n3"'nr+"'+f€r:E Ki H WA K
i=1 j=it+1

forall k € Z,,, ® -+ ®Z,,.. Then the ordinary differential equation (3.17) holds
with, o = g, = (Ga(h™), ... Ga(R""71)),

D,, := diag ((47r2||h<><>||§)X:0Mn,l) : (3.24)

and

Wi i= F, Vo F L, (3.25)
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with
Vp = diag <(v(p(”)))ﬁ_0 nl) , (3.26)

where F), is the r-dimensional discrete Fourier transform. With these notations
we have the following generalization of Lemma 3.6.

Lemma 3.7 (Rank-r commutator bounds). Given a rank-r lattice A(Z,n) in
canonical form with the number of points n = [[;_, n;, and a TDSE with a
potential function v € Eo(T?) with a > 2 and an initial condition g € Eg(T)
with > 2. Let D = 1Dy, and W = %Wn with Dy, and Wy, = Fp Vi F?
defined in (3.24) and (3.25), and with Vi, as defined in (3.26) using the potential
function v.

If the anti-aliasing set A(Z,n) = {heg € Z¢ : Z"he = & (mod n) for & €
Ly @ -+ ® Ly, }, with full cardinality, is chosen such that each he with € €
Ly @ -+ ® L, has minimal {3 norm, i.c.,

helly = s,
[hell2 = weln g)|| 2

with
A(Z,n, &) :={he Z':Z"h=¢ (mod n)},

then the following hold.
(i) If v € Eo(T?) with parameter o > 5/2 then, for all y € R™ we have

1D, Wlyll2 < eill(D+ 1) yll2,

where ¢1 1s a constant independent of n and y.

(ii) If v € Eo(T?) with parameter a > 9/2 then, for all y € R™ we have
I[D, (D, W yll2 < e2l (D + 1)*yllo,

where ¢y 1s a constant independent of n and y.

Proof. Due to the lexicographical ordering on matrices D,,, W,, and V,,, we
operate in the same way as in Lemma 3.6. O

We note that Algorithm 1 works in the same manner by replacing the inputs to
the rank-r setting and using r-dimensional FFTs. In Algorithm 2, our procedure
of the time-stepping on rank-r lattice points is shown.
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Algorithm 2 Strang splitting on rank-r lattice points

Input

At,m, g > mAt = T is the final time, ¢ is the initial condition
A(Z,n)={h? . h"Y} czi*n 1 Anti-aliasing set of full cardinality
AZ,n) = {p®, .. p~V} c Tdxn > Rank-r lattice points

V,, = diag (( (™)), _ o 1) > The potential matrix on lattice points

Dy = dlag ( (47| R)2) 0. 1) > The Laplacian matrix

= Gah D), G (R ]) = Fa(a @), op-D))

for k=1,2,...,m do
~k S 1 iy R —1 ~k—1
UL = Fpe 27 /nA fole= 3 Dnlt [ o725 Vbt pol gk

end for

Output: @'

3.2.6 Total time discretization error bound
Combining Theorem 3.4 with Lemmas 3.6 and 3.7 we obtain the following global
error bound.

Theorem 3.8 (Total error bounds). Given a rank-r lattice A(Z,n) in canonical
form with number of points n = []._, n;, and a TDSE with a potential function
v € Eo(T?) with a > 2 and an initial condition g € Eg(T¢) with 3 > 2. Let
D =3Dp and W = %Wn with Dy, and Wy, = F, Vo, 7L as defined in (3.24)
and (3.25), and with V,, as defined in (3.26) using the potential function v.

If the anti-aliasing set A(Z,n) = {he € Z¢ : Z"he = € (mod n) for & €
Ly ® -+ @ Ly, }, with full cardinality, is chosen such that each hg with £ €
Ly @ -+ ® L, has minimal by norm, i.c.,

lhellz = min _[|R']|2,
h'€A(Z,n.)

with

A(Z,n,€)={hec2’:Z"Th=¢ (modn)},
then, by applying the Strang Splitting
~k+1 2 WnAt (= Z DAt =5t WAt ﬁs fork=0,1,...

u, =e

the following hold:
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(i) If v € E,(T?) with parameter a > 5/2, then the error is bounded for t = kAt
by

Ja () = ()l < At Crt max (D + 1)@,

where Cy is a constant independent of n, k, and At.

(i3) If v € Eo(T?) with parameter o > 9/2, then the error is bounded for t = kAt
by

k ~
) = o)1 < (A0° Cat ama [|(D+ 12 v
where Cy is a constant independent of n, k and At.

Proof.

Wit~ Dy At =5 Wn At

(7) Let us denote the Strang splitting operator by S —e %

and the true solution operator by T = e ~(FWn=3Dn)AL

for first order convergence:

lug () = wa (-, kAL,

We have the following

15" g —T"gll2

k—1
=Y s s -1 g
j=0

2

IN

(0@32”(5 T Ut’|2> ZHSk - 1“27

by using a telescoping sum, for the maximum argument t’ there exists
¢ € {0,1,...,k} such that ¢ = ¢At. Applying Theorem 3.4 and Lemmas 3.6
and 3.7, we have || Sy — Ty|| < Ci(At)?|(D + I)y| for the first order
convergence condition and, ||Sy — Ty|| < Ca(At)3||(D + I)%y|| for the
second order convergence condition, for all y € R?.  Note that ||S]2 <
lle™ 35 Wn nA, lem 2 Pty | Wa A‘t||2 = 1, because the ¢5 norm of a matrix
is the largest singular value of the matrix, e.g.,

o #05], = e (575 ()

= \/)‘max (FnJv,nFﬁl (F"J”’nFﬁl)*)

62’Y
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where Amax denotes the largest eigenvalue, Jy pn = diag[(e*%”(m)m)me/\(zm)]
and A* is the Hermitian conjugate of A. Hence we obtain the following for the
first case:

(D+1)uy|2

k—1
k—j—1 Vil < 2
(ZO [ ||z> ax [|(S = T) @l < kC1(A1)? max |
pm

= C1tAt max [[(D+ I)uy||o.
0<t'<t

(it) For second order convergence a similar argument holds and we obtain

[ug(-) = ual KAL) < kCo(At)? Jnax (D +I)*ay|,
_ 2 2~
= C3(A0)% max, (D +1)? |,
This concludes the proof. O

Note that this shows that the smoothness of the potential v required for second
order convergence is independent of the number of dimensions. This is a big
improvement compared to the results shown in [26] with respect to sparse grids,
where the smoothness a needs to increase for increasing dimension to obtain
second order convergence.

3.3 Numerical results for the Strang splitting

In this section, we demonstrate the method with numerical results. We
particularly consider three quantities of interest: approximation error against
the time step; evolution of the norm and the energy of the wave function over
the time period; and the error which is caused by the physical discretization.
To compare with the results from [26] using sparse grids, we choose the same
experiments, but since our method allows the results to also be calculated for
higher d than in [26] we extended the experiments.

3.3.1 Component-by-component construction

For constructing the rank-1 lattice and the anti-aliasing set, we employ the
fast component-by-component construction for lattice sequences, see, e.g., [14].
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We use the script fastranklexpt.m, available online [69] for fast component-
by-component construction of a rank-1 lattice sequence with a prime power of
points. We use powers of 2. The lattice point set is optimized for integration
in the (unweighted) Korobov space with smoothness « = 1 (in a common
alternative notation this is @ = 2, as is the case for the construction script).
After having obtained the generating vectors we construct the corresponding
anti-aliasing sets in accordance with Lemma 3.6 in the following manner:

1. Generate all h € Z¢ for which ||h||s < r for some well chosen 7.
2. Sort the points according to the fo-norm in ascending order.

3. Calculate mp = h -z (mod n) in sorted order and add h to A(z,n) if the
value mp, has not been seen before. Repeat this step until the set has the
cardinality n.

We refer to [15, Section 2.6] for iteratively constructing h in a bounded region.

To compare our results with the results in [26], we regenerated the data from
that paper as accurately as possible from the graphs therein. In Figures 3.2
and 3.3, we denote with SG the results from [26] using sparse grids, and by LR
our method using lattice rules. To make a fair comparison, we choose as close
as possible the same number of basis functions n as in [26] whenever this is
known. We calculate the number of basis functions ngg for the d-dimensional
sparse grid with level ¢ by

-1 .
fd—1+1
nsg = E 2( i )
=0

The corresponding numbers of basis functions for both methods and the
generating vectors for the rank-1 lattice used in the experiments are exhibited
in Table 3.1.

3.3.2 Convergence with respect to time step size

As is in [25, 26, 33] we consider the error of the calculated solution in terms of
decreasing time steps against a reference solution. We choose two types of the
initial condition g from [26], the “Gaussian” initial condition given by:

(2 d/4 (2may — 3777)2 + 2?22 (2mx; — ™2\ 1
ni@)=(2) ew (— :

)
C1
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d n zT ngg from [26]
2 218 (1,100135) 2177 or 219-9 *
220 (1,443165) 219-9
3 222 (1,1737355,261247) 2229
225 (1,12386359, 15699201) 2254
(1,12386359, 15699201, 6807287,
4 to 12 | 225 | 13966305, 6107923, 4432603, 2304135 | Not available
7323801, 5705679, 5643703, 3867405)

Table 3.1: Parameters of the numerical results. For (*) the level of the sparse
grid is not specified as one number in [26]. For d > 4, we always choose
n = 2%° and z is chosen to be the first d components, e.g., for d = 4, z" =
(1,12386359, 15699201, 6807287).

and the “Hat” initial condition given by:

for & € [0,1)% where ¢; and ¢y are normalizing constants to make the Lo norms
of both functions equal to 1. We remark that in [26], the domain was erroneously
stated as [—m,7]? which would be equivalent to [—1/2,1/2)? in our setting.
However, we conclude that the actual calculation was done in [0, 27]%, as can
be confirmed by the fact that the calculated norm of the Gaussian function was
1 in [26, Figure 6.8] therein, and the fact that the same author has exactly the
same result in another paper [25] where the domain is stated as [0, 27| with
the same Gaussian initial condition, which corresponds to [0,1)? in our case.
Therefore we conclude that our experiment is the same experiment as in [26].
For the potential function v, we consider a “smooth” potential function

d 2 1

Jj=2

d

vy (x) = H(l — cos(2mx;)),

i=1
and a “harmonic” potential function

d

1
vy = 3 Z(27rxj — )%

j=1

To show the time discretization error ||uq(x,t) —ul*(x)| L, at time t = m At =1
being fixed, we calculate a reference solution v (z) with the finest time step
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size At = 1/M = 1/10000, as an approximation of u,(x,t). Then we calculate
ul(x) with various time step sizes At = 1/m = 1/5,...,1/1000 to be able to

a
plot the convergence rate of |[u} (x) — u™(z)| L,

The result is exhibited in Figures 3.2 and 3.3. We observe that the convergence
rate for our new method consistently shows second order convergence O((At)?).
On the other hand the sparse grid results from [26] do not; for instance, see the
case d = 3 with v = 0.01. We remark that the initial condition ¢g; combined with
the potentials v; and vy satisfy the conditions of Lemma 3.1 and Theorem 3.8.
Therefore we expect to see second order convergence in those cases. However,
the hat initial condition g does not satisfy the required regularity, nevertheless
we have second order convergence in all cases. Moreover, our method achieves
the second order convergence consistently even for high-dimensional cases, going
from d = 4 in Figure 3.2 up to d = 12 in Figure 3.3. We note that for d = 10
and d = 12 the convergence graph for the potential v; does show some irregular
behaviour. This comes from the numerical exuberance of the function v itself
when the dimension is high; the function rapidly increases to 2% when the
position @ is close to (1/2,...,1/2). This phenomenon does not happen with
the harmonic potential vo, which is more relevant for physics applications.

3.3.3 Norm and energy conservation

The TDSE, as a physical system, needs to conserve the norm and energy of
the system. To test our algorithm we look at how well these quantities are
preserved numerically. Denote the Hamiltonian by H := —1iyV? + %v, then

2
% = —iHwu. We study the time evolution of the Lo norm of the wave function

l|tallL, and the energy (Hug, tq)r,, where (, )1, denotes the Hermitian inner
product in the Lo space. These two quantities are supposed to be conserved
over the time period since

a(u, w)p, = (—iHu,u)r, + (u,—iHu), =0,

and

d
E(Hu,uﬁz = (—iHu,Hu)r, + (Hu,—iHu)r, =0,

for the self-adjoint Hamiltonian H. For the self-adjointness of the Hamiltonian,
we refer to [74]. Our numerical results are presented in Figure 3.4. To compare
with the result from [26], we traced the graph therein, but we also need to
remark that the absolute value in there was not accurate; the axis of the graph
in [26] is not informative enough for this purpose. However, since the value of
(max — min)/mean was exhibited in the article, we can compare the variation.
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Figure 3.2: The time-discretization error. Our method (LR) is presented by
the solid line, and the results by sparse grid (SG) from [26] by the dotted line.
Note that the initial condition g, does not satisfy the regularity condition.
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Figure 3.3: The time-discretization error in high-dimensional cases. Results by
sparse grid [26] is not available for these higher-dimensional cases.

Therefore, we plot the time-evolution of the norm and the energy where the
initial values are adjusted to zero.

In Figure 3.4 we see the two quantities are conserved much more accurately
using our algorithm than when using the sparse grid approach in [26]. We
calculate the quantity 0 := (max — min)/mean to give an indication of the
variation. Our method conserves more accurately than the sparse grid approach,
for the norm conservation we have a factor of 10~° smaller variation and for
the energy conservation we have a factor of 107%.

The reason of the stability of our method is coming from the unitarity of the
Fourier transform on our lattice points. Due to unitarity, the potential operator
in the frequency domain, F,,V,, F,; , becomes Hermitian. Therefore the operator
matrix F,VpF,, 1 + D,, is also Hermitian and hence the spectral theorem tells
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Figure 3.4: Variation of the norm (left) and the energy (right) for vy = 0.5,d =5
with g1 and vs.

us that the eigenvalues of the operator matrix are all real. Finally, the time
evolution operator is norm and energy conserving, i.e., He_%w" t_%D“tHQ =1.
In contrast, the Fourier transform on the sparse grid in [26] is not unitary. The
lack of unitarity can lead to numerical issues and can even lead to have the

exponential error growth, instead of linear, in time [51, Section II1.1.4].

3.3.4 Discussion on the initial discretization

Here we study the initial error which is caused by the initial discretization in
space. The total mean square error of the initial (spatial) discretization is given
by

e'?otal = ||g - ga”%@

/[\071]8

S EmP+ D 1g(h) —Ga(h).

REZIN\A(z,n) heA(z,n)

2

> G(h) exp(2rih-x) — > Ga(h) exp(2rih - x)| da
hezZd heA(z,n)

We plot the error eiota in Figure 3.5 with different dimensionality for the
Gaussian initial condition. Approximating functions still requires many basis
functions when the dimension becomes higher. However, intuitively we might
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Figure 3.5: The initial discretization error egs for v = 1 with Gaussian initial
condition g;.

argue that our way of choosing the basis functions according to the /5 distance
works well particularly for the Gaussian initial condition since the magnitude
of the Fourier coefficients of a Gaussian is also a Gaussian (i.e., only depends
on the /5 norm of the frequency, and decays exponentially fast).

3.4 The total error of full discretization

The total error of the method is coming from the discretization both in space
and time. Here we recall our notation for approximating the solution:

1. u(x,t) is the true solution of (3.1);

2. uq(x,t) is the spatially discretized solution including the dynamics as
(3.17);

3. uk(x) is the fully discretized solution with Strang splitting (3.21).

First we denote by Z,, the interpolation operator on the lattice points, for a
function f,

Tn(f)(@.t) = > Ja(h,t) exp(27ih - z) (3.27)
heA(Z )
where,

fa(h,t) = % Z f(p,t) exp(—2xih - p).

PEA(Z,n)
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By using the interpolation operator, we can bound

[u8) =wa(s )L, < ult) = In(uw) (8|, + 1 Zn(uw) (1) = ual, 1)L,

The error |Ju,(-,t) — u¥(-)||L, is already bounded by Theorem 3.8. Using the
triangle inequality we can then bound the total error.

Theorem 3.9 (Total error). Given a rank-r lattice A(Z,n) in canonical form
with the number of points n = [[,_, ni, and a TDSE with a potential function
v € Eo(T) with o > 9/2 and an initial condition g € Eg(T%) with 3 > 2. Let
D =1IDp and W = %Wn with Dy, and Wy, = F,V, 71 as defined in (3.24)
and (3.25), and with V,, as defined in (3.26) using the potential function v.

If the anti-aliasing set A(Z,n) = {he € Z% : ZThg = £ (mod n) for € €
Ly @ -+ @ Ly, }, with full cardinality, is chosen such that each he with £ €
Zpy ® - ® Ly, has minimal 2 norm, i.e.,

hell2 = h 3.28
Ihlla=,, min K], (328)

with
A(Z,n, €)= hec2’:ZTh=¢ (modn)},
then the following bound holds:
() = ug()lL

<) = Zn () Oy + 1 Zn (W) (1) = a5 8)zs + ua 1) = ug ()L,

~ ty 2 |~ /
< _
<2 Y e+ D Y IR )

heZIN\A(Z,n) T heZi\A(Z,n)
2 2
+ (A7 Cot max [[(D + 1) e |2,
where Cy is a constant independent of n, k and At.

Proof. To bound the error, we follow a similar way of the proof for [51, Theorem
1.8] where the one-dimensional pseudospectral Fourier method for the TDSE is
analysed. Applying the interpolation operator to (3.1) on both sides, we have

0Ly (u)(x,t) 71

ot 7 (Vi) (@,t) = ~In(vu)(@, )

- % (V2 In(u))(,t) — %In(v (Zn(u))(z,t) + On(x,t), (3.29)
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where 8y, (2, 1) = 3 T, (V2u(z, ) — L (VT (u)(2, ) is called the defect which
can be seen as a commutator of the interpolation operator and the Laplacian
applied to the solution, and we used Z, (vu)(x,t) = Zn(v (Zn(w)))(x,t). At
the same time, we can express the dynamics of 4, (h,t) given in (3.17) in the
original space by

Qua(@,t) Yy i
S =g Vi@, t) - Ta(vua)(@.0) (3.30)

Here we see two different dynamics in (3.29) and (3.30), therefore, by letting
On(x,t) :=Tp(u)(x,t) — ug(x,t) and comparing (3.29) with (3.30), we have

aﬁgjﬁ _ %iwe(m,t) - %znw 0)(®,1) + dn (@, 1), (3:31)

We note that 6(x,0) = 0. Using the relation

106(x, )] 90(z, 1)
3o Relf@d—5— ]

where T denotes the complex conjugate, and using the chain rule we obtain the
following inequality

oNOC,t)lle,  10l0C,8)lZ,
ot 2 ot

(N
— Re <<9(.,t)7 % V20(-,t) — %In(v 0)(-7t)>L2> + Re <<0(.,t),5n(.,t)>L2>
= Re <<0(-,t>,6n(-,t)>L2>

< ||9('7t)HL2||5n('7t)”L27

where we used the fact that our discrete Fourier matrix Fj, is unitary which
makes the operator 3 V?(:) — n(v ()(@,t) (e.g., (3.17) and (3.30)) self-

16C, )]l z.

adjoint, and consequently the energy <9(',t), IV20(-,t) — %In(v 9)(',t)>
L
is always real. Dividing both sides of the above inequality by ||6(-, )], and

integrating over time, we obtain

Lot t
/ %dt’ = 16C D)z, < / 16 ()], 2"
0 0
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Using Lemma 3.3, we can explicitly calculate the defect

b (@, 1) = %iln(VQU(m,t)) _ % (V2T (u)(, )

i ~ .
-5 > > (lk+ 13 = [R]3) @k + £,1) | exp(2mih - ).
heA(Z,n) \LeAL(Z,n)

For £ = 0, all terms become zero and we drop those. Now we use (3.28) such
that | [|h+ £|]3 — k|2 | < ||k + £||2 for any h € A(Z,n) and £ € A (Z,n).
This means

o\ 1/2
y .
160 ()L, < 3 Z Z |h + £]|3 [a(h + £,1)|
hEA(Zn) \0£LEAL(Z )
<7 k|2 [a(h,t
<5 Z [hll3 [u(h,t)].

heZI\A(Z,n)

Therefore, we have

t
Y ~
||9(7t)HL2 < / Hén('vt/)”Lz dt’ < torélta;}ét 5 Z ||hH% |u(h7t/)|
0 = =7 hezd\A(Z )

For the remaining term ||u(-,t) — Zpn(u)(-,t)| 1,, we have

[u(-1) = Zn(u)(-, )]z,

o\ 1/2
= Yoo )P+ > S ahtet)
REZIN\A(z,n) heA(z,n) |0£LeAL(Z,n)
1/2 2\ 1/2
< o ol o+ Y S ah+£,1)
heZd\ A(z,n) heA(z,n) |0£LEAL(Z n)
o\ 1/2
< Y fakl+ | Y S fath+£.1)]
REZI\A(z,n) heA(z,n) \0#LEAL(Z ,n)
<2 Y [a(h,t)]. (3.32)

heZI\ A(z,n)
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Using the triangle inequality, we obtain

[ul-s8) = ua (- D)l[L, < lut) = In(w) ()2, + [Zn(u)(5) = a5 )]l

Y bl ath, ).

heZd\ A(Z n)

t
<2 ) |ﬂ(h7t)|+%max

0<t/<t
hezZd\ A(Z,n)

This completes the proof. O
The bound (3.32) is further bounded by

ty 2 |~ ’
1) — g (- < =L .
a0 = v Ol < @+ D) xS [blE[ah.)
heZd\ A(Z,n)
This is similar to the result of [51, Theorem 1.8] for the one-dimensional case
which states

O%u(-,t") 0*Z,, (u) ,
o)~ wal Dl < OO +) s [T (T

For certain function spaces, the approximation errors of lattice points are
explicitly known, e.g., [9, 45]. It might be possible to construct approximation
lattices according to the referenced papers and then to extend the frequency
index set to fulfill the needed conditions. However, this is not the focus of the
present chapter. The focus is the interplay between the spatial discretization
and the time-stepping error, because the time-stepping error itself is heavily
affected by the spatial discretization as we can see from the comparison with
[26].

3.5 Chapter overview

We approximated the solution of the time-dependent Schrodinger equation by
using rank-1 and rank-r lattices for the space discretization and Strang splitting
for the time discretization. We combined the anti-aliasing set of the lattices
together with FFTs to obtain both theoretical advantages and computational
efficiency. We showed that the time discretization of our method has second-
order convergence for a potential function v € E, (T%) with o > 9/2 which is
independent of the dimension d. The numerical experiments confirm the theory.
We observed second order convergence with respect to the time step in cases up
to 12 dimensions. Previous results based on sparse grids [26] have difficulty for
cases higher than 5 dimensions.
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Here we also remark limitations of our method. We exploited the structure
of lattices to mitigate the curse of dimensionality, but we do not completely
remove the curse. This means, we can solve rather higher-dimensional problems
than regular grids and sparse grids in [26] can, but not too high. Also, our
focus of the present chapter is on the time-dependent problems. The algorithm
is especially made for obtaining a small time-stepping error. Therefore, we
cannot expect that our method works better for the time-independent problems
than existing methods such as [3, 28], for this the lattice points have to be
constructed with this in mind.

Our method can be applied to different problems which would be more interesting
for physics applications. In Chapter 5, we apply our method to the time-
dependent non-linear Schrodinger equation for simulating Bose — Einstein
condensates. In [90], Thalhammer showed that pseudospectral Fourier methods
using regular grids with exponential splitting can obtain the higher order
convergence in time stepping. We change the regular grid to lattice points
to obtain the efficient simulation scheme with keeping the same convergence
order. Another possibility is using our method for time-dependent potentials.
For instance, the time-dependent harmonic oscillator is used for considering
multiphoton excitation of molecules, see [41].






Chapter 4

Rank-1 lattices and
higher-order exponential
splitting for the
time-dependent Schrodinger
equation

In this chapter, we focus on two perspectives; high-dimensionality and higher-
order convergence in time stepping. For the first point, Gradinaru [26] proposed
to use sparse grids for the physical space. In Chapter 3, we used lattice points
to prove second order convergence for the time discretization using Strang
splitting and numerically compared results with the sparse grid approach from
[26]. The numerical result using rank-1 lattices showed the expected second
order convergence even up to 12 dimensions. Hence rank-1 lattice points
perform thereby much better than the sparse grid approach. The second
point, higher-order convergence in time stepping, is successfully achieved by
Thalhammer [89] using higher-order exponential operator splitting. Therein,
the spatial discretization was done by a full grid and therefore was limited to
lower dimensional cases (d < 3). The contents of this chapter is part of the
published paper [87].

Continuing from Chapter 3, we make extensive use of interpolation properties of
lattice points (Theorem 3.2 and Lemma 3.3). We remark that Theorem 3.2 can

59
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also be understood in terms of Fourier analysis on a finite Abelian group where
the group, normally denoted as G, is the rank- 1 lattice point set A(z,n) and the
associated character group (Pontryagin dual) G := {exp(27nih-0) : h € A(z,n)}
with |A(z,n)| = n. The (dual) character property is then to be understood as
orthonormality of G on L, (G@). The interpolation condition can be seen as the
representability of functions by using Fourier series. Due to this structure, the
Plancherel theorem also holds:

o feelp) = Y. fah)gu(h)

PEA(z,n) heA(z,n)
for f,g € Ly(G).

For readers who are not familiar with Fourier transforms on a rank-1 lattice, one
intuitive way of seeing why one-dimensional FFTs are available is the following.
The usual one-dimensional Fourier transform for equidistant points which is a
scalar multiple of a unitary Fourier transform, for a function f : T — C, can be

written as
n—1

Zf k/n) exp(—2rihk/n),

and the inverse

flk/n) = Z f(h) exp(2wihk/n).

Now we see that the Fourier transform on a rank-1 lattice has the exact same
structure for a function f : T¢ — C,

n—1 _
f(hg) = %Z f(py) exp(—2mihe - py,) %Z f(pg) exp(—2rik/n),
k=0 k=0
and
n—1 N n—1 N
f(pr) = (he) exp(2mihe - py) = Y f(he) exp(2mick/n),
£=0 k=0

where we note p;, = zk/n mod 1 and he - z = ¢ (mod n). Hence we only need
one-dimensional FFTs to transform functions on T?.

4.1 The method

Here we generalize the results from the Strang splitting to higher-order
exponential splitting schemes (also called an exponential propagator), see,
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e.g., [5, 85, 89]. To describe the higher-order exponential splitting, let us
consider the following ordinary differential equation:

y'(t)=(A+B)y(t),  y(0) = yo, (4.1)

where A and B are differential operators. The solution for the equation (4.1) is
y(t) = e(A+B)ty However, often it is not possible to compute this exactly, and
one needs to approximate the quantity with cheap computational cost. When
both e?* and eB* can be computed easily, the higher-order exponential splitting
is a powerful tool to approximate the solution e(A+5)ty, The approximated
solution for this case is given by:

y(t + At) ~ eblBAt ealAAt . ebsB AteasAAt y(t), (42)

where a; and b;, i = 1,..., s, are coeflicients determined by the desired order of
convergence p. In other words, if the splitting (4.2) satisfies

HeblB At ealAAt . ebsBAteasAAt y(t) _ e(A+B)At y(t)||x < C(At)p+1, (43)

for some normed space X, where the constant C' is independent of At, then the
splitting is said to have p-th order. The number of steps s and the coefficients
a;, b; can be determined according to the order p, see [29] for details. We evolve
the time using this discretization from time 0, i.e.,

QD1BAL a1 AAL (b B At a AN

Yk+1 = Yk, Y{k=0} = Yo-

By summing up the local errors (4.3) of each step k = 1,...,m, where t = mALt,
gives the total error:

lym — y(t)|x < C mAt (AP = Ct(AL)P.

We call this quantity the total error in the Lo sense, and this is the reason why
the splitting is called to be of p-th order. The error coming from the exponential
splitting can be related to commutators of two operators A and B, namely
[A,B] := AB — BA, [A,[A,B]] := A2B — 2ABA + BA?, etc. We introduce the
notation for the p-th commutator by following [89]:

adﬁl(B) = [Avadl;l_l(B)]’ ad%(B) =B,

where p > 1. When the p-th commutator is bounded, it is known that the
p-th order exponential splitting gives the desired order, see [89, Lemma 1 and
Theorem 1]. We also refer to [33, Theorem 2.1] for the second-order splitting
(namely, Strang splitting) in a more abstract setting.

We approximate the solution of the ordinary differential equation (3.17)

~ — iAW, t—2D,t ~
up =e 7T D,
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by applying the higher-order exponential splitting method (4.2):

~k+1 Y —a1 2D _p. i _a. 2D ~k
ua-i- —e leWnAte a1 5 Dy At cee bSWWnAte aﬁzD,LAtua (4.4)

for k = 0,1,...,m — 1, where again the coefficients a;,b; are determined
according to the desired order of convergence, and

eI ding (e HUPOM) g ) By
The approximated solution at the time ¢t = kAt is then obtained by stepping
time At iteratively by (4.4). In the following we show the commutator bounds

which correspond to [89, Hypothesis 3] and lead us to the total bound as in [89,
Theorem 1].

Theorem 4.1 (p-th commutator bound and total error bound). Given a rank-1
lattice with generating vector z € Z¢ and modulus n and a TDSE with a potential
function v € E(T%) with o > 2p + 1/2 and an initial condition g € Eg(T?)
with § > 2. Let D = 3D, and W = 2W, with D, and W, = F,V, F,;!
defined in (3.18) and (3.20), and with V,, as defined in (3.19) using the potential
function v.

If the anti-aliasing set A(z,n) = {he € Z% : he - z = ¢ (mod n) for & =

0,...,n— 1}, with full cardinality, is chosen such that it has minimal {5 norm,
i.e.,
he|l2 = h' 4.5
Ielle =, min _[#]2 (45)
with

A(z,n, &) ={he Z:h-z=¢ (mod n)},
then for all y € R™ we have the following bound for the p-th commutator:
lad, (W) yllz < c[|(D + )Py,

where ¢ is a constant independent of n and y.
This commutator condition and [89, Theorem 1] directly give us the total error
bound for (8.17):

|2+ CY(ALPI[(D + )P |2,

e — g [|2 < Clltio — 1y

where mAt =t and the constants depend on t but not on m or At.

Proof. Let M := ad,(W) (D + I)"?. Since (D + I)P is is non-singular, the
claim of the theorem is equivalent to the assertion that the induced ¢5 norm
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of the matrix || M|z := supg_sycgrn [|M yll2/||yll2 is bounded independent of n.
Each element of the matrix M is given by,

he||2 = [|he||2)P
M ((|| ell3 2” ¢ll2) wé)g/) 7
Y(|lher (|3 + c1)P £,6'=0,....n—1

where the constant ¢; = 1/(27y)P > 0. Now we bound ||M || by using ||M]|2 <

VIIMI1||M || First we bound ||M]|1:

1 T (||he 2 — [[her||2)P
“]\4”1 — ~ max (H f||2 y || £ ||2) 7 ‘
7 &ty & | (T3 + )P
£#£¢
-1 2 2
L S | (w37, [ he [137)
A IR
E#e

We notice that the diagonal components of M (§ = ¢’) are always 0, hence
we exclude such cases in the following argument. Because we construct the
anti-aliasing set by minimizing the £, norm (4.5), we have ||hell2 < [|hg[2
for any hé € A(z,n,€). In particular, this holds for h’5 = h¢_g + hg since
(he—gr + her) - z =€ (mod n) for any choice of ¢ =0,...,n — 1. This gives us
the connection between [|h¢||2 and ||he||2 using ||he—¢/||2:

lhelld  _ llhe + he—ell3

< 4|lhe_|I2,
ThelRta > TheBra = heel:

for £ # &’. We continue from the above bound of ||M]|4,

1 | max(|he |37, R 137)
1] < = max W e
yeen 2| (helf+en)
353
D S ( I3 1)” ‘
< — max max | ——as——, We ¢/
Y €€z, e I3 + e o
353
1 n—1
2
<~ max Y e (47 e [[37,1) wee
¥ " <o

323
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1 n—1 9
= — max Z ‘<4p||hg—£’||2p> w&&"
v &' €Ly, £=0

£4e!
n—1
< fg/meazx Z [ g-—e[15” >, B(h)
K heA(zme—¢)
59&5
< h|%? [5(h
< glezx Z Z [R[5" [0(h)]

§=0 heA(z,n,£-¢")
353

= Z IRll5" [5(h

heZd

\ /\

For the last inequality, we used the conjugacy decomposition (3.2). By using
Cauchy—Schwarz inequality and multiplying and dividing by r,, we have

1/2 1/2
h
Yo IRl ER) < | Y rah) BR) yo U ||
hezd hezd hezd a
1/2

IN

(V1)
ol .o
e h%z:d' rgé(h)

1/2

2
< vl g, (1 Z 2 R

hezd  @—2p

1/2
< o]l g (ray (@22 (1 +2¢(2a — 4p))?) "~ < o0.

This means we have bounded ||M||; independent of n. For ||[M|. we can
proceed in a similar way to obtain

2 (1hell3 — [[Rell2)”
&2 & 12
1Moo = axg We ¢
Mlloe =185 2| T he B en)y e

&§'#¢

4P 1/2
< 7||v||Ea<w) (d® (14 2¢(2a — 4p))?) " < o0.
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d| n 2T

2 | 216 (1,100135)

4 | 220 (1,443165, 95693, 34519)

6 | 224 (1,6422017, 7370323, 2765761, 8055041, 2959639)

8 | 224 | (1,6422017,7370323,2765761, 8055041, 2959639, 7161203, 4074015)

Table 4.1: Parameters of the rank-1 lattice points for our numerical results.

Therefore, we have || M||2 < oo independent of n. The total error bound directly
follows from this commutator bound and [89, Theorem 1]. O

4.2 Numerical results for the higher-order exponen-
tial splitting

We demonstrate our method by showing some numerical results in this section.
We construct rank-1 lattices by using the component-by-component (CBC)
construction [14, 68]. The code for producing the rank-1 lattice is available
online [69], fastranklexpt.m. With the script, we choose n being a power of 2
and generate the vector z which is optimized for integration in (unweighted)
Korobov space with first order mixed derivatives, i.e., « = 1. In Table 4.2 we
display the generating vector z and the number of points n for the following
numerical results. Using given n and z, we construct the anti-aliasing set in
accordance with Theorem 4.1 in the following manner: (i) first we generate all
integer vector h € Z¢ in a bounded region ||h| < R for a well chosen R; (ii)
then we sort the obtained set according to the ¢y distance in ascending order;
(iii) we calculate the value my, := h - z mod n in the sorted order and store h
in A(z,n) if the value myp, has not appeared before. We repeat this step (iii)
until we have the full cardinality |A(z,n)| = n.

4.2.1 Convergence with respect to time step size

We consider a common numerical setting as it is considered in [26, 33, 89] where
Fourier pseudospectral methods are used. We calculate the error with different
value of time steps against a reference solution. For the initial condition g(x),
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we choose the Gaussian wave packet given by:

g(x) := (;)M exp ( i (2:%‘ - W)2> %

where the constant ¢ is a normalizing constant to make ||g||z, = 1. For the
potential function v, we consider a smooth potential function

vi(x) = | [ (1 — cos(2mx;)),

d
=1

J

and a harmonic potential function

—_

d
— g 27ij —7)
—

Our aim is to show the temporal discretization error ||uq(x,t) — v (x)| L, at
fixed time t = m At = 1, for that sake we calculate a reference solution u2 (z)
with the finest time step size At = 1/M = 1/10000, as an approximation of
ug(x,t). We then vary the time step size At = 1/m = 1/5,...,1/1000 and
calculate u™(x) to see the convergence plot of ||uM (z) — u™(x)|1,-

\)
<

4.2.2 Sixth-order splitting

We recall that the higher-order exponential splitting is written as

Yry1 = 1 BAt uADL b BAtga AAL,

For the sixth-order method, we employ the coefficients a; and b; from [35]
denoted as “s9odr6a” therein. We exhibit the coefficients in Table 4.2. We plot
the results for dimension 2 to 8 in Fig 4.1. The potential vs is not smooth
enough on the boundary of [0, 1]¢ so it does not satisfy the required condition
in the strict sense. The initial condition g and the potential v; meet all the
required conditions. The expected sixth-order convergence is consistent in every
plot. When the error reaches the machine precision, the plot becomes flat. For
the 2-dimensional case with the potential vo, we see the convergence happening
when the time step size is very small. This can be explained by a phenomenon,
called instability of exponential splitting; this is caused by negative coefficients
of the exponential splitting a; and b;, and is discussed in e.g., [8]. Especially
in [8], commutator-free quasi-Magnus exponential integrators are proposed to
avoid the issue, however, this is out of the scope of the present chapter. The
instability issue does not happen in a higher-dimensional settings.
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aj

0.392161444007314
0.332599136789359
-0.706246172557639
0.0822135962935508
0.798543990934830
0

b;
7 =1,10 | 0.196080722003657
7=2,9 | 0.362380290398337
7 =3,8 | -0.186823517884140
j=4,7 | -0.312016288132044
j=5,6 | 0.440378793614190

Table 4.2:  Coefficients for the sixth-order method, calculated based on [35].
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Figure 4.1: The time-discretization error with the sixth-order method.
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a; b
j=1,17 | 0.130202483088890 | j = 1,18 | 0.0651012415444450
j=2,16 | 0.561162981775108 | j = 2,17 | 0.345682732431999
j=3,15 | -0.389474962644847 | 7 = 3,16 | 0.0858440095651306
7 =4,14 | 0.158841906555156 | 7 =4,15 | -0.115316528044846
7 =25,13 | -0.395903894133238 | 7 = 5,14 | -0.118530993789041
j=6,12 | 0.184539640978316 | j = 6,13 | -0.105682126577461
j=7,11 | 0.258374387686322 | j = 7,12 | 0.221457014332319
7 =28,10 | 0.295011723609310 | 7 =8,11 0.276693055647816
j=9 -0.605508533830035 | 7 =9,10 | -0.155248405110362
j=18 0

Table 4.3: Coefficients for the eighth-order method, calculated based on [35].

4.2.3 Eighth-order splitting

For the eighth-order method, we employ the coefficients again from [35] denoted
as “s17odr8a”. The coefficients are shown in Table 4.3. The results are shown in
Fig 4.2 and we again see that the convergence rate is consistently eighth order
in each plot. Most of the plot seems to be similar to Fig 4.1 but with faster
convergence, therefore they reach to the machine precision more quickly.

4.3 Chapter overview

We proposed a numerical method to solve the TDSE. With our method using
the time step size At, the temporal discretization error converges like O((At)?)
given that the potential function is in Korobov space of smoothness greater than
2p+1/2. The numerical results (which are performed from 2 up to 8 dimensions)
confirmed the theory and the rate of error convergence is consistent. By using
rank-1 lattices, calculations of the time stepping operator and multiplications
are efficiently done by only using one-dimensional FFTs.

Pseudospectral methods are widely used techniques for solving partial differential
equations. It is a common choice to use regular grids, but the number of nodes
increases exponential with d. We have shown an alternative, rank-1 lattice
pseudospectral methods where the number of points can be chosen freely by the
user. In combination with higher-order splitting methods, the proposed method
solves the TDSE with higher-order convergence in time.
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Chapter 5

Higher-order operator
splitting and rank-1 lattices
for the time-dependent
nonlinear Schrodinger
equation

The considered problem in Chapters 3 and 4 is linear in terms of the solution;
the equation (3.1) can be written as

%(m, t) = D(x,t) u(x, t)
where the differential operator D(x, t) is independent of the solution u(x,t). We
have seen that lattice points can be used instead of the regular grid when Fourier
pseudospectral methods are combined with exponential operator splitting.
Fourier pseudospectral methods combined with exponential operator splitting
are also used for solving nonlinear PDEs. Motivated by [38, 90, 91], we consider
the nonlinear time-dependent Schrédinger equation in this chapter,

i%(xv t) = _% V2u(z,t) + v(z) u(z, t) + Olu(z, t)|* u(zx, t), (5.1)
u(x, 0) = g(il'/'),

71
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where @ is a positive constant, V? is the Laplacian, g(z) is the initial condition
and v(x) is the potential. Again, © € T is the spatial variable and ¢ is time.
As before, we construct an anti-aliasing set A(z,n) according to a given rank-1
lattice A(z,n).

5.1 The higher-order splitting method for the
nonlinear problem

We focus on the case d = 3 which is relevant for physical applications, i.e.,
Bose—Einstein condensates. By using the same arguments as in Section 3.2.4,
we can discretize the space and obtain the following dynamics of the Fourier
pseudospectral method:

~ 1 ~ ~
iu; = iDn Uy + Wn(ua('vt)) U, (5.2)

where the initial condition @y = G, := (Ga(h'?), ..., Ja(h™ ™)) with the same
notation of (3.10),

D,, = diag ((47r2||h5|\§)g:0 ,,,,, n—1) ; (5:3)

the operator W, (uy(+,t)) := F,, Vi (ua(-, 1)) F,;  with

Valua(,)) i= diag ((o(p) + a0 ),y 0y) s (54)

and F;, is the unitary Fourier matrix.

Following [91, Equation (16)] we perform higher-order exponential splitting
with the pseudospectral method on lattice points for the nonlinear TDSE:
,al;Jrl _ ebsAth(Ufj's)Ui,s’

k,1 _ a1 AtD, ~k
U, =e U,,

. ) ) k,j—1 i .
UkJ = euBtDnebi 1 AW (U "D rhi=1 = 9 < j < g, (5.5)

5.2 Numerical results

In this section, we perform our method and show numerical results. We
apply the sixth and eighth order operator splitting. The coefficients a; and
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b; are again calculated from [35], the same ones from the previous chapter;
see Table 4.2 and 4.3. The parameters for the rank-1 lattice are n = 2'¢ and

= (1,19463,8279). We construct the anti-aliasing set with the full cardinality
n by minimizing the ¢y distance, such that |[h¢|l2 = minpre a(z n.¢) [[P[|]2 With
Az,n, &) == {h € Z : h -z = £ (mod n)}. We choose the same initial
condition and potential functions as used in Chapter 4: the Gaussian initial
condition

9\ 4/4 d 1
== - Ut — -
s =(2) ew > amay = | £

here the constant ¢ is a normalizing constant to make ||g||r, = 1; and we choose
two potential functions, a smooth potential function

zm

(1 — cos(2mz;)),
j=1

and a harmonic potential function

d
Z 2mx; —7)

Jj=1

l\DiH

We calculate the reference solution u} with the finest time step size At =

1/M = 1/10000. With different time step sizes At, we calculate the time
discretization error ||[u} — u™||y. We plot the error of the sixth order method
in Figure 5.1 and the eighth order method in Figure 5.2. As expected, we see
sixth order convergence in Figure 5.1 and eighth order convergence in Figure 5.2
respectively.

5.3 Discussion for theoretical error bounds

We are going to follow the analysis done by Thalhammer [90]. The only difference
from the method therein is that we discretize the space by a rank-1 lattice
whereas a regular grid is used in [90]. To apply the same analysis as [90], first
we introduce their notation.

Let M = (M, ..., M) € N% be a multiindex comprising of even integers, the
index set of the regular grid Mps := H?=1{*Mj/27 ..., M;/2 — 1}, and the
magnitude of eigenvalues of the Laplacian are denoted by A, = 472||h||3 for the
basis function ¢p (x) = exp(2rih - &) with h € Z?. In the analysis, one of the
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Figure 5.1: The time-discretization error with the sixth-order method for the
nonlinear TDSE.
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important quantities is

)\max L maxXne My, )\h

Amin minhGZd\MM Ah

To obtain higher-order convergence in time, this quantity needs to be bounded
by a constant independent of the number of grid points n.

In [90, p.3237 lines 13-14], it is erroneously stated that

d
Amax = »_ M7 < A Vh € Z%\ My
j=1

However, considering h = (0,...,0, Muin/2,0,...,0), where My, is the
smallest element in M, this bound needs to be corrected to

Amax < d\p Yh € Z4\ My,

with the additional constant d. This does not affect the main results of their
analysis, only the constants of the derived error expression. To apply our
method using lattice points, we also need the similar bound,

max Ap < Cy min Ah,

heA(z,n) heZ\A(z,n)
with some constant Cy which does not depend on n but depends on d. To
describe this problem we give an example in Figure 5.3 where blue points are
our choice of the anti-aliasing set and the red point is the shortest index outside
the anti-aliasing set. We remark that there can be multiple h € Z% \ A(z,n)
with Ay, = Apin, but this is not the case for the presented example of Figure 5.3.
We wish to have a bound on the ratio of the longest distance in the anti-aliasing
set divided by the shortest distance outside the set.

For the theoretical analysis, we assume the following conjecture holds where
numerical justification is going to be given later in this section.

Conjecture 5.1. For any d and n there exists rank-1 lattice points A(z,n)
satisfying
max Ap < Cy min Ah,

heA(z,n) heZI\ A(z,n)
where the anti-aliasing set A(z,n) = {he € Z% : hg - z = £ (mod n) for & =
0,...,n — 1}, with full cardinality, is chosen such that it has minimal ¢3 norm,
i.e.,
lhellz = min [|h']]2,

h'€A(z,n,£)
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10

b

Figure 5.3: An example of an anti-aliasing set (blue points), the shortest index
outside the set (red star (—4,—4)T), and the shortest dual lattice points (green
triangles (—8,—8)T and (8,8)T) where n = 128 and 2" = (1,47).

with

A(z,n, &) ={h€Z' :h-z=¢ (modn)},
and the constant Cy only depends on d.
We note that there is a related quantity called the spectral index,

1

MiNgspeat (20 |RIl27

o(z,n) =

which is intensely studied; see [30, 48, 71]. This quantity is defined for
h e (A (z,n) \ {0}) C Z\ A(z,n),

since we always have 0 € A(z,n), hence A(z,n)N(A+(z,n)\{0}) = . Therefore
we have
1 1

MiNgpept (z,n) [Rll2 ~ Mingspezay a(z,m) RIl2°

o(z,n) =
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We can also show that the upper bound on mingpezi\ A(z,n) [|Rll2 can be
bounded by using the spectral index.

Lemma 5.2. For any rank-1 lattice point set A(z,n) and corresponding anti-
aliasing set A(z,n) = {he¢ € Z? : hg -z =& (mod n) for £ =0,...,n— 1}, with
full cardinality, which is chosen such that it has minimal {5 norm, i.e.,

lhellz = min _[|h"],
h'cA(z,n,§)

with
A(z,n,€) :={h¢€ Z':h-z=¢ (mod n)}.
Then the following bound holds:

min h
min ”h”2 > 0#heA+(z,n) ” H2
heZd\ A(z,n) 2

Proof. Let £min 1= argmingpept (z,n) [[Pll2. We prove that

Hemin”2
2

Yh e Z%, |h||y < — hc A(z,n),

by contradiction. Assume that there exists h & A(z,n) which satisfies ||h|2 <
||€minll2/2. Then due to the construction of A(z,n),

3n' € A(z,n), h' —h € A*(z,n)\ {0}, and ||A/||2 < ||h]|2.
Then, by letting £ := h’ — h, we have
IR = I+ €]3 = [IR]3 + [1€]3 +2¢- h
> (|3 + [1€l13 — 21€l2]|h]l>
> [|R]13 + 113 = 1€]|2]|£minll2
> [|h]3,
therefore ||h'||2 > ||h||2 but this contradicts to |h'|l2 < ||h||2. Therefore the

claim of the lemma is proved. O

The spectral index itself has lower and upper bounds for a good lattice point
set A(z,n), shown by [71, Proposition 3, 4] using Minkowski’s fundamental
theorem,

—1/d
g (r (Z + 1>) N~V < g(z,n) <C) N~V
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where the constant C’, only depends on d.

With the spectral index we can bound

MaXpeA(z,n) Ah

< 40*(z,n) ,, Jnax |h|3.

minhEZd\A(z,n) Ah €A(z,n) |

However, due to the presence of maxpea(zn) ||h||3, the bound on Cy in
Conjecture 5.1 is still not known.

As we mentioned earlier, we numerically test this conjecture by calculating the
quantity
maxheA(zm) /\h

q(27 ’I”L) ’ minhezd\A(an) )\h
for fixed A(z,n) which are generated by using fastranklexpt.m in the same
way as in Section 3.3, optimized for integration in the Korobov space with
smoothness a = 1. We remark that this quantity do not depend on the anti-
aliasing set A(z,n) as far as we construct the anti-aliasing set by minimizing
{5 distance. We display the parameters z and n in Table 5.3. The calculated
quantity q is plotted in Fig 5.4.

In Figure 5.4, we see that for relatively bigger n the quantity ¢ is not affected
by the number of points n. The bad behavior of ¢ for small number of n in
high-dimension d can be explained from the quality of rank-1 lattice point sets;
with Table 5.3, it can be seen that the bigger value of ¢ is caused by z that have
the same value in different components. This is simply because of the difficulty
of choosing good lattice rule for small number of points in high-dimension. For
such z, the spectral index becomes 1/v/2.

Given that Conjecture 5.1 holds, we have the following error bound.

Theorem 5.3. Assume that Conjecture 5.1 holds. If the potential v and the
analytical solution of (5.1) are in En(T9) for a > p+1/2. Then by using the
p-th order splitting scheme, we have

lu(,t) = @()ze < Cullg() = Zug(llzs + Cor? + 3|l = ol pasia,

where the constants Cy, Ca, C3 does not depend on n or T, I is the identity
operator Lo — Lo, and I, is the interpolation operator on a rank-1 lattice
A(z,n), see (3.27).

Proof. We refer to [90, Theorem 3]. The term C3||I —Z,||g, 1, is equivalent
to their error estimate denoted as C’Még ~! for the regular grid case. O
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n ZT

21 (1,7,5,7,7,7,7,7,7)

25 (1,7,11,9,7,7,7,7,7)

26 (1,19,29,31,27,31, 31, 31, 31)

27 (1,47,19,3,37,1,1,1,1)

28 (1,75,23,57,31,15,75,75,75)

29 (1,149,113,207,219,77,75,1,1)

210 (1,283,157,387,173,491, 31, 283, 283)

211 (1,791,213, 89,927, 557, 737, 557, 557)

212 (1,1557,1741,1031, 363, 1705, 1349, 1667, 1705)

213 (1,2433,1715,131, 3829, 255, 3317, 893, 3973)

214 (1,6915, 3959, 7595, 6297, 1183, 2821, 8191, 1683)

215 (1,12031, 7247, 2267, 14787, 7663, 4679, 11655, 4323)

216 (1,19463, 8279, 14631, 10281, 23539, 4021, 11895, 9047)

217 (1,50687, 7637, 38773, 16093, 13037, 27383, 30479, 43445)
218 | (1,100135, 28235, 39865, 25937, 127279, 60735, 85271, 111087)
219 | (1, 154805, 242105, 171449, 24087, 51345, 240415, 179881, 166955)
220 | (1,443165,95693, 34519, 235147, 317205, 59465, 515889, 497465)

Table 5.1: Parameters of the numerical tests for the Conjecture 5.1. For d < 8,
z is chosen to be the first d components, e.g., for d = 4,n = 2'3, we choose
2T =(1,2433,1715,131).
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Figure 5.4: The quantity ¢ for different n and d, the generating vector z is
displayed in Table 5.3.

5.4 Chapter overview

We applied the pseudospectral Fourier method on lattices combined with higher-
order exponential operator splitting to the nonlinear time-dependent Schrédinger
equation. Numerical results show the higher-order convergence in the time
discretization error. Conditional on Conjecture 5.1, we can prove the error
bound of the whole scheme for the problem (Theorem 5.3). Depending on the
potential function and the initial condition, we can choose suitable lattice points
A(z,n) which approximate the solution better than the regular grid. Another
merit of using lattice points for this problem is that one can choose the number

of points more flexibly.



Chapter 6

Lattice rules for integration
over R

6.1 Introduction

In this chapter we study how to apply lattice rules in R% with the aim of
obtaining higher order convergence, i.e., to obtain error bounds which show
that the error can be bounded by O(n~%) for a > 1, with n the number of
integrand evaluations. Typically the smoothness of the integrand is related to
a by the number of derivatives that exist (in all directions) and are, e.g., Lo
integrable (see Chapter 2 and further sections for details). More specifically,
we are interested in using lattice rules to approximate the integral by first
truncating to a box [a, b] := H?:l[aj7 b;], with all a; < b;, and then mapping
the lattice rule to the box:

d b: —a;) ™
(z)dx =~ (x)dx ~ M Z f(pga,b]).

Rd [a,b] n

The quadrature nodes pia’b] are obtained from a rank-1 lattice point set A(z,n)
which we defined in Section 2.2 by using two parameters, the number of points

n and the generating vector z € Z,

n

A(z,n) == {pi = % mod 1} c [0,1)¢,

81
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and the nodes are mapped from the unit cube [0, 1]¢ to the box [a, b] by

b
pkzj V= (b — a) piy +

where pgtfj’b] is the j-th component of pga’b], and likewise, p; ; is the j-th
component of p;. By the triangle inequality we have

Hd:1(bj—aj) - [a,b]
() de = S i)
Hd'l:1(bj_aj) = [@,b]
de — d de — =2 — -~~~ -
S| f f@de= | f@delt) ] f(z)de , ;ﬂpz )

i.e., the total error is bouned by the sum of the truncation error and the
integration error. We will select the box [a, b] and the number of lattice points
n to balance both errors. Our major concern however will be how to analyse
the error of integrating the non-periodic integrand on the box [a, b] by a lattice
rule.

Different approaches exist in the literature to apply quasi-Monte Carlo methods
designed for integration over the unit cube [0, 1] to integration over R?, e.g., [22,
32, 47, 56-58]. In [57] analytic functions with exponential decay in the physical
and in the Fourier space are studied and exponential convergence is obtained
using a regular grid with appropriate scaling in each direction. In [22] integration
with respect to the Gaussian measure is considered where integrand functions
are in some unanchored Sobolev spaces. Therein, higher-order convergence is
achieved using linearly transformed higher-order digital nets on a box. Similarly,
in [56] higher-order convergence is achieved with interlaced polynomial lattice
rules where a different type of function spaces, anchored Sobolev spaces are
considered. In [58] randomly shifted lattice rules are studied in combination
with an inverse mapping of the considered cumulative density function, and
first order convergence is achieved.

In this chapter, we consider linearly transformed lattice rules on a box of
increasing size, without random shifting or inverse mapping, and we derive
explicit conditions to obtain higher-order convergence.

Apart from the problem of adjusting from the unit cube [0, 1]¢ to R?, we also
need to handle that the integrand function f on the box [a, b] is non-periodic.
The analysis of lattice rules for numerical integration is typically done in a
periodic setting with absolutely converging Fourier series expansions. In this
setting the smoothness « as previously defined, means that the function values
and its derivative values (up to a certain order) will match on the boundaries of



INTRODUCTION 83

the unit cube. To apply lattice rules in the non-periodic setting on the unit cube
[0,1]% one can apply so-called “periodizing transformations” [46, 78, 80]. This
method applies a variable substitution to the integral, dimension-by-dimension,
to end up with a periodic integrand function while preserving the value of the
integral. The problem with this strategy is that this “blows up the norm”, as
noted by many researchers [24, 31, 40, 94]. A second approach is known as
the “method of Bernoulli polynomials” [40, 80, 94]. In this method we add
Bernoulli polynomials to the original integrand in such a way that function
values (and derivative values) match at the boundaries of the unit cube, making
the integrand periodic, while preserving the value of the integral, since those
Bernoulli polynomials integrate to zero. As pointed out by many researchers
[7, 40, 80, 94], this method does not blow up the norm, but the amount of
terms that need to be added increases exponentially (by correcting the value
of the original integrand on all possible boundaries of the hypercube, and,
by the need to analytically calculate the derivatives of the original integrand,
which might also grow exponentially by, e.g., the need to use the chain rule).
This is probably the reason why this last method appears to be not used
as much. Both the periodizing transformation and the method of Bernoulli
polynomials can transform a non-periodic function of smoothness « into a
periodic function with the same smoothness, hence achieving O(n~%). Since
the periodizing transformation might blow up the norm and the method of
Bernoulli polynomials could increase the cost of evaluating the integrand, the
recent literature on lattice rules mostly applies two other techniques: “random
shifting” and the “tent-transform”, which can also be combined [16, 20, 24, 31].
This method is much easier and does not have the previously mentioned defects,
but the convergence is limited to O(n=1) and O(n~2).

Here we take yet another approach. First we analyse what the effect is of
integrating a non-periodic function with a lattice rule in terms of a measure
of how non-periodic the function is. We can measure the non-periodicity of
a function by quantifying how much the function and its derivatives (up to a
certain order) differ at the boundaries of the domain. We derive an explicit
error bound taking this difference into account. Since the method of Bernoulli
polynomials actually corrects this non-periodicity, we are in fact applying this
method in the theoretical analysis. The advantage of this approach is that we
never have to actually construct the modified integrand. Of course, since, this
defect is constant, such an approach would not work on the unit cube, or any
fixed box. However, in the setting of integration over R? we can use the fact
that as we increase the boundaries of our box [a, b] to cover more and more
of R%, then the function will differ less and less on the boundaries of our box.
If we demand a certain decay of the function values and its derivatives up to
a certain order, then our integrand function becomes more and more periodic
as our box increases. It turns out that in our setting, where the integrand
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functions are from a certain reproducing kernel Hilbert space which we call an
unanchored Sobolev space, the modified integrand which can be obtained by
applying the Bernoulli polynomial method, is actually the orthogonal projection
of the original function from the unanchored Sobolev space to an associated
Korobov space. Using the orthogonal projection we can thus decompose the
integrand into a periodic part and a non-periodic part where those two parts
are orthogonal in the unanchored Sobolev space. Hence, for integration over R?,
by using this orthogonal projection we can divide the problem into three parts:
truncation error, integration error of the periodic part, and approximation error
of the non-periodic part:

Rd

d _a)
(:1:) da — Hj:l(I;J j) Zf(pga,b])

<|[ fl®)de - f(x)de
]Rd

[a,b]

d
L b — Qs n
pla.b] (x) dx — Hﬂfl( ) ZF[a,b] (p[a,b])

i
[a,b] n i=1

+

+

)

d n
Hj:l(bj - aj) Z (F[a’b] (pga,b]) . f(pE"’b]))

n :
i=1

where F1%?l is the projected part of f onto the Korobov space on the box [a, b]
and we have f[a7b} fle)dx = f[a’b] Fla®l(g) dz. To control the approximation
error of the non-periodic part, we will ask the integrand to become more and
more periodic as the box increases. The speed of becoming periodic will be
carefully chosen such that the convergence of the total error is not deteriorated
by the non-periodicity.

Current research on QMC often considers high-dimensional or even infinite-
dimensional problems given the information of which dimension is how much
important. This importance is represented by sequence of positive numbers,
and such spaces are called to have weight structure, see e.g., [21, 81, 82] and [18,
Section 4]. Our current method does not use weights and therefore suffers from
the curse of dimensionality, but since we are integrating over R? it is essential
that we first see how the unweighted case goes; as in our setting there are more
parameters to play with: the dimension weights (product weights) and the
decay of the function. The study of weighted spaces and decay is remaining for
future work.
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6.2 Reproducing kernel Hilbert spaces

We consider integration for functions in unanchored Sobolev spaces which we
have seen in Section 2.1. In the context of high-dimensional integration and
QMC methods these are basically tensor products of one-dimensional spaces
where derivatives up to a certain order « are L, integrable; and where in
the multi-variate setting these derivatives can be taken up to order « in each
dimension simultaneously. In different contexts, such spaces are often said to
have “dominating mixed-smoothness”. In our analysis, we connect this space
to the Korobov spaces (see Section 2.1), which are similar function spaces of
“periodic functions” and where it is known that lattice rules can achieve the
optimal order of convergence [61, 80]. We first introduce those spaces on the
unit cube [0,1]? and then on a box [a,b] C R9.

In the classical references the function spaces are mostly Banach spaces. Here
we want to make use of the connection between the Hilbert spaces Lo and /#5
with respect to Fourier coefficients by making use of the Parseval theorem to be
able to express Lo norms of derivatives as £5 norms of the Fourier coefficients of
the original function. Secondarily, since we are now in a Hilbert space setting,
we can later use the idea of an orthogonal projection and its complement to
analyze the effect of integrating a non-periodic function by a lattice rule.

These function spaces are tensor-products of one dimensional spaces. For
the one-dimensional spaces we will make use of the fact that if f is absolutely
continuous on [a, b] then f has a derivative f’ almost everywhere that is Lebesgue
integrable on [a, ], —co < a < b < 00, and for which

f(@) = fla) + /1 f/(t)dt for all € [a, b],

and in particular fab f'(®)dt = f(b) — f(a) [75]. As a shorthand we sometimes
write [P f/(t)dt = f(8)|°_, = [f(B)]°_, = F(b) — f(a). The one-dimensional
Sobolev spaces we describe here will consist of f for which f(7) will be absolutely
continuous for all 7 = 0,...,a — 1 and f(®) will be Ly([a,b]) integrable. What

remains is to choose an inner product, which we will do in the next sections.
See, e.g., [64] for the standard [0, 1]¢ domain.

6.2.1 Some properties of Bernoulli polynomials

We recall some well known properties of Bernoulli polynomials, see, e.g., [1, 63],
which will be denoted by B, where 7 is the degree of the polynomial. The first
few Bernoulli polynomials are Bo(x) = 1, By(z) = 2 —1/2, Ba(z) = 22 —2+1/6,
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Bs(z) = 2% — (3/2)2% + (1/2)x, ... We are interested in their properties on
the interval [0,1]. We also define scaled Bernoulli polynomials for usage on
arbitrary intervals [a,b], with a < b, with equivalent properties. Those will be
denoted by BLa’b].

The following properties are well known, for 7,7 € {0,1,2,...},

! 1, ifr=
| B@ae=g T
0 O, 1f’7'7£0,

’ ! 0, .f ! > B
A" B.(x) BT@) nToT
dz™ 7! 7l J(BTT/(/9)6|)7 it <1

T—T):

On the interval [0, 1] the Bernoulli polynomials have the Fourier expansion

which we will use to define the “periodic Bernoulli polynomials” denoted by B,
as follows

N h™ for 7 =1 and (z mod 1) € (0,1).

B, (z) -1 Z exp(2mihx) for 7=2,3,... and (x mod 1) € [0, 1], or,
T (2n)7

0£hETZ

For 7 = 2,3,... we have B,(z) = B,(z) when z € [0,1] and for 7 = 1 we have
Bi(z) = By(z) when z € (0,1). From here it follows that for 7 =1,2,3,...,

/ET(J:) do — -1 Z exp(2mihz)  Bry(z

7! (2mi)7+ T (74 1) (©€1)

~

0#h€Z

and, again for 7 =1,2,3,...,

Bi(z—y), _ 1 exp(2mih(z —y)) _ —Bryi(z —y)
/ d 2 hTH1 B (:—i— n

7! Y= 2m)y+

0£h€Z

We also have the following property, for 7 =0,1,2,..

e

Br(z—y) = (1) B, (y — o),

which follows immediately from the symmetry B,(z) = (—=1)" B;(1 — ) for
z€[0,1] and (1 — (z —y)) mod 1 = (y — z) mod 1.

We now define scaled Bernoulli polynomials on the interval [a,b], a < b, making
sure that the same properties as for the standard Bernoulli polynomials on the
interval [0, 1] hold. Define, for 7 =0,1,2,...,

B*'N(2) == (b—a)" " By ((z — a)/(b - a)).
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Note that B a-b) ( )=1/(b— a). It can be easily verified that
b .
1, ifr=
[ Bt =g LT
a 0, if 7#0,

and

!’ 1 /
q B-E—a’b] (x) B-E—(L’b](‘r )(x) 0, if 7/ >,
- — = B[a,b]
dx7 7! 7! 7' () . ,
ﬁ’ if 7 S T.
7—7)!

For the Fourier series on the interval [a, b] we fix the basis functions, for h € Z,
to be

exp(2rih(x —a)/(b—a))
Vb—a ’

such that they are orthogonal and normalized with respect to the standard
Lo-inner product on [a, b], i.e., for h, h’' € Z, we have

b — : /
[a,b] [@,] dr — 1, ifh="r,
/awh (@) o (@) d {o, it A R

We can now also define periodic Bernoulli polynomials on the interval [a, b] as
follows

() = (6.2)

Bl (x) —(b—a) /2 gogf’b] (x) {for T=2,3,...and z € T[a, b], or

7! . (2mi)™ h™ for =1 and z € T(a, ),

0#h€Z

in which the notation = € T[a, b] means that the value of z is identified with
its value on the closed torus [a, b], likewise for = € T(a, b) where x is identified
with its value on the open torus (a,b). Obviously for 7 = 2,3,... we have

BleY) (x) = ple?) () when z € [a,b] and for 7 = 1 we have Ega’b} (x) = Bga’b] (x)
when = € (a,b). The periodicity implies that

E‘E_a,b] (z) = gLa,b] (x+k(b—a)) Vr € R, Vk € Z.

It follows that for 7 =1,2,3, ...,

a, a Sla,b
/B M) - o) B @)
Cem

27i)THL iz RTHL (74 1)!
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and, again for 7 =1,2,3, ...,

Sla r— a,b Sla,b
/ BEe ) —b—a o e —y) B —y)
| {)7+1 T+1 |

7! (27i) oines h (14 1)!
We also have the following property, for 7 =0,1,2, ...,
BY(a —y +a) = (1) B0 — (2 ) — (b~ ) = (~1) By — 2+ a),
which followed immediately from the symmetry it (a+t) = (1) pl?! (b—1t)
for ¢ € [0,b — a] and the periodicity with period (b — a).

The maximal magnitude of the scaled Bernoulli polynomials on the interval
[a,b] can be bounded by

voefab]:  |B(@) < (b-a)

-1 271 | ¢(r), ifr=0 (mod 2),
(2m)7 |1, otherwise,
(6.3)

for 7 > 2. For derivation of the bound we refer to [49]. Note that this means
that

!
Vr € [a,b], VT > 1: Bl (z)] < (b—a)™ %

6.2.2 RKHSs on the unit cube

To recall the unanchored Sobolev space and the Korobov space from Section 2.1,
and also to see the deeper relation of those two spaces, we formally define those
two spaces in the following.

Definition 6.1. For a € N the space H(K5°) is an unanchored Sobolev space
on the unit cube [0,1]¢, which is a reproducing kernel Hilbert space with inner
product

<f7 g>KSOb = / </ f(T) (113) d$—1u>
o Za}d [Ow,1w] [0-w,1-w]

w:={j:7;=a}
/ ¢ () de_yp | diy,
[O*TD ,l,m]
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and reproducing kernel

KSob( Y) :f[ 1+iMBTj(yj)+(—1)a+lw

Functions in this space have mixed partial derivatives up to order o — 1 in each
variable which are absolutely continuous and of which the highest derivatives
of order a are Ly integrable. Next, we will consider a function space with the
same properties, but in addition ask that the functions are “periodic”.

All functions in the periodic space will allow to be expressed as absolutely
converging Fourier series (which implies pointwise equality of the Fourier series)

Z f ) exp(27ih - x), A(h) ::/ f(x) exp(—2nih - x)dx.
hezd (0,1]¢

We define the periodic function space in such a way that the norms of the
periodic functions are equal in both spaces for the same integer smoothness.

Definition 6.2. For a > 1/2 the space H(Koli?ir) is a Korobov space on the
unit cube [0,1]¢, which is a reproducing kernel Hilbert space with inner product
V5(h) 2
(f. 9) oy = > () G(R) [ra.a(h)],
hezd
and reproducing kernel

xp(27ih - d o 1§20 T —y;

hezd [Ta,d( j=1
(6.4)

where

1 for h; =0
hi):=<" J ’
Tad H'f’a Ta( ]) {|27Thj|a, fOT hj # 0,

For oo € N the normalization in r, 4 is chosen in such a way that the inner
product and norm coincides with that of the unanchored Sobolev space H (K iof)

of smoothness « for functions in H(Kolffzir). Function in the Korobov space

H(KE) have mixed partial derivatives up to order av— 1 in each variable which
are absolutely continuous, and of which derivatives of order o are Lo integrable,
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and, additionally, the derivatives up to order o — 1 have matching values on
the boundaries, i.e., periodic boundary conditions,

vre{0,...,a—1}4Vj=1,...,d: f<T)(a;)\z]_:1 = f('r)(m)|mj:0,

and, as a consequence,
Vre{l,...,a}? Vo C {L,...,&}\{j:rj=a}l,0#0,Vjco:

(7) — (r-1) _ =1 -
/[0’1]le [ () dey = /[011]“,1 [f ! (m)|mj:1 f( 1 (5'3)|zj:o} day, 53 = 0.
(6.5)

For 7 € {0,...,a}? the mixed partial derivatives can be written in terms of
Fourier series with modified coefficients:

d
f() = Z H 27ihj) (h) exp(2nih - x),

hez? J=1
h;j#0 for 7;#0
which is Lo integrable since Hf||KKOr < oo for f e "H(Ké{?f) It is obvious that

the Korobov space is a subspace of the Sobolev space and using the previous
periodicity properties in the integrals in the inner product of the Sobolev space
(for the 75 € {1,...,a —1}) it can be seen that for f,g € H(KXY) the inner
product for H(Kffler) with @ € N can be written in two ways: using Fourier
series or using derivatives

<f,9>K};fdr = Z J?(h) g(h) [Ta,d(h)]2

heZa

- 2l )
etoay 0wl \Jiomwas)
/ ¢ () de_y | dag
[0-tw,1 1]

w:={j:7;=a}

= (f,9)sop

where the sum in the second line is now only over 7 with components 0 or «
because of the periodicity of the functions f and g.



REPRODUCING KERNEL HILBERT SPACES 91

6.2.3 RKHSs on a box

We now want to define a function space for non-periodic functions on a box
[a, b] where the inner product is a direct extension of the one over the unit cube
from the previous section.

Definition 6.3. For o € N the space H(Ka K5oble b]) is an unanchored Sobolev
space on the box [a,b], which is a reproducmg kernel Hilbert space with inner
product

(f:9) sov.lap) = Z / (/[ ]f(")(:c) d:nm>
d alU7bIU a_w,b_w

T€{0,..
(/ g (x) da:_m> dzy, (6.6)
[a—w,b_w]

w:={j: TJ—O‘}

and reproducing kernel

[as.b;] faz.b5]
Sob,[a, 1 BT]J ( )BTjJ ’ (y)
e T (g 30 22

We will show in Proposition 6.9 that K SOb [a.b] .

to the inner product above.

is indeed the kernel corresponding

For the periodic space we define scaled periodic basis functions which are just
the tensor product of the one-dimensional Fourier basis on [a,b] given in (6.2),
that is, for h € Z¢, we define

la5.051, exp(2mih;(2; — a;)/(b; — a;))
ey (@5 .
H 3 ]1_{ /bj —a;

They form an orthogonal and normalized set of basis functions against the
standard Ly inner product on the box [a, b]. Therefore, our periodic functions
are expressed as absolutely converging Fourier series with respect to the basis
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gof’b} as follows

=3 Jledlgetl@),  fleblp)= [ f(z) el (@) da.

hezd [a,b]

Definition 6.4. For o > 1/2 the space H(K, Kor’[a b]) is a Korobov space on
the box [a,b], which is a reproducing kernel Hzlbert space with inner product

(F,) o == 3 T ) GoR) [riofim)]”

heZd

and reproducing kernel

Kor,[a,b a.,b - a.,b a,b
Koo e,y) = 7 it ()7 e (@) o ()

where
ﬁ m, for hj =0,
= [awbj](h. lasbi](p.Y) =
Ta J)7 Ta ( J) . |27Th |o¢
j=1 (b — )a’ fOT hj #07

The choice of 7"[0? bl made in the definition is chosen such that functions in the
Sobolev space of smoothness a € N which are periodic will have the same norm
in this Korobov space. This is shown in the next lemma.

Lemma 6.1. For a € N and f € H(K KHerl ab]) C H(K, SOb [a. b]) we have

11 rcor taer = HfllKi?;[awb]-

Proof. As is the case in the unit cube we only need to consider partial derivatives
of order 0 and « in the norm of the Sobolev space when the function is
periodic as all the interior integrals vanish due to the periodicity, see (6.5). For
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f,g¢€ H(Kfj’[a’b]) we can thus write

Fa) s = / / ) () de_
< >KZ,§ B Z [am,bm] [a—m,bfm] ( ) ?

7€{0,a}
w:={j:Tj=a}

(/ g(T)(m) dw—m) day, .
{a—nub—\u]

93
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Therefore, for f € H(KKOY’[a’b]) and T € {0, a}? we have, with v = {j : 7; = a},

a,d

2
[ ) @)
[am 7bm] [a,m ,b,m]

a 2mih)®  ja; b,
:/[ bw] Z Jﬂyb](h) H((b.].)wgljjb](xj)

hezt jEw
h;j#0 for jer

b,
H / JQD[aj’bj]((L")dx- dx
) hj J J o

— A[a,b]h
/[] S 7 <>[

hez? jew
hj;éO for jew
h;j=0 for j&w

2
(b. _ a,)1—1/2 da
J J o
J¢w
2

I Ve —a; / ST Fe¥(hy;0 )

jgm [(lm,bm] h\UG(Z\{O})|m|
2
(27Tlh) [G.J b]]
H (b; _aj.)a h;j ( j) dzy,
jer I J

> | fetdm

hyoe(z\{o})!™!

‘ 2
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and thus for f € H(K Kor la. b])

1 er s = D 1T R [ ()]

heZd
= 2 S |FEm| e R = 11 e
wC{l,....,d} hyp €(Z\{0})I®] a,d

O

Since we will apply a scaled lattice rule to a function in H(Kg)(g’[a’b]) we show

how to bound the error.

Proposition 6.2. For f € H(K, Kor la. b]) C H(K, SOb ]) the error of using an
[@,b]

n-point lattice rule with genemtmg vector z € 7% and scaled nodes p; can be
bounded as
d
LS s = [ sio)as
[a,b]
p 1/2
a,b _
S e D DR GO | [UR
o 0£hEAL (z,n) j=1
4 1/2
< ||f||KKodr,[a,b] H max(1,b; — aj)a+1/2 Z [Ta,d(h)]*Q 7
- j=1 0£heA* (z,n)

where A+ (z,n) :={h € Z?: h-z =0 (mod n)} is the dual of the lattice. The
norm || f|| gxor a0y can be replaced by the norm in the associated Sobolev space
a,d

since ||f||Ki<;;,[u‘b] = ||fHKzo;,,[a,b] for the spaces here defined.

Proof. First we note that

d
7o) ] Vo —a; = f(z) d
j=1 [a,b]



96 LATTICE RULES FOR INTEGRATION OVER R¢

Therefore
d
(b —a;) &
Hj_l( J J) Zf(pga,b}) . f(.’]}) dx
n izl [a,b]

d
Mvea| X 7em,
Jj=1

0#£heAL(z,n)

where we made use of the character property, for t € Z,

1 o
Zexp(%riti/n):{ov it¢ 0. (mod n),
n 9

| otherwise,

with ¢ = h - z. The result now follows by multiplying and dividing with r([z;ib] (h)
and applying the Cauchy—Schwarz inequality to arrive at the norm of f in the

Korobov space H(K, fi;’[a o, O

6.3 The Bernoulli polynomial method as a projec-
tion

In this section, we are going to introduce the Bernoulli polynomial method
introduced by Korobov [40], and also considered by Zaremba [94]. This method
connects two different spaces: the unanchored Sobolev space and Korobov space.

6.3.1 The Bernoulli polynomial method on the unit cube

In this section, we review the method and conclude that this method coincides
with an orthogonal projection from an unanchored Sobolev space H (K E?; ) toa
Korobov space H(K, 57‘2[) where those two spaces have exactly the same norms

for a function f € H(KEY) C H(K5%). In Section 6.4, this projection will be
used for measuring the non—period1c1ty of a function.

In [40], the Bernoulli polynomial method was originally introduced. In the
present paper, to introduce the method we follow the definition by [7, 80] for
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the sake of notational simplicity. Define the recursion

Fgy(z) = f(z), 1
B, (x;) [071F, (=)
Fy(w) = Fyy(@) - > == [ a7
Tj=1 77 axj 2;=0
B, (x;) 107 F,_y(@) ,
= Fj_y(z) - Z ol ’ /o (9[;77] dx; forj=1,...,d,
Tj:1 J

(6.8)

where we used our assumption that for our function f all derivatives up to order
a — 1 are absolutely continuous such that we can replace the difference by an
integral. The final function

F = F] [d]

now has the property of the Korobov space in that it satisfies that all
derivatives up to order a — 1, in all dimensions, have matching boundary
values. Furthermore, since the Bernoulli polynomials integrate to zero, the
integral of F' is equal to the integral of the original function f.

From the recursive definition above we can reach the following expression (see
[94, p. 61]):

u BTj(x') -
Fa) =i+ Y oM |72 / SO (@) dey. (6.9)
0#£71€{0,...,a}% jeu 7 [0,1] 1w
u:=supp(T)

We remark that the product over j € u can be replaced by the full product
over j = 1,...,d since By(x)/0! = 1. In the proof of the next lemma we
demonstrate that (6.8) and (6.9) are the same by an inductive proof, as this
formal method returns later in the proof of Lemma 6.4 and Proposition 6.5. We
remark that (6.9) can also be written in terms of differences as in the first form
of (6.8), but we write the integral form for conciseness, using our assumption
that all derivatives up to order oo — 1 are absolutely continuous.

Lemma 6.3. The recursive definition (6.8) and (6.9) are the same.

Proof. We prove this inductively. We start with the base case and obtain
immediately from (6.8) that

Fy@= Y (-nH Y HL@ /[O N 00 () dzy,

. Tj
uC{1} Tuw€{1,...,a}lul | j€u
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since for u = () we have 71 = 0 and obtain f(x) = Figj(x), while for u = {1} we
obtain the sum over 7 = 7; from (6.8) with Fig)(z) = f(x). Now assume the
first j — 1 dimensions are handled and Fj;_; can be written as follows (by the
induction hypothesis)

Fin(@) = > (O > HBTJTi(TJ)

uC{l,....,j—1} Tue{l,...,a}lvl [jeu J°

e

then, by the recursion formula and the same reasoning as for the expression of
the base case,

Fip() = > () > >y Hw

vC{i}  Tee{la}leluC{l,.j-1} TuE{Loapil [ge0
B, (z;

Hﬁ / / flremiznn 00 () day d,.

jew i [0.1]1%1 J{o, 11w

From this expression it is clear that we can merge the disjunctive sets u and v
to obtain

B, (z; _
F[j](:c) — Z (71)|u\z H# /[0’1]u f(n,..‘,TJ,O,‘..,O)(m) da,.

uC{l,...j}  Tu€{l,..a}lvl [jeu 7

The expression for Fig = F' can then be rewritten in the form (6.9) by pulling
out u = () to obtain f(x) and joining the sums over u and 7. O

Lemma 6.4. For a function f having mized partial derivatives up to order a—1
in each variable which are absolutely continuous and of which the derivatives
with the highest order o are integrable, the following holds for all x € [0,1]¢:

-l B, (x;) ) () dae
> (1 X I @

uC{1,....d} T.€{0,..., a}lu\ Jjeu
;=0 for j¢u
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where the integral over the empty domain [0, 1]'“' when u = () is the identity
operation. In this way the term for u = () in the left hand side corresponds to

(=D)f (=)

Proof. First we prove the one-dimensional case. For 7 =1,...,a — 1 define

1 n J—
:/0 f(T)(y)wdy'

Making use of the properties of the Bernoulli polynomials from Section 6.2.1
we obtain the following results. For 7 = 1,...,a — 1, using integration by parts
on F,(x) gives

/0 f(T) @)M dy

7!

r BT 1(%— T T 1(1'_y)
7w (:+1 1 /fH) (:4—1) dy

§T+1($) T+1
o F, —F(x) = ( (M (1) — £ 0 - (T+1)
+1(2) (x) (r + 1) )= f () 7_+1 f
We remark that the integration by parts, [udv = uv — [vdu, is valid since

u= f((y) is absolutely continuous for all 7 =0,...,«a — 1 and dv = (B, (z —
y)/7!) dy is Lebesgue integrable [75]. Therefore, using a telescoping sum, we
obtain

a—1 a—1 5 T 1
Fole) = Fu(e) = Y Fra(e) — Bolo) = 3 22 [y
= Z BTT('QC)/O fO(y)dy for z € [0,1].

(6.10)

Note that the last line is obtained by shifting the index and since B, () = B, (x)
for 7 > 2 and x € [0,1]. Furthermore, for 7 = 1, we can also use integration by
parts with the roles of u and dv interchanged, carefully splitting the integral at
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the discontinuity of By, such that for z € [0,1] we have

Fl(x):/; Bi(z —y) dy+/1 Bi(z —y)f'(y)dy
:/OmBl(x— dy+/lle—y+1)f()dy
:[Blmi y 0Jr 0 f

+[Bl(x—y+1 /f

= (@) + Ba(@)(f(1) — £(0)) + / f(v) dy

Substituting this into (6.10) then gives, for z € [0, 1],

o 1 1
Fulw) = 1)+ Y- 22 [ Oway [y

. B, (z 1 .
=—f@+3 T(; )/0 17 (y) dy (6.11)
7=0 :
m By, () i
SED DRGEILIND DR ) o I A PN
uC{1} 72€{0,...,a}tll [JEu 7 (0,1] 1!
w={1H\u 7;=0 for jEu

(6.12)

where the last line is already written in the notation of the multivariate statement
since this is the form we want to use further down. In other words we have
obtained the following series expansion with remainder term, for z € [0, 1],

f<x>=2 ()/f“ )y /B i@y, (6.13)

To derive the multivariate claim we will apply (6.11) recursively, starting from
the following expression, where we apply (6.11) for the first dimension in the
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form of (6.12) such that the sums over u and 7 can be moved to the front:

/[\O,l]d

d 1
Ba(l‘ _y) Ba(x —Y ) a,...,o
:/[0 1jd—1 H I /0 ) dy dy_q1

al

j=1

d
_ Ba(xj — y]) (0,ct;...,cx)
- /[0,1]“‘1 11 ! o y-qp)

S VCLIED S|
uc{y rec{o, oyl Liew T
w:={1\u 7;=0 for jeu

/[071]u| /[0’1]d1

d

EQ(ZL" _y) T1,Q. ey
HQ* FOe (@ y ) dy_py | da,
j=
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where y_gqy = (y2,...,y4) is the complement w.r.t. the full dimensional set,
ie, {1,...,d}\ {1}; at this point the part under the outside integral on the
second line of the previous expression is of the form we started from and we
repeat the procedure now for the second dimension to obtain

B )

- ) Br,(@;) Bal®; = y5)
S T L T

” Tj- ”
_uC{1} ru€{0,...,a}lel [icu Y j=3
w={1}\u 7;=0 for jeu

al

1=
B (x2 — -

/ (2 y2)f( 1’a7---’a)(w1,y2,y{172})dy21 dy{172}‘| dx,,

0

_ Z (_1)|§| Z H 3717(?3)
_uC{1} T.€{0,...,a}tl [JEU K
w={1}\u 7;=0 for jEU

YOGS HBT;J(.T”

vC{2} 70€{0,...,a}!vl [J€0
v:={2}\v 7;=0 for jE€vL
Bl — v,
/ / / HM f(Tl’Tz’a """ OK)(331,JU2,’SI—{1,2})dy—{1,2}
o111l o, il | J[o, 142 | 525 a:

dx, dx,

PRSI Y
_ wC{1,2} T €{0,... .} [JEW i
w:={1,2}\r 7;=0 for jEW

al

4 =~
| I Ba(‘rj_yj) (T1,72,00,...,)
T1,T2,00,..., d d
/[0,1]m /[0,1]d2 5 / (1,029 1.2) W12} | AP,
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and therefore

_ _1)d—1ul 73”(%) (™) () dz
= > (-1 > | /[o,l]ulf (z) da,.

, 75!
uC{1,...,d} T.€{0,...,a}tl [JEU
7;=0 for j¢u
This concludes the proof. O

It is useful to compare the representation of a function f as in the previous
statement to other possible representations.

Proposition 6.5. For a function f having mized partial derivatives up to
order o — 1 in each wvariable which are absolutely continuous and of which
the derivatives with the highest order a are integrable, we have the following
equivalent representations:

(i) series representation in terms of Bernoulli polynomials with remainder term

_ _1)lul+1 T\ (m)
fwr= 3o 0 ST I [ e du,
P#uC{1,...,d} Tu€{0,.aplnl [dew Y [0.1]
7;=0 for j¢u

(i) series representation in terms of Bernoulli polynomials with mized remainder
terms

CEIDSICICND S |

uC{1,...,d} 7,€{0,...,a}tl [J€U
Tj=a for j¢u

/[0 y HM ) (y) dy.

al
j¢u

Proof. Representation (%) follows immediately from Lemma 6.4. For representa-
tion (77) we start from the one-dimensional form (6.13), which, says that for all
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such f and for all x € [0, 1] we have the representation

< BT((E) ! r lga(xf ) a
10 =320 [0 [

By (z) | [! Ba(z; — yy)
_ 1) 5 \Tj al\Tj — Yj (m1)
=2 (- > Hiﬁl /0 Hia! ST (yr) dy.
uC{1} 744{0,...,a}"l €U JEU
w={1}\u Tj=a for jEu

If we apply this expansion dimension by dimension then we arrive at the claimed
form with the proof technique of Lemma 6.3. O

We note that representation (i4) from Proposition 6.5 is equivalent to the
following form which was used in [19, Equation (3.13) in Theorem 3.5]

o= Y Y oy | T 2
wC{l,...,d} vCw T\ €{L,.,a}P\el [ jEw\D i

Tj=a for jev
7;=0 for j¢w

Ea(l“j—yj) ()
/W I 2ol =) | gy ay

al
IS

by considering j ¢ u in the formula for (i) to be j € v in this formula, and
using Bo(z)/0! = 1 and we already used Bo(z — y) = (—1)*Ba(y — z) in
comparison with the original formula in [19]. The latter formula is advantageous
if considering weighted spaces or when access to the ANOVA decomposition
of f is required. The advantage of representation (%) over (ii) and the equivalent
form just discussed is that (i) does not contain productb with other Bernoulli
polynomials when considering the term with H B (x; —y;)/a!. This is
useful when one needs to evaluate or bound each term of the expression, e.g.,
see Section 6.4.

Now we are ready to state the main result of this section.

Proposition 6.6. Let f € ”H(KE?(}’), then we have

P(y) = (L EST(9)) s

where F is the function obtained by applying the Bernoulli polynomial
method (6.9) to f. Therefore, the transformed function F does not have a
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bigger norm than the original function f,
[ cxcor = N[l geser, < NI fllcsop-

Proof. For this proof, we introduce a shorthand notation for the result of
Lemma 6.4. Instead of writing 7, € {0,...,a}" we write the multiindex
T € {0,...,0,0}% where now whenever 7; = 0 this would be j ¢ u in the
original notatlon In other words we use

Yo Am = Y Yo A,

7€{0,...,a,0}¢ uC{l,...,d} ‘rue{(],.“,a}‘"‘
7;=0 for j¢u
for any function A defined on {0,...,a,0}¢. Lemma 6.4 can then be written as
d

Z Iul

TG{O,‘..,a,ﬁ}d Jj=1 [0,
w={im;=0)

d
:/[ [] 2 | ey ay,

where for the derivatives and B (z)/7! we interpret 0 = 0. In the following we
will use this with  and y interchanged and where the derivatives of order «
in the right hand side appear for a certain subset to C {1,...,d} such that the
left hand side is modified accordingly. More precisely, for given ro C {1,...,d}
and T_p = T{1,.. d}\n = 0 we will use

1 By, (y;) T
Z (=D H ;'7'] /[0 il I W Y @) Y

g

Tw€{0,...,0,0}™! JEW
u:={j€r:7;=0}
7;=0 for j¢w
B Yj — X4
:/ M f(am,O_m)(mm,m_m)dxm’
[0,1]1] a!

JEW
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which, after integrating on both sides over x_, gives

u BTj (y) T
> M= / () dy_g
T €{0,...,0,0}™! jEW J° [0,1]4= ]
w={j€mw:7;=0}
7;=0 for j¢w

al

B / H E(XL — 73) flow0-w) () de,
[0,1]

JEW

where —u = {1,...,d} \ u. Note that the products over j € w can as well be
written as j € {1,...,d}.

We now start by expanding the inner product of the Sobolev space K SOb for f
and the kernel of the Korobov space K(}fff with one input fixed to y:

Kor — (T)CII T
SRS D) o = 3 /[Wl (/{mwlmf (2)d )

7€{0,...,a}¢
KX (@, y) da_y | d
[0 1]d—\m| (337'9) w—m 33\‘07

w:={j:7;=a}

here we have, cf. (6.4) and (6.1),

d ~
Bog—r,(xj — yj)
Kor a+1 a—Tj J J
R |

j=1
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hence integrating with respect to z; with j € —w, i.e., 7; # «, vanishes unless
7; = 0. Therefore only 7; = 0 or 7; = a remain and we obtain

<f7 K(,If,ct)ir(ay)>K§o;)

I
-3
.
8
VR
T
=
Q
+
=
™
Q
—
8
<
&
~__—
(o}
8

I
i
a
&
Q
&
=
<
=
R
o
°
|
g
&
o,
8

u BTj(y') T
=Y =yt EF ] / Cf(y)dy_g
WC{ld}  ref0,..a0}"! jew T [0,1]4~ 1%

ﬁ::{jem:rjzﬁ}
7;=0 for j¢w

| B )
_1)d-1a 5 \Ys () _
> (D) [ /[Ow_ulf (y)dy_g  (6.14)

re{l,...,a,01¢ j=1 7
w:={j:7;=0}

where we applied Lemma 6.4 as laid out in the beginning of the proof and where
in the last step we used the inclusion-exclusion principle

d

YA = > A=) A 44 (1) AT)
T7€{1,...,a,0}¢ 7€{0,...,,0}¢ Jj=1 T,{j}G{O,...@,a}d_l 7=0
Tj=
= > (=pr > A(T),
wC{1,...,d} T‘I,E{O,...,a,ﬁ}“"‘
7;=0 for j¢w
for any function A(7) defined for multiindices 7 € {0,...,«,0}¢ and we took

Atr) = (- | ] 22 /Wlu 17 () dy .

7!
jEw J

with = {j : 7; = 0}. We conclude the proof by noting that (6.14) and (6.9)
are the same by our definition of the symbol 0. O
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Projection using the inner product

f e H(KSD)

P ara e L ~Kor
Korobov space H(K o)

—

Figure 6.1: Interpretation of the Bernoulli polynomial method in terms of
reproducing kernels.

F

We remark that in [40, 94] it is proved that the norm of the integrand does not
increase by this Bernoulli polynomial method but in a different space setting:

d
R C
o= f € Lo((0.1)%) : |F(h)| < [I max(L, [y +T) [~

where C' is a positive constant. Those spaces are embedded in our Korobov
spaces with the same smoothness «, which means we have more general results.

6.3.2 The Bernoulli polynomial method on a box

We first generalize Lemma 6.4 to a general box [a, b].

Lemma 6.7. For a function f having mized partial derivatives up to order a—1
in each variable which are absolutely continuous and of which the derivatives
with the highest order o are integrable, the following holds for all x € [a, b]:

d—1u| Bkjl-j ] (z5) ()
Z (1) Z H — b ]f () dzy
J @y ,0y

uC{1,...,d} T.€{0,...,a}tl [JEu
7;=0 for j¢u
d 5la;,bj]
By (x5 —yj +ay .o
:/ H ( J' J i) Flanes )(y)dy.
[a,b] i=1 (o

Proof. The proof is similar to the proof of Lemma 6.4. We show the one-
dimensional results which follow from the properties of the scaled Bernoulli
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polynomials from Section 6.2.1. Define

b pla.b]
a o, Bri(x—y+a
Fetia) = [ 10) boyta)g,

T:

then, as is the case for the interval [0, 1], we here obtain, for 7 =1,...,a — 1,
using integration by parts,

a,b
[a,b] [a,b] _ B£+1] T+1)
F‘r+1 (LC) - F'r ’ ( f

We also obtain for F! {“’b} using integration by parts with the terms interchanged
and for = € [a, b]

[ By ) ay

b ~
/ B“bx—y+a>f<y>dy+/ Bl —y+a)f'(y)dy

+

b
- / B (e — y 4 a)f (y)dy + / B (@~ y 4 ) (y) dy

+

= {Bga’b](xfwa)f(y)ri [ %d

Yy=a a
b b
+ [Bﬁ“’b] (x—y+b)f (y)} et lf (_yl d

b
= f(@) + B @) (f(b) - f(a) + B (2) / f(y) dy

Therefore we have the following representation for one-dimensional functions
on [a, b]

B[ab] b Blotl g _
o= 3 2 [ ogay - [P ERE D o0y, 69

7=0

Using the same induction argument as Lemma 6.4 the result for the multivariate
case now follows. O

Using this result we can represent functions in H (K
in ”H(KE?;’), cf. Proposition 6.5.

S?; e, b]) similarly as those
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Proposition 6.8. For a function f on the box [a,b] having mized partial
derivatives up to order o — 1 in each variable which are absolutely continuous
and of which the derivatives with the highest order a are integrable, we have the
following equivalent representations

(i) series representation in terms of Bernoulli polynomials with remainder term

laj.bsl (.
f@y= > (=)Mo HBTi.(x]) /[ b]f“)(m_u,yu)dyu

0#uC{1,...,d} e €{0,...,a}lul [J€U J
;=0 for j¢u
d  Blaj,bjl
Ba] j(x'fy'+a') « «
+<1>d/[b} 11 LB ) ) ay,
a j=1

(i) series representation in terms of Bernoulli polynomials with mized remainder
terms

)= Y pi Y

uC{1,...,d} T, €{0,...,a}!
Tj=x for jill

[aj,b;] Slaj,bjil
B (x; BY ey — g+ ay) | o
I 1 d /[b] [ ] s — v +a5) F(y) dy.
a

) 7! al
jeu J j¢u

Proof. The proof is similar to the proof of Proposition 6.5, making use of the
one-dimensional representation (6.15). O

Sob la,b] .

We are now ﬁnally in a position to show that K, is in fact the reproducing

kernel of H(K, SOb ) by making use of the representations just given.

Sob [a,b]

Proposition 6.9. Then function K , given in (6.7), is the reproducing

kernel corresponding to the inner pmduct (6.6) of the space H(K, SOb [a, b]). That
18

Ko™ Cy) sonion = f(y) Yy € a,b] and Vf € MK ).
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Proof. We need to calculate

<f7 SOb la, b]( Sob [a,b] Z / </ ] f("")(,’]}) dm_m>
am,bm ll w 7b—m

7€{0,..
w:={j: Ty_a}

(/ Kio;’[a’b](f)(w,y) dwm> Az,
[@a—w,b ] '
For T € {0,...,a}?, we have

« a’J7b] a
G ) B )

> i
=, (r" = 1)! i

a;,bj a;,b; =la;,b;
B‘[X*Tj](xj) B J7bj](yj) o+l Bgajfé] (z; —y; +a)
+(-1)
(20& — Tj)!

d
Sob,[a,b] ()
Kopted (w,y>:H<
j=1

+ (b — ) (oo —75)! al

Therefore, integrating over x; when 7; # o gives

a_w,b_n

a;,b; a;,b; Rlaj,b;
- HM H (B([, ](yj) 4 (- 1)a+1B[ ](fﬂj—yjﬂLaj))
al a! '

7;!
jé¢w J j€Ew

It follows that

(f, K Sob [a, b]( ,y)}KSOb,[a,b] _ / (/ f(-r (z)dx_ m)
a,d [@w bw] [a_w,b_ 1]

TG{O, Ladd
w:={j:r;=a}

[aj.b;] laz,b;] Blaj,b;l
BT_ . aJ 3 . aJ 3 oy .
T 2 ) H(B W) | (_pyorr BE s y;m)) .
a!

.| |
Tj- .

j¢r jEW

which is equivalent to representation (i) in Proposition 6.8. O

We can now state the Bernoulli polynomial method on a box [a, b] and also
observe that this is an orthogonal projection, cf. Proposition 6.6.
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Proposition 6.10. Let f € H(KS?;’[a’b]), then the modified function Fl*bl ¢
H(Kizr’[a’b]), obtained by the Bernoulli polynomial method on the box [a,b], is

equivalent to the orthogonal projection on H(K?er’[mb]), i.e.,

)

lajsbil .
Fledle)— f@)+ Y (- [T 2 /[ b}ﬂ”(m)dwu

y Tj:
0#71€{0,...,a}? JEU
u:=supp(7)

= (f, Kcli(;r’[a’b](.’w)>KSOE’[a'b]’

with [ig 4 Flabl(g)dx = Jiap f(x) dz. FPurthermore

[a,b] — [a,b]
| £ HKS;’;’[‘I"’] = || F* ||K§§:=[a,b1 < Hf||K§7§v[a>b1-

Proof. The proof is the equivalent of the proof of Proposition 6.6 but then
making use of Lemma 6.7. U

6.4 Error analysis for integration over R’

In this section, the integration error for approximating an integral over R¢
using a scaled lattice rule is shown. Our proposed algorithm is simple: first
we truncate the domain to a box [a,b], and then we apply a lattice rule to
compute the integral f[a,b} f(x)dz. We assume that the function f and its
derivatives decay fast enough, so that we can exploit the fact that the bigger
box we truncate to is, the smaller the orthogonal complement of the projected
function becomes. We start with the following lemma.

Lemma 6.11. Let A(z,n) be the nodes of an n-point lattice rule with generating
[a,b]

7 )

vector z. The integration error of using the scaled lattice rule, with nodes p
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( SOb [a b])

to integrate a function f € H is bounded by

[0 = ) &
) /[a’b]f(w)dw

1/2
d /

< ||f||KCS!L;>}l),[a,b] H max(1,b; — aj)oz-&-l/Z Z [Ta,d(h)]—Q

Jj=1 0#heAL(z,n)

)

n

n ‘H?Nn —a;) z”: (FW’] (pga,b]) _ f(pga,b]))
=1

where the term (3o pent (zn)[Ta.a(h)]” 212 s the worst-case error for a
1

standard lattice Tule on the unit cube [0,1]%. There evists such lattice rule
A(z,n) for prime n,

1/2

S )] <, 0B

no
0£heAL(z,n)

where Cq, 4 s a constant only depends on a and d.

Proof. We apply the triangle inequality and Proposition 6.10 to obtain

‘H“ Zf - [ fa)da

[@,b]

d n
- ‘Ha—ﬁbﬂ‘“i)z platl(pladl) / Flobl (z) de
n . [a,,b]

d n
(b5 = a5) S (F[a’b] (pl*t) — f(pga’b])) | :

i=1

The result now follows from Proposition 6.2 and the fact that F1%®! is obtained
by a projection such that || F[®?] || oo, lab) = || L] (| gesov.tab) < | ] sob.ta.0)-
a,d «o,d a,d

For the existence of such lattice rules, we refer to [80, Section 4]. O

The previous lemma tells us that the integration error of a non-periodic function
on the box by a lattice rule is bounded by a sum of two terms: the integration
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error of the projected function F[®?! and the approximation error of the
difference Fl®?l — f By asking the function f and the derivatives to decay, we
will be able to obtain higher order convergence. We will show this in the next
statement.

To make the statement for integration over R¢ we need to know how the norm
in H(K, SOb la, b]) of our integrand function behaves as the box grows larger.
Since our 1nner product (6.6) is an “unanchored” one, meaning that we first
integrate out all dimensions in which we take derivatives with lower degrees
than the smoothness « of the space, we cannot guarantee that for certain boxes
our norm becomes very small (e.g., some of these integrals might vanish for
non-zero functions). This would be different with a more classical norm in
which this inner integration is not present, and the outer Lo integral integrates
over all dimensions. In such a case the norm can only grow bigger when the box
increases. To be able to state results for arbitrary boxes using our unanchored
norm leads us to define a norm which captures the worst possible box as follows

||fHK2°§'* = [ai:]lng ||f||Kif’:'[a”b]'

We can now make the main statement of the paper.

Theorem 6.12. Suppose f € H(K, K500 “b]) for increasing boxes [a,b], i.e.,
| f|l esov.x < 00. If additionally, f satzsﬁes the following decay condition
a,d

1o = swp |exp(Blial) /7 (@) < o0,
zeR?
7€{0,...,a—1}¢

for some 8 > 0, then, by choosing the box proportional to n in the following way

.= [ Stogm, )]

and using a good lattice rule A(z,n) from Lemma 6.11, the integration error is
bounded by

d
—1(bj = aj) & a
im0~ 05) S Fe) - / flz)da

n i=1 [a,b]

(log n)®d

logn
QOB 4 ) LB

< C1(logn) | f|l s
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where the constants C1, Ca are independent of n and f but depending on «, 3
and d. Also the truncation error is bounded by the smaller rate

logn)d—!
< Gyl fllo,s 1B

fz) da — f(z) da
Rd

[a,b]

where C3 is a constant independent of n and f, such that the total error behaves
like

d .
‘Hj—l(l: Zf [a.8]) /f ) de

i=1

log n )24
< Ol + 1171 p) CE

)

where the constant C' is independent of n and f.

Proof. First we prove the bound on the integration error. Due to Lemma 6.11,
the integration error of the projected function FI[®?! is bounded by

‘Hﬂl ZF‘”’ [ty / Flo¥ (@) da

[a,b]

1/2

< Z [rla-bl (h)]~2 (|f||Ki(’,§,[a‘b]>

0£heAL (z,n)

d
< Z [Ta(h)}fz H(bj - aj)o‘ <||f||KZD;,[ab]>

0#£heAL(z,n) j=1

<[8 mor) (25 ().

0£heAL(z,n)
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For the approximation error on the non-periodic part, using Proposition 6.10
the following holds

‘ HJ 1 Xn: (F[a b [a b] f(pga’b])> |

i=1

_ H?=1(bj —a;)

n

> > <—n““[j bﬂ“%@dm]

i=1 \ 0#£7€{0,1,...,a}?
u:=supp(T)

 la_yb
T—u=P; _y

—ul

d B‘E_Z'J’ J](p[a’]5b ])

H ,J

75!
j=1 J

then, by using the decay condition of the integrand f, we have f(T=1-v)(z) <
exp(—Bllz|co) || flla,s =1~ % || flla,s for « being at the boundary of [a, b] with
any 7 in the sum, and by using the upper bound on the Bernoulli polynomials
(6.3), we obtain

Qe S S (21 ) ﬁ[b—%“*

=1 | 0#7€{0,1,....a}"
u:=supp(T)

since these terms do not depend on the lattice points anymore,

S SR CIES N (O

0#£7€{0,1,...,a}¢ Jj=1
w:=supp(7)

by bounding (b; — a;)™ < (b; — a;)* = (2a(logn)/B)*, we have

@ log n)*4
<2l llata+ 1) () ot
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For the truncation error, we have

f(x)de — (z)de
Rd la,b]

< / I/
R4\[a,b]

<2 [T s expl—pr) d i ar

a 1 (logn)d-1
o, B ne P

where C” is a constant only dependent on a and 3. By summing up all three
errors, we have proved the claim of the theorem. O

a5 OXp(=f#(l) d

<29C” d|| |

When the considered problem has slow decay, such as calculating expectations
under heavy-tailed distributions (e.g., the Student-t distribution and the alpha-
stable distribution with stable parameter smaller than 2), our method still works.
Those problems especially occur in finance and extreme value theory. We note
that for such distributions the classical Gaussian-type quadrature cannot be
constructed for arbitrary number of nodes since such distributions do not have
bounded moments for arbitrary order.

Theorem 6.13. Suppose f € H(Ki?;’[a’b]) for increasing bozes [a,b], i.e.,
| f|l gsov.» < 00. If additionally, f satisfies the following decay condition
a,d

1o = s [l2l%f(@)] < oo,
zeR?
7€{0,...,a—1}¢

for some 8 > ad, then, by choosing the box proportional to n in the following
way
d
[avb} = |:_na/,37na/5i| )

and using a good lattice rule A(z,n) from Lemma 6.11, the integration error
s bounded by

H;l:1(bj —aj) & [a,b]
it L= — x)dax
> f(p™™) /[a’b]f( )

n
i=1

1/2

<O flme [ BB E| S Call gy o),
" \0#heAt(z,n)
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where the constants C1, Co are independent of n and f but depending on «, 3
and d. Also the truncation error is bounded by the smaller rate

/@42 = < Gy fllap /9,

]f(ac) dx

la,b
where C5 is a constant independent of n and f, such that the total error behaves
like
< Ol gsone + [ flla) n=+ D) log n)°,
a,d

where the constant C' is independent of n and f.

Proof. The proof is equivalent of the proof of Theorem 6.12 with polynomial
decay and truncation region. O

6.5 Auxiliary results on the regular grid

If we use the regular grid, equispaced points on each coordinate, then we can
calculate the integration error of the non-periodic part more explicitly. Let us
denote the regular grid by

e o= o 1’”1} — (AT (),

m m

where the number of points n = m?.

Lemma 6.14. Let ||f|| xsob« < 00. If we truncate the domain to [a,b] and
a,d

apply the reqular grid Azeg(M) for the quadrature, then the integration error for
the non-periodic part has the following form

d
izt =) - 5 (Fle¥)(plet)) — f(plat)))

n Ton
PEATE(m)

- (=1l (W

m‘u‘
0#7€{0,1,...,a}¢
w:={j:7,=0}

Z<m> V{u 7@ d"”"] II ((bﬂ' T‘;;')TZ B (0>)

P, EATE zy=p, | Jj¢u

Jul
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Proof.

d
i s —a5) > (F[a,bl(p[a,b}), f(p[a,bl))

pEAT™(m)

d
_ w 3 3 ((1)|r|0

peNE(m) | 0£7€{0,1,...,a}¢
w={j:7;=0}

[a~,b']
BT'] J (p)
f(‘r) ) dx_ i MW
[ [, @ 1=

Tyu=P, j&u a
Now consider the terms for a fixed T

d

[15-,(b; — ay) - BY " (p))
D V{Mbu]f (2) da_, 11 )

.|
pPEATE (m) zu=p, \Jgu O
d u=pPy J

_ HjEu(bj - aj) ()
= il Z(m) [/[a_‘hb_u] [T (@) dz

PLEATT

Ju| Tu=Py

11 bj —ay T B (p))
- )

75!
J¢u P EAITE(m)

_ HjEu(bj B aj) (1)
= Il Z(m) l/{ambu] [(x) de_y

PLENTE Ty =p,

I <<bj _|)mB <0>> |

[u]

where we used

% > Brj(pj)ZBTj(O)’

— mTi
pj GA1 N (m)

which directly comes from the multiplication theorem of Bernoulli polynomials.
O
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By using this form, we can relax the condition of Theorem 6.12 to

d—
exp (Bllwlloo <1 - ”T||1+ad||7||0>) £ ()

[fllap == sup < 0.
zeR?

T€{0,...,a—1}¢

6.6 Numerical experiments

In this section, we numerically demonstrate our method. Due to the decay
condition which we require for the integrand, it is not possible to obtain
the worst-case error which is often calculated numerically in QMC literature.
First we consider an example against the logistic distribution for one and
two-dimensional settings

d
_ 11 Wz, + 10cos?(x;)) exp((x; — py)/s;)
@ = | = o, = s,

The exact values of [, g1(x)dx and f[a,b] g1(x) dz are possible to obtain by
using symbolic computation. Using those values, we compute the truncation
error, the cubature error in the truncated box, and the total error respectively
in Figure 6.2. The parameters for the integrand function are chosen to be
=3, s = 4 for the one-dimensional case and (1, u2) = (3, —3), (s1,52) = (4,4)
for the two-dimensional case. We choose z = 1 for the one-dimensional case and
z = (1,433461) for the two-dimensional case. We slightly take different numbers
of points n; and ns between one and two-dimensional cases with keeping the
same truncation domain [—(a/3) log(n), (a/B3) log(n)]¢ where we set 3 = 1/s.
For a we can take arbitrarily large and hence we fix it to be one of 1, 2, 3, 4.
Then we set no = 2%ny; meaning we add more cubature points in the box. This
is to see if the truncation error and the cubature error in the box converge with
the same speed, because often it is difficult to see the asymptotic behavior for
higher-order in multidimensional settings. Our aim here is to see if theoretical
error behavior matches with this numerical example.

In Figure 6.2, we see the truncation error

/ g1(x) dx
R4\ [a,b]

—Qx

b

in the first row. This error converges with n~¢ rate in d = 1 and d = 2 cases,
which confirms our choice of the truncation box [a, b] is correct. In the second
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row, we see the cubature error in the boxes

M- a) &
‘/[ (@) dw == — 3 g

n :
=1

For the case of d = 1, we see the expected order of convergence n~%. For the
case of d = 2, we observe small “bumps” but soon we see the convergence with
the same order. The third row shows the total error

d
=100 —a;) & a
/Rdgl(w)dw_njl(n)zgl(f’g ,b])

i=1

)

which is bounded by the sum of the truncation error and the cubature error. In

any cases the total error converges with the rate of n=¢.

Next, we consider an integrand that has only finite smoothness with known
exact integral value. Particularly, we choose

o o epCll3/2) 77
p@) === H| 3P

Integrating this function means calculating a product of fractional p absolute
moments of the standard normal distribution which have known exact values:

d

d p
/Rd ga(x)de =E |[T1X;PP| = ((ﬂ) F((erl)/Q)M(—p/Z 1/2,0)> ;

j=1 VT
where X = (Xi,...,X,) follows the standard normal distribution, I' is
the gamma function and M is the Kummer’s confluent hypergeometric
function. We choose d = 3 and p = 0.6,1.6,2.6. For the parameters
of lattice rules, we choose from n = 2* to n = 223 for the number of
points, and the corresponding generating vectors are the same ones from
Table 5.3 until n = 220, otherwise (n,z") = (22!, (1,768165,242667)),
(222 (1, 1737355, 261247)), (223, (1,3513381,901073)). We truncate the domain
to [a,b] = [—v/2plogn,/2plogn]? which can be obtained by the following
argument similar to [22, Theorem 2]. Let

fllas = sup |exp(Bllz(3) 7 (2)| < oo,
zcR?
7€{0,...,a—1}¢
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Figure 6.2: The error behavior for the integrand function g; with different
smoothness o and dimension d = 1, 2.
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for this normal distribution case. Then for any 8 < 1/2, we have

exp(—23||z||?
/ g2(x) de < ||92Ha,1/2—5/ de
R¥\[a,b] Ré\[a,b] Vo

exp(—f|lz3)

d
a,1/2—52 / dz.
O.ool\0bd /27"

< |lg2|

We have also

[ exp(~lel}) |
0,001\ 064 /2"

_ / exp(=pllllz) \ / exp(=flzl3) ;.
Ooclt /2" O™

2 ¢ exp(— B2 I
BT o]
)

Hence, by taking b = /(«/8)logn for arbitrary 3 close to 1/2, we can obtain

the convergence rate of n~® for the truncation error.
Using the exact values of the integrand, we plot the absolute error in Figure 6.3.

The integrand function g is at least smooth enough for obtaining |p| order
convergence. As expected, we see convergence slower than first order for p = 0.6,
which is not in H(Klsf;b’[a’b]) for any box containing the origin. For p = 1.6 we
see convergence faster than the first order but not more than the second order.
In case of p = 2.6, we also see convergence faster than the second order. Making
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Figure 6.3: The absolute error of our cubature method for the function g.

use of fractional derivatives can possibly explain the order of convergence which
we are seeing, because the integrand function can be p-smooth.

6.7 Chapter overview

Lattice rules for integration over RY was considered. We derived explicit
conditions where lattice rules can obtain higher order convergence. In our
new strategy of the error analysis, the integrand is divided into a periodic
part and a non-periodic part by orthogonal projection. The true value of the
integral of the periodic part is same as that of the original integrand. Then
the integration error of the periodic part is bounded by smoothness condition,
and the error of the non-periodic part is bounded by the decay condition. This
decay condition also helps to bound the truncation error and thus the total error
of the cubature is bounded by O((logn)?*?/n®) with n function evaluations.
The numerical examples confirmed the theory and showed different convergence
rates depending on the smoothness of the integrand function.

We considered an unweighted setting, meaning that there is no information
on the importance of a dimension for a given integrand function. It might be
possible to consider such weight structure that allows us to avoid the curse of
dimensionality even using the truncation strategy. However, this is out of the
scope of the present paper and remains as future work.



Chapter 7

Conclusions

In this chapter, we conclude this thesis with a summary and an outlook on
possible future works.

7.1 Summary

e In Chapter 3, we proposed a new numerical method which is a combination
of pseudospectral Fourier methods on lattice point sets and exponential
operator splitting methods for solving TDSEs. For the second order
exponential splitting, which is called Strang splitting, we proved error
bounds with explicit regularity conditions. We further compared our
method with a sparse grid-based method [26], and showed that our method
is more accurate and consistent with the theoretical results in high-
dimensional settings. Compared with the method in [26], one notable
advantage of our method is that Fourier transforms on lattices are always
unitary whereas the sparse grid-based method is not. Since Strang splitting
requires to use the Fourier transform on each time-step several times, this
non-unitarity theoretically causes the exponential error growth.

e In Chapter 4, we obtained higher-order convergence of the time
discretization error using higher-order operator splitting combined with the
pseudospectral Fourier method on lattices. We numerically demonstrated
our method with sixth and eighth order exponential splitting in two-
dimensional to eight-dimensional settings, and we obtained the expected
error convergence.
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e In Chapter 5, we applied the above method for the nonlinear time-

dependent Schrodinger equation by following [90, 91]. We conducted
numerical experiments for a three-dimensional problem which is relevant
to Bose-Einstein condensates in quantum physics. The numerical results
confirmed the higher-order convergence in time. We gave a theoretical
error bound given that a conjecture on lattice points holds. We validated
this conjecture numerically.

In Chapter 6, we proposed and analysed a new numerical integration
method on R%.  For analysing the cubature error, we gave a new
interpretation of the Bernoulli polynomial method. By using this
interpretation we decomposed the cubature error into two parts; a periodic
part which is in the Korobov space, and a non-periodic part. To handle
the error expression of the non-periodic part, we derived explicit decay
conditions for obtaining higher-order error convergence for finitely smooth
functions which are in unanchored Sobolev spaces.

7.2 Future works

Our contributions above can be applied to other problems. We list possible
future work below.

e The pseudospectral method on lattices combined with operator splitting

can be used for different problems such as time-dependent Dirac equations
[6] and seismic wave propagation [37]. We expect that lattice-based
methods work where the regular grid is applicable and one can make use
of the flexibility of the lattice structure.

Using lattice points for pseudospectral methods with different basis
functions is another interesting idea. Using tent-transformed lattice
points, function approximation with half-period cosine series is studied
in [43]. Therein, approximating functions with multivariate Chebyshev
series is also studied where an explicit CBC construction is given. Since
the pseudospectral Chebyshev method is a strong tool for solving different
types of PDEs, this method may lead us to solve such problems in high-
dimensional settings.

By using the analysis strategy used in Chapter 6, it can also be interesting
to consider projection between different spaces where the reproducing
kernel of the smaller space is explicitly known. Also, by using the
orthogonal projection, function approximation over R% can be considered.
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