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Abstract 

 

Mirror neurons are generally described as a neural substrate hosting shared representations of 

actions, by simulating or ‘mirroring’ the actions of others onto the observers’ own motor system. 

Since single neuron recordings are rarely feasible in humans, it has been argued that cross-modal 

multi-variate pattern analysis (MVPA) of non-invasive fMRI data is a suitable technique to 

investigate common coding of observed and executed actions, allowing researchers to infer the 

presence of mirror neurons in the human brain. In an effort to close the gap between monkey 

electrophysiology and human fMRI data with respect to the mirror neuron system, here we tested 

this proposal for the first time in the monkey. Rhesus monkeys either performed reach-and-grasp 

or reach-and-touch motor acts with their right hand in the dark or observed videos of human 

actors performing similar motor acts. Unimodal decoding showed that both executed or observed 

motor acts could be decoded from numerous brain regions. Specific portions of rostral parietal, 

premotor and motor cortices, previously shown to house mirror neurons, in addition to 

somatosensory regions yielded significant asymmetric, action-specific cross-modal decoding. 

These results validate the use of cross-modal multi-variate fMRI analyses to probe the 

representations of own and others’ actions in the primate brain and support the proposed 

mapping of others’ actions onto the observer`s own motor cortices.   
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Introduction 

 

Common coding of own and others’ actions seems to be a widespread phenomenon in the 

brain (Jeannerod, 2001; Ebisch et al., 2008; Keysers and Gazzola, 2009; Pulvemüller and Fadiga, 

2010; Mooney, 2014; Rizzolatti and Sinigaglia, 2016). In primates, it has been suggested that a 

special class of visuo-motor neurons, termed mirror neurons (di Pellegrino et al., 1992; Gallese 

et al., 1996), form the basis of such shared representations, by mapping others’ actions onto the 

observers’ own motor system. Although the proposed cognitive function(s) of these mirror 

neurons and their potential importance for a wide range of social skills and capabilities are still 

not fully understood (Hickok, 2013; Cook et al., 2014; Bonini, 2016), one current theory 

suggests that mirror neurons allow simulating observed actions goals onto the same motor goal 

representations in the own motor system (Gallese et al., 1996; Ferrari et al., 2005; Rochat et al., 

2010), and hence provide a straightforward way for understanding or predicting others’ actions 

(Rizzolatti et al., 2001, Rizzolatti and Sinigaglia, 2016). 

Since studying the functional responses of individual neurons is not possible in humans 

except in special cases (but see Mukamel et al., 2010), most studies investigating the human 

mirror neuron system have employed non-invasive techniques (like fMRI, MEG or EEG) which 

typically lack the resolution to demonstrate common coding at the single neuron level. The 

majority of these studies have taken the response of motor cortices to action observation or 

overlapping responses during action observation and action execution tasks as evidence for the 

presence (or absence) of mirror neurons (for review Oosterhof et al., 2013; Kilner and Lemon, 

2013). This approach has led to the suggestion of an extended human mirror system, even 

including areas typically considered visual (Caspers et al., 2010, Molenberghs et al., 2012), and 

extending well beyond those regions previously described in monkeys (Rozzi and Coudé, 2015). 

However, the validity of this approach has been questioned since these overlapping responses 

could be caused by 1) general effects of task engagement (different from the baseline condition) 

not directly related to action observation and execution (Oosterhof et al., 2013); or 2) two 

discrete populations of neurons with visual and motor properties (Dinstein et al., 2008).    

For this reason, other fMRI based methods like fMRI adaptation (Grill-Spector and 

Malach, 2001) and multi-variate pattern analysis (MVPA) methods (Haxby et al., 2001) have 

been proposed as more suitable methods for probing the presence of mirror neurons in the human 
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brain (Etzel et al., 2008; Chong et al., 2008; Dinstein et al., 2008; Lingnau et al., 2009; Kilner et 

al., 2009; Oosterhof et al., 2010, 2012a, 2013;  de la Rosa et al., 2016). The logic behind using 

cross-modal MVPA as a tool for studying the human mirror neuron system is that patterns of 

activated voxels associated with executing (or observing) a particular action should be more 

similar to the pattern elicited by observing (or executing respectively) the same action, when 

compared to the pattern elicited by a different action. In other words, the underlying assumption 

is that action-specific cross-modal (vision to motor or vice-versa) decoding is a key feature of 

regions housing mirror neurons (Oosterhof et al., 2013). So far, however, investigations using 

cross-modal MVPA to study common coding and the human mirror neuron system have yielded 

mixed results with respect to showing cross-modal and action-specific effects. While some 

researchers have failed to find cross-modal action-specific decoding between observed and 

executed intransitive actions (Dinstein et al., 2008), others have reported cross-modal action-

specific decoding between either visual and motor (Oosterhof et al., 2010, 2012a) or auditory 

and motor domains (Etzel et al., 2008). The aforementioned studies reporting cross-modal 

action-specific decoding are also inconsistent with respect to the brain regions showing these 

effects, implementing either parietal, premotor or even occipito-temporal (OT) cortices as loci 

yielding common coding or shared representations of own and others’ actions.  

 Here for the first time we employed similar cross-modal MVPA methods in rhesus 

monkeys executing or observing reach-and-grasp and reach-and-touch actions (Fig.1; 

Supplementary movies 1 to 4). Rhesus monkeys were trained to perform two manual motor acts 

with their right hand in the MR scanner: a reach-and-grasp movement (grasp execution, GE;  

Fig.1A,E) or a reach-and-touch movement (touch execution, TE; Fig. 1B,E). Both types of 

manual motor actions were performed in the dark, to exclude the visual feedback from seeing 

their own hand during the motor tasks. This ensured that cross-modal decoding (between 

observed and executed actions) could not be attributed to the mere fact that the monkey saw the 

same motor act in both cases. In different blocks throughout the fMRI runs, the monkeys were 

required to fixate on videos showing humans performing similar motor acts (Fig.1C,D,F) as in 

the execution tasks. These videos consisted of human actors either performing a reach-and-grasp 

(grasp observation, GO) or a reach-and-touch movement (touch observation, TO).  
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Figure 1. Experimental task design. 

A,B. Monkeys were trained to perform either reach-and-grasp (A) or reach-and-touch (B) actions in the dark in the 

MR scanner, while being cued on a screen placed in front of them.  

C,D. During different blocks in the same fMRI runs, monkeys also observed videos of human actors performing 

similar reach-and-grasp (C) or reach-and-touch (D) actions, while keeping their hand in the start position (indicated 

with a white line).  

E. Example of a reach-and-grasp (left panel) and reach-and-touch (right panel) action executed by a monkey in the 

scanner.  
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F. Frame of two action observation videos, depicting a human actor performing either a reach-and-grasp (left panel) 

or a reach-and-touch (right panel) action.  Red dot superimposed on the object in the video indicates fixation target. 

 

As a proof-of-principle, we examined in particular if key regions of the parieto-frontal 

mirror neuron system (parietal area PFG and premotor F5c) showed action-specific cross-modal 

representations that could be retrieved by means of cross-modal MVPA of fMRI data. In 

addition, since more recent electrophysiological studies in monkeys have also suggested the 

presence of grasping-related mirror neurons or mirror-like responses in additional regions like 

parietal area AIP, primary motor cortex F1 (or M1), dorsal premotor and ventrolateral prefrontal 

cortices,  we also investigated whether these regions yielded action-specific cross-modal 

decoding. Finally, since several human fMRI studies have suggested shared representations for 

own and others’ actions also in somatosensory cortices and in the OT complex (Keysers et al., 

2010; Oosterhof et al., 2010, 2013), we also included the presumed monkey homologues of these 

regions in the analysis. Importantly, performing these studies in rhesus monkeys allowed us to 

directly test the assumptions behind this non-invasive technique on brain regions known to house 

mirror neurons, which is not feasible in humans.  

Material and Methods 

Subjects  

 Two male (M1, M2) rhesus monkeys (Macaca mulatta, 4-6 kg, 3-5 years old) 

participated in the experiments. All animal care and experimental procedures met the national 

and European guidelines and were approved by the animal ethical committee of the KU Leuven. 

The details of the surgical procedures, training of monkeys, image acquisition, eye monitoring 

and statistical analysis of monkeys scans have been described previously (Vanduffel et al., 2001; 

Nelissen et al., 2005; Nelissen et al., 2011; Nelissen et al., 2017). 

 

Functional MRI fixation training 

 The subjects were trained to sit in a sphinx position in a plastic monkey chair (Suppl. Fig. 

1A, 1). Training took place in a mock scanner, while the subjects were directly facing a liquid 

crystal display (LCD) screen (Suppl. Fig. 1A, 5), which was positioned at 53 cm from the 

monkeys` eyes. During initial training they were required to maintain fixation within a 2x2° 
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window centered on a red dot (0.35 x 0.35°) in the middle of the screen. Eye position was 

monitored at 120Hz (Suppl. Fig. 1A, 6) through pupil position and corneal reflection (Iscan). 

During this training phase, the monkeys were rewarded with drops of fruit juice for fixating 

within the fixation window for long periods of time (often up to several minutes). 

 

 

Supplementary Figure 1. Monkey fMRI experimental setup for motor and visual tasks. 

A. During the fMRI experiments, monkeys were seated in an MR-compatible chair (1). A rotating carousel (2) was 

attached to the front of the chair and powered by an MR-compatible motor (3), which allowed a graspable object (4) 
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or an empty space (no object present) to be positioned in front of the monkey. Monkeys performed either reach-and-

grasp or reach-and-touch actions in the dark without visual feedback, while being cued on a screen in front of them 

(5). Eye movements (6) and hand movements (7) were monitored using MR-compatible cameras.   

B. At the hand start position (8) and at different places along the reach trajectory (9), optic fibers were positioned in 

order to track the hand position of the monkey during the scans. 

C,D. During the action execution tasks, monkeys were cued with small fixation points presented on the screen in 

front of them (see methods). At the beginning of a trial monkeys kept their hand in the start position (black arrow), 

while a green fixation dot was presented on the screen in front of them. When the color changed to blue, they could 

reach forward and grasp the object (grasping trial, C) or place their open right hand on the empty slot on the disk 

(touch trial, D) to receive a juice reward. Breaking of fixation or incorrect motor behavior would result in a trial 

abort during which a small yellow cross was presented on the screen (see methods).  

E, F. During the action observation tasks, monkeys fixated a red dot presented on the screen in front of them, while 

videos of human actors performing reach-and-grasp (E) or reach-and-touch actions (F) were presented. Monkeys 

were rewarded for keeping fixation while keeping their right hand in the start position (black arrow, E, F) 

G. During fixation-only baseline blocks, monkeys received juice rewards for fixating a red dot and keeping their 

right hand in the start position (black arrow). 

   

Visual stimuli 

 The visual stimuli consisted of video clips showing human actors performing two 

different actions: a reach-and-grasp or a reach-and-touch action (Fig. 1F). Supplementary Video 

3 and Supplementary Video 4 show one example of respectively, a reach-and-grasp and a reach-

and-touch action video. In total, eight different reach-and-grasp and reach-and-touch videos 

each were used: two female actors either grasped 4 different objects or placed their open hand 

next to these objects (Suppl. Fig. 2). This ensured there was some variation in 1) the actor, 2) the 

object and 3) the movement kinematics across the videos, while keeping the goal of the two 

types of videos constant: grasp or touch. In the reach-and-touch videos (Fig.1F; Suppl. Fig. 2B), 

the objects were always visible, in order to exclude the possibility that classification between the 

two visual conditions might be driven (partly) by the presence or absence of a graspable object in 

the video, which might modulate activity in parietal and premotor motor regions (Rizzolatti and 
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Fadiga, 1998; Murata et al., 2000). The size of the videos was 8.5 x 14 visual degrees. The 

duration of each video was 4 seconds. Thus, during a typical grasp observation or touch 

observation block which lasted 32 seconds in total, each of the eight videos would be presented 

once in a random order.    

 

 

Supplementary Figure 2. Videos of human actors performing reach-and-grasp and reach-and-touch actions. 

A. Reach-and-grasp action videos consisted of two female actors, each grasping 4 different sized objects.  
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B. Reach-and-touch action videos consisted of the same actors, each reaching forward and placing their hand with 

an open palm next to these objects.  

 

Motor tasks 

 The subjects were trained to perform two different manual motor acts: a reach-and-grasp 

movement (Fig. 1A,E; Suppl. Fig. 1C) or a reach-and-touch movement (Fig. 1B,E; Suppl. Fig. 

1D). Supplementary Video 1 and Supplementary Video 2 show one example of respectively, a 

reach-and-grasp and a reach-and-touch motor act performed by a monkey. For both motor tasks, 

we used a custom-built MR-compatible turntable (Nelissen and Vanduffel, 2011; Nelissen et al., 

2017). The turntable (Suppl. Fig. 1A, 2; Suppl. Fig. 1B) could be rotated through a gear and belt 

system, powered by an MR-compatible pneumatic stepper motor (Suppl. Fig. 1A, 3; Stoianovici 

et al., 2007). This system was computer controlled and was triggered by the scanner. The disk 

could rotate with a speed of 15 degrees per second. One of the slots on the rotating disk held a 3 

cm diameter sphere (Suppl. Fig. 1A, 4; Suppl. Fig. 1C), while another empty slot on the disk 

(Suppl. Fig. 1D) was used for the reach-and-touch task. The sphere was connected through a 

shaft to a small plastic weight below the disk (Suppl. Fig. 1A, 4). This allowed the object to fall 

back into place once the subject released it after completing the grasping movement. Both motor 

tasks were performed in the dark, to avoid neural modulations due to visual feedback from the 

hand and arm or the object. During the first trial of a motor block, the subject reached forward 

and felt the presence or absence of the object in front of him. Subsequently, the subject would 

either continue to grasp the object or to place his open hand on the empty disk, for the remainder 

of the trials in that particular motor block (Nelissen and Vanduffel, 2011; Nelissen et al., 2017). 

In each fMRI run, the subjects would perform the two motor tasks in blocks of 32 seconds. In 

any given motor block, approximately 7 to 8 motor actions (either reach-and-grasp or reach-and-

touch) were performed.  

For the reach-and-grasp task, a trial started when the monkey placed his hand in the start 

position (Suppl. Fig. 1A, 8; Suppl. Fig. 1C, black arrow) and fixated on a green fixation point 

displayed centrally on the screen in front of him (Suppl. Fig. 1C). If the monkey removed his 

hand or stopped fixating before a certain random time (varying between 500 ms and 1500 ms), 

the trial was aborted and a yellow cross was displayed until the monkey again placed his hand at 

the starting position (Nelissen and Vanduffel, 2011; Nelissen et al., 2017). After a variable 
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fixation time (between 500 to 1500 ms), the green fixation point changed to blue, indicating to 

the monkey that he could now reach and grasp the object with its right hand (Suppl. Fig. 1C). 

Trials where the subject failed to grasp the object within 2000 ms were immediately aborted. 

After the monkey had grasped the object, he was required to lift it 5 mm and hold it in that 

position for at least 530 ms (maximum holding time 2000 ms) to receive a juice reward. After 

delivery of the reward, a new trial started (green fixation point) as soon as the monkey returned 

his hand to the initial starting position while keeping fixation. At the hand start and end positions 

of the reaching trajectory, as well as at three locations along this hand/arm trajectory, optic fiber 

cables were positioned (Suppl. Fig. 1B, 9), which allowed us to track the location of the 

monkeys` hand/arm and to record the timing of the execution of the motor tasks (Nelissen and 

Vanduffel, 2011).  

During the reach-and-touch task, the disk was rotated so that an empty slot that did not contain 

an object was positioned in front of the monkey (Suppl. Fig. 1D). The monkey was required to 

reach forward and place his open hand on the disk (Suppl. Fig. 1D). The visual signals used to 

cue the monkey and the timing parameters were exactly the same for the reach-and-grasp task as 

they were for the reach-and-touch task. The monkey was required to leave his open hand on the 

disk for at least 530 ms in order to receive the juice reward. As for the reach-and-grasp task, 

optic fibers monitored the position of the hand.  

 

Visual tasks 

During different blocks in the same fMRI runs, monkeys also observed videos of human actors 

performing reach-and-grasp (Fig. 1F, Suppl. Fig. 1E) or reach-and-touch (Fig. 1F, Suppl. Fig. 

1F) actions. During these visual blocks, which lasted 32 seconds each, monkeys were rewarded 

for fixating a red fixation spot while videos were being displayed on the screen. During these 

action observation fixation blocks, monkeys were required to keep their right hand in the start 

position (Suppl. Fig. 1E,F, black arrow). Finally, during a fixation baseline condition, monkeys 

were rewarded for fixating on a red fixation point only (Suppl. Fig. 1G), while keeping their 

right hand in the start position (Suppl. Fig. 1G, black arrow). In case subjects broke fixation or 

removed the hand from the start position during the visual blocks, reward delivery would 

immediately be stopped and a small yellow cross would be presented instead of the red fixation 

target. Performance during the fMRI tasks was monitored using both optic fibers (Suppl. Fig.1B, 
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see Methods) and an MR compatible camera (MRC Systems, Heidelberg, Germany, see Nelissen 

and Vanduffel, 2011; Nelissen et al., 2017).     

 

Scanning 

 Functional images were acquired with a 3.0 Tesla full-body scanner (Siemens), using a 

gradient-echo T2*-weighted echo-planar imaging sequence (40 horizontal slices; TR, 2 s; TE, 17 

ms; 1.25 x 1.25 x 1.25 mm
3
 isotropic voxels) with a custom built eight-channel phased-array 

receive coil, and a saddle-shaped, radial transmit-only surface coil (Kolster et al., 2009). 

 Before each subject`s scanning session, a contrast agent, monocrystalline iron oxide 

nanoparticle (MION), was injected into the femoral/saphenous vein (6-11mg/kg). The contrast 

agent improved the contrast-noise ratio approximately fivefold (Vanduffel et al., 2001) and 

enhanced spatial selectivity of the magnetic resonance (MR) signal changes (Zhao et al., 2006), 

compared to blood oxygenation level-dependent (BOLD) measurements. While BOLD 

measurements depend on cerebral blood volume (CBV), blood flow, and oxygen extraction, 

MION measurements depend only on blood volume (Mandeville et al., 1999). Herein, we have 

inverted the polarity of all signal-change values to account for the difference between MION 

CBV and BOLD activation maps (i.e. increased brain activation produces a decrease in MR 

signal in MION CBV maps).  

 We used a block design, with alternating blocks (or epochs) of fixation only, reach-and-

grasp execution (GE), reach-and-touch execution (TE), reach-and-grasp observation (GO) and 

reach-and-touch observation (TO). Each epoch consisted of 16 volumes (32 seconds). A 

complete run totalled 9 min and 14 seconds, during which 277 whole-brain volumes were 

acquired. A typical run consisted of 5 volumes of fixation only – 16 volumes fixation only - 16 

volumes GO – 16 volumes fixation only - 16 volumes TO – 16 volumes fixation only - 16 

volumes GE – 16 volumes fixation only - 16 volumes TE – 16 volumes fixation only - 16 

volumes GO – 16 volumes fixation only - 16 volumes TO – 16 volumes fixation only - 16 

volumes GE – 16 volumes fixation only - 16 volumes TE – 16 volumes fixation only.  In total, 4 

different orders were used during the fMRI experiments in both monkeys, two of which that 

started with the visual conditions (GO – TO – GE – TE and GO – TO – TE – GE) and two orders 

that started with the motor conditions (GE – TE – GO – TO and TE – GE – GO – TO). A total of 
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20 runs from each subject were used for the multi-voxel pattern analysis, acquired in 4 separate 

fMRI sessions for monkey M1 and in 2 separate fMRI sessions for monkey M2.  

 

Behavioral performance during fMRI runs 

Monkey M1 made on average 13,55 reach-and-grasp movements and 14,75 reach-and-touch 

movements per run. Monkey M2 made on average 16,95 reach-and-grasp movements and 16,55 

reach-and-touch movements per run. Eye movement analysis showed that there was no 

significant difference in fixation performance between both action execution conditions in either 

of the 2 monkeys (monkey M1: on average 5,7 saccades/min during both the reach-and-grasp 

motor task and the reach-and-touch motor task, p = 0.083; monkey M2: on average 3,9 

saccades/min during the reach-and-grasp motor task and 5,8 saccades/min during the reach-and-

touch motor task, p = 0.054). In addition, no difference was found in fixation performance for the 

action observation conditions in either of the 2 monkeys (monkey M1: on average 5,8 

saccades/min during both the reach-and-grasp observation condition and the reach-and-touch 

observation condition, p = 0.276; monkey M2:  on average 3,8 saccades/min both during the 

reach-and-grasp observation condition and the reach-and-touch observation condition, p = 1). 

   

Definition of Regions-of-Interest (ROIs)  

Since monkeys were trained to perform the motor acts with their right hand and the 

actions depicted in the videos were presented with a bias to the right visual field, we focussed in 

particular on ROIs in the left (contralateral) hemisphere. In total, we delineated 12 different ROIs 

in the contralateral left hemisphere (black outlines in Fig. 2). The corresponding ROIs in the 

right hemisphere are shown in Suppl. Fig.3. Each ROI was selected on the basis that it had 

previously been shown to either a) house mirror neurons, or b) to be involved in action execution 

and/or action observation. ROIs were delineated manually using FSL (v5.0), directly onto a 

template monkey anatomical MR image (M12 from Ekstrom et al., 2008), guided by anatomical 

landmarks and based upon previous anatomical and functional studies, as described in detail for 

each individual ROI below. This procedure of manually selecting voxels directly on consecutive 

anatomical MR slices was to ensure that voxels were located mainly in the grey matter and to 

avoid the inclusion of unwanted voxels (for instance on the opposite bank of a sulcus close to a 

local maximum).  
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In the rostral parietal cortex, we defined a ROI for area PFG on the inferior parietal 

convexity and another ROI for anterior intraparietal area AIP in the lateral bank of the 

intraparietal sulcus (Fig.2). Parietal mirror neurons related to prehension movements have been 

demonstrated particularly in area PFG (Fogassi et al., 2005; Rozzi et al., 2008), but more 

recently neurons responding during grasping execution and observation have also been observed 

in area AIP (Pani et al., 2014). Delineating these parietal ROIs was based upon previous single-

cell (Rozzi et al., 2008; Murata et al., 2000; Gregoriou et al., 2006) and fMRI studies (Durand et 

al., 2007; Nelissen et al., 2011). The posterior border of AIP with the lateral intraparietal area 

(LIP) was derived in a previous fMRI study (Durand et al., 2007), using the same anatomical 

MR template as in our study and an eye movement task that yielded saccadic responses in LIP, 

but not AIP (Durand et al., 2007).  

In ventral premotor cortex, guided by anatomical landmarks, we delineated a ROI for 

area F5c located on the convexity, as well as two additional ROIs in the posterior bank of the 

arcuate sulcus, corresponding to F5p and F5a (Nelissen et al., 2005; Belmalih et al., 2009; 

Gerbella et al., 2011). While all three ventral premotor F5 sectors have been shown to play a role 

in different aspects of visuo-motor transformations for grasping and are strongly connected to the 

parietal nodes of the grasping network, mirror neurons have been recorded mostly in area F5c. 

Neurons with mirror-like properties has also been described in different sectors of the 

dorsal premotor cortex (Cisek and Kalaska, 2004; Tkach et al., 2007; Yoshida et al., 2011). 

Therefore, we also defined a ROI based upon anatomical landmarks (Rizzolatti and Luppino, 

2001) for dorsal premotor area F2 and pre-supplementary motor area F6.  

In motor cortex, we defined a ROI for the hand representation of primary motor cortex 

(F1 or M1) based on anatomical landmarks (Rizzolatti and Luppino, 2001; Maranesi et al., 2012) 

and functional responses during active grasping tasks in previous monkey fMRI studies 

(Nelissen and Vanduffel, 2011; Nelissen et al., 2017). This region plays a pivotal role in the 

execution of different motor acts, and more recently mirror responses were also demonstrated in 

this region (Dushanova and Donoghue, 2010; Vigneswaran et al., 2013). 

In prefrontal cortex, we defined a ROI deemed vlPF (ventrolateral prefrontal) which was 

centered around area 46v and adjacent cortex. A previous fMRI study showed that this area in 

monkeys responded during action observation (Nelissen et al., 2005), and this converges with 

recent single-cell and imaging data suggesting both action observation (Simone et al., 2017; 
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Raos and Savaki, 2016b) as well as movement-related activity during goal-directed hand actions 

(Simone et al., 2015; Bruni et al., 2015; Raos and Savaki, 2016b) are encoded in this brain 

region. Based on the aforementioned functional as well as on anatomical data (Gerbella et al., 

2013), it has recently been argued that this portion of the brain might house mirror regions 

(Bonini, 2016). This assertion was supported by the observations of Simone and co-authors 

(2017) who reported that a small proportion (9/77; 12%) of the recorded neurons in that area that 

were tested for motor and visual responses also displayed mirror neuron properties. Interestingly, 

this region was recently also shown to house neurons representing both own and other agents’ 

spatial action goals (Falcone et al., 2016). 

Given their potential involvement in the somatosensory or motor aspects of simulation in 

humans (for review, see Keysers et al., 2010), we also examined ROIs for primary (SI) and 

secondary (SII) somatosensory cortices. These somatosensory ROIs were delineated on the 

anatomical template, based on anatomical landmarks and functional responses during passive 

and active tactile stimulation experiments performed previously in both monkey subjects 

(Nelissen and Vanduffel, 2011; Sharma et al., 2018). The ROI for SI corresponded mostly to 

portions of areas 3b, 1 and 2. The ROI for SII corresponded to the more anterior portion of SII 

that yielded visual and motor-related responses in the study of Sharma et al. (‘visual SII’ of 

Sharma et al., 2018).    

Finally, we defined a ROI that is hereafter referred to as mSTS (middle STS), this ROI 

includes areas MT and FST (Nelissen et al., 2006), as well as the monkey posterior STS body 

patch (Popivanov et al., 2012); the body patch being a potential homologue of human EBA 

(Caspari et al., 2014). The rationale for defining this ROI was that it corresponds, at least in part, 

to portion of occipito-temporal (OT) cortex in humans that has been investigated in studies of 

action recognition (Wurm and Lingnau, 2015) and common coding of observed and executed 

actions (Oosterhof et al., 2013). This human OT cluster that yields both univariate and multi-

variate cross-modal responses during action execution and observations tasks is thought to 

contain several functionally distinct regions including human middle temporal area (MT) 

complex and the extrastriate body area (EBA; Oosterhof et al., 2010, 2012a). Single cell and 

imaging data have previously shown that this portion of monkey STS responds to observation of 

actions (Perret et al., 1989; Nelissen et al., 2006) and may pass visual information about actions 

to the mirror neuron system (Nelissen et al., 2011; Giese and Rizzolatti, 2015).  
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Table 1 indicates the number of voxels contained in each of the ROIs.   

 

ROI Left hemisphere Right hemisphere 

AIP 136 136 

PFG 158 158 

F5c 301 301 

F5p 81 81 

F5a 123 123 

F2 403 403 

F6 277 277 

F1 302 302 

vlPF 193 193 

SI 177 177 

SII 65 (M1), 120 (M2) 65 (M1), 120 (M2) 

mSTS 244 244 

 

Table 1. Number of voxels in each of the ROIs. 

 

Data Preprocessing and GLM fitting 

The raw functional scans were 3D motion-corrected by re-aligning all the volumes to the first 

volume of the first run of the functional scans using SPM12. To account for the differences in 

inter-subject anatomy, the realigned functional scans of the two monkeys were warped to match 

the same high-resolution anatomical scan (M12 anatomical template, using BrainMatch software 

or JIP). The monkey functional volumes were then subsampled to 1 mm
3
. For the univariate 

analyses shown in Fig. 2, data were further smoothed with an isotropic Gaussian kernel (full 

width at half height, 1.5 mm). For the multi-variate analyses (see next paragraph), unsmoothed 

data were used. The response amplitude at each voxel was estimated using a general linear model 

(GLM) following previously detailed procedures (Friston et al., 1995; Vanduffel et al., 2001). To 

do this, a MION hemodynamic response function was convolved with a boxcar model 

representing the various stimulus conditions (Vanduffel et al., 2001).  The influence of head 

motion was accounted for by including in the GLM model six regressors of no interest 

corresponding to three rotations and translations along x, y and z axis. For each run, a GLM was 



17 

 

fitted for each voxel resulting in a map (beta map) for each condition of interest and the six 

regressors of no interest. The computed beta maps were next used in the ROI MVPA procedure.  

ROI MVPA 

For the multi-voxel pattern analysis (MVPA), we used a Matlab-based Decoding Toolbox 

(Hebart et al., 2015). The extracted beta value of each voxel of the ROI served as input to a 

linear support vector machine (SVM) with a cost parameter (c=1). We used a leave-one-run-out 

cross-validation scheme, where at each iteration the data from 19 runs were used to train the 

classifier and the data from 1 run were left out for testing. For a given ROI, the individual 

classification performances from 20 iterations (ensuring that each run served as the test data 

once) were averaged to determine the overall classification performance. This cross-validation 

scheme minimizes the chance of overfitting the classifier and ensures generalization to 

previously unseen data. To determine statistical significance of the ROI classification results, we 

performed permutation analysis where the conditions associated with each feature were 

randomly shuffled. This procedure was repeated 2000 times. The same cross-validation 

classification scheme detailed above was applied to classify the data from each dataset, leading 

to 2000 classification performance values. Based on the classification performance of the 

permutated data and that of the original classification, p-values were calculated. The p-values 

were corrected for the number of ROIs using false discovery rate (FDR). ROIs with p-values less 

that 0.05 after FDR correction were declared significant (indicated with black asterisks in 

figures). In addition, ROIs with p-values less that 0.05 without correction are indicated with red 

asterisks in figures. 

Within a given ROI, we performed within-modality classification and cross-modality 

classification. Within-modality classification (Fig.3, Suppl. Fig.4) involves using data extracted 

from similar modalities (i.e. grasp observation and touch observation or grasp execution and 

touch execution) for both training and testing a classifier. Cross-modality classification (Fig.4, 

Suppl. Fig.5) tested cross-modal action-specificity by using the data from one modality for 

training the classifier and data from the different modality for testing. To determine the influence 

of the direction of training (Kaplan et al., 2015), we looked at classifier performance when we 

trained on visual data and tested on motor data, separately from when we trained the classifier on 

motor data and tested on visual data. 
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Results 

Figure 2 shows the univariate fMRI responses (fixed-effect group result, p < 0.05, corr.) in the 

contralateral (left) hemisphere when monkeys either performed the reach-and-grasp (A) or the 

reach-and-touch (B) motor acts, or observed the videos of humans performing similar reach-and-

grasp (C) or the reach-and-touch (D) actions. Location of the ROIs that were examined in the 

unimodal and cross-modal multi-variate analyses are shown as black outlines. In line with 

previous monkey fMRI motor experiments (Nelissen and Vanduffel, 2011), execution of reach-

and-grasp or reach-and-touch actions in the dark with the right hand yielded much stronger fMRI 

responses in the contralateral (Fig.2A,B) compared to the ipsilateral (Suppl. Fig.3A,B) 

hemisphere. In general, execution of both types of motor acts (compared to fixation only 

baseline), yielded strongest responses in anterior parietal, motor, somatosensory and frontal 

cortices (Fig.2A,B). Observing videos of humans performing similar actions (compared to 

fixation only baseline) yielded significant responses in particular in early visual, extrastriate, 

STS, parietal and frontal cortices (Fig.2C,D). Total number of significantly (p < 0.05, corr.) 

activated voxels throughout the whole brain in the two action execution and two action 

observation contrasts (versus fixation only baseline) are shown in Suppl. Table 1.    
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Figure 2. Univariate fMRI responses during action execution and action observation tasks. 

Flat maps showing univariate fMRI activations (p < 0.05, corr.; fixed-effects group results) during reach-and-grasp 

execution (A), reach-and-touch execution (B), reach-and-grasp observation (C) and reach-and-touch observation 

(D), overlaid on the left hemisphere of anatomical monkey template. Black outlines indicate regions-of-interest 

(ROIs) examined in this study: middle Superior Temporal Sulcus (mSTS), area PFG in the anterior portion of the 

inferior parietal lobule, area AIP in the anterior portion of the lower bank of the intraparietal sulcus, primary (SI) 

and secondary (SII) somatosensory region, hand field of primary motor cortex F1, ventral premotor areas F5c, F5p 

and F5a, dorsal premotor area F2, supplementary motor area F6 and portion of ventrolateral prefrontal (vlPF) cortex, 

centered around area 46v. a = anterior, p = posterior, d = dorsal, v = ventral, LuS = lunate sulcus, IOS = inferior 

occipital sulcus, IPS = intraparietal sulcus, STS = superior temporal sulcus, LS = lateral sulcus, CS = central sulcus, 

CiS = cingulate sulcus, ArS = arcuate sulcus, PS = principal sulcus. 
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Supplementary Figure 3. Univariate fMRI responses during action execution and action observation tasks. 

Flat maps showing univariate fMRI activations (p < 0.05, corr.; fixed-effects group results) during reach-and-grasp 

execution (A), reach-and-touch execution (B), reach-and-grasp observation (C) and reach-and-touch observation 

(D), overlaid on the right (ipsilateral) hemisphere of anatomical monkey template. Black outlines indicate regions-

of-interest (ROIs) examined in this study: middle Superior Temporal Sulcus (mSTS), area PFG in the anterior 

portion of the inferior parietal lobule, area AIP in the anterior portion of the lower bank of the intraparietal sulcus, 

primary (SI) and secondary (SII) somatosensory region, hand field of primary motor cortex F1, ventral premotor 

areas F5c, F5p and F5a, dorsal premotor area F2, supplementary motor area F6 and portion of ventrolateral 

prefrontal (vlPF) cortex, centered around area 46v. a = anterior, p = posterior, d = dorsal, v = ventral, LuS = lunate 
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sulcus, IOS = inferior occipital sulcus, IPS = intraparietal sulcus, STS = superior temporal sulcus, LS = lateral 

sulcus, CS = central sulcus, CiS = cingulate sulcus, ArS = arcuate sulcus, PS = principal sulcus. 

Next we examined whether at the voxel population level, different motor acts that were 

either executed or observed could be discriminated based upon their fMRI voxel patterns in the 

different ROIs (Fig.3A,B). For this, decoders were constructed by training linear support vector 

machines with fMRI data (Haxby et al., 2001; Norman et al., 2006) while monkeys either 

performed with their right hand the two different motor acts (reach-and-grasp or reach-and-

touch) or observed videos of humans performing similar actions. Consistent with their proposed 

role in coding prehension motor acts (Borra et al., 2017; Rozzi and Coudé, 2015; Nelissen and 

Vanduffel, 2011), executed grasps versus touches yielded significantly (p < 0.05, corr.) distinct 

multi-voxel patterns in contralateral cortex and could be decoded accurately in both monkey 

subjects in parietal areas AIP and PFG, ventral premotor areas F5c and F5a, primary motor (F1) 

cortex and dorsal premotor cortex F2 (Fig. 3A,B). In addition, multi-voxel fMRI patterns related 

to both motor acts allowed significant (p < 0.05, corr.) above-chance classification in 

ventrolateral prefrontal cortex (vlPF), as well as in secondary (SII) somatosensory cortex in both 

subjects (Fig.3A,B). Finally, ventral premotor F5p, dorsal premotor F6 and SI ROIs, only 

yielded significant decoding for both motor acts in one of the two subjects. Results of unimodal 

decoding of both motor acts in the ipsilateral hemisphere are shown in Suppl. Fig.4A,B.   

A second binary classifier examined the representation of observed grasp or touch 

movements in the same ROIs. As it was for the motor modality, multi-voxel patterns from the 

majority of examined regions in left hemisphere allowed significant (p < 0.05, corr.) decoding 

for observed grasps versus observed touch actions (Fig.3C,D). Both types of observed actions 

could be discriminated based upon their voxel patterns in both subjects in parietal areas AIP and 

PFG, ventral premotor F5c and F5a, vlPF, SII and mSTS. In 1 of the two subjects, F5p and F1 in 

addition also allowed significant decoding of the two types of observed actions (Fig. 3D). 

Results of unimodal decoding of both observed actions in the right hemisphere are shown in 

Suppl. Fig.4C,D. 
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Figure 3. Unimodal decoding of executed or observed actions. 

A,B. Unimodal decoding of executed actions with the right hand in contralateral (left) hemisphere of monkeys M1 

(A) and M2 (B): executed reach-and-grasp (GE) or reach-and-touch (TE) motor acts could be decoded significantly 

above chance (p < 0.05, corr.) from parietal areas AIP and PFG, ventral premotor areas F5c and F5a, dorsal 

premotor areas F2 and F6, primary motor area F1, secondary (SII) somatosensory cortex and ventrolateral prefrontal 

cortex (vlPF) in monkey M1 and from parietal areas AIP and PFG, ventral premotor areas F5c, F5p and F5a, dorsal 

premotor areas F2, primary motor area F1, primary (SI) and secondary (SII) somatosensory cortex and ventrolateral 

prefrontal cortex (vlPF) in monkey M2. Black asterisks indicate significance level (p < 0.05, corr.). 

C,D. Unimodal decoding of observed actions in left hemisphere of monkeys M1 (C) and M2 (D): observed reach-

and-grasp (GO) or reach-and-touch (TO) actions yielded significantly (p < 0.05, corr.) different voxel patterns in 

parietal areas AIP and PFG, ventral premotor areas F5c and F5a, secondary (SII) somatosensory cortex, 

ventrolateral prefrontal cortex (vlPF) and STS (mSTS) in monkey M1 (C) and in parietal areas AIP and PFG, ventral 

premotor areas F5c, F5p and F5a, primary motor cortex F1, secondary (SII) somatosensory cortex, ventrolateral 

prefrontal cortex (vlPF) and STS (mSTS) in monkey M2 (D). Black asterisks indicate significance level (p < 0.05, 

corr.). 
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Supplementary Figure 4. Unimodal decoding of executed or observed actions in ipsilateral hemisphere. 

A,B. Unimodal decoding of executed actions with the right hand in ipsilateral (right) hemisphere of monkeys M1 

(A) and M2 (B): executed reach-and-grasp (GE) or reach-and-touch (TE) motor acts could be decoded significantly 

above chance (p < 0.05, corr.) from parietal areas AIP and PFG, ventral premotor areas F5c and F5a, primary motor 

area F1, primary (SI) and secondary (SII) somatosensory cortices, ventrolateral prefrontal cortex (vlPF) and mSTS 

in monkey M1 and from parietal area AIP, ventral premotor areas F5c, F5p and F5a, dorsal premotor areas F2, 

primary motor area F1, primary (SI) and secondary (SII) somatosensory cortices in monkey M2. Black asterisks 

indicate significance level (p < 0.05, corr.). 

C,D. Unimodal decoding of observed actions in right hemisphere of monkeys M1 (C) and M2 (D): observed reach-

and-grasp (GO) or reach-and-touch (TO) actions yielded significantly (p < 0.05, corr.) different voxel patterns in 

ventral premotor areas F5c, F5p and F5a, primary motor area F1, secondary (SII) somatosensory cortex, 

ventrolateral prefrontal cortex (vlPF) and mSTS in monkey M1 (C) and in parietal area PFG, ventral premotor area 

F5c, dorsal premotor area F6, primary motor cortex F1, secondary (SII) somatosensory cortex, ventrolateral 

prefrontal cortex (vlPF) and mSTS in monkey M2 (D). Black and red asterisks indicate significance level 

(respectively p < 0.05, corr. and p < 0.05, uncorr.). 
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Based on the claim that mirror neurons underlie action simulation and map observed 

actions onto their corresponding motor representation (Rizzolatti and Sinigaglia, 2016), one 

would expect to find more similar voxel representations for the same actions compared to 

different actions, across visual and motor modalities (Oosterhof et al., 2013). To assess this we 

performed two cross-modal decoding tests, by either using the visual data as the input for 

training the classifiers and the corresponding motor data for testing (Fig.4A,B; Suppl. Fig.5A,B), 

or vice-versa (Fig.4C,D; Suppl.Fig.5C,D). In the contralateral (left) hemisphere, we found 

significant (p < 0.05, corr.) cross-modal action-specific decoding in both subjects in parietal 

areas AIP and PFG, ventral premotor F5c, primary motor area F1, and SII (Fig.4A,B). In 

addition significant cross-modal decoding was found in F5a in monkey M1 and in F5a and vlPF 

in monkey M2. This effect however, was largely asymmetrical, only present when classifiers 

were trained with the data from the visual modality and tested on the data from the motor 

modality (Fig.4A,B). Training with motor data and testing on visual data only yielded above 

chance decoding in AIP in monkey M1 (Fig.4C) and in vlPF in monkey M2, at p < 0.05, uncorr. 

Investigation of the ROIs in ipsilateral right hemisphere only yielded significant (p < 0.05, corr.) 

cross-modal action-specific decoding in both subjects in somatosensory SII and premotor F2 for 

monkey M2 when classifiers were trained with the data from the visual modality and tested on 

the data from the motor modality (Suppl. Fig.5A,B). Similar to the contralateral hemisphere, 

training and testing in the other direction (motor to visual), did not yield significant classification 

(after correction) in any of the ROIs tested in the ipsilateral hemisphere (Suppl. Fig.5C,D) (only 

SI in monkey M2 reached p < 0.05, uncorr.).  
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Figure 4. Cross-modal decoding of executed and observed actions. 

A,B. Classifiers trained with visual data (reach-and-grasp and reach-and-touch observation) and tested with motor 

data (reach-and-grasp and reach-and-touch execution) showed significant (p < 0.05, corr., black asterisks) cross-

modal action-specific decoding in both subjects in parietal areas AIP and PFG, ventral premotor F5c, F1, and SII. In 

addition, in monkey M1 (A), significant cross-modal action-specific decoding was also found in F5a, and in F5p and 

vlPF in monkey M2 (B). 

C,D. Classifiers trained with motor data (reach-and-grasp and reach-and-touch execution) and tested with visual 

data (reach-and-grasp and reach-and-touch observation) did not yield significant (at p < 0.05, corr.) decoding 

accuracies  in any of the ROIs tested. At p < 0.05, uncorr. (red asterisks), only AIP in monkey M1 (C) and vlPF in 

monkey M2 (D) yielded significant cross-modal decoding.  
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Supplementary Figure 5. Cross-modal decoding of executed and observed actions in ipsilateral hemisphere. 

A,B. Classifiers trained with visual data (reach-and-grasp and reach-and-touch observation) and tested with motor 

data (reach-and-grasp and reach-and-touch execution) showed significant (p < 0.05, corr., black asterisks) cross-

modal action-specific decoding in both subjects in somatosensory SII (A,B). In addition, in monkey M2, significant 

cross-modal action-specific decoding was also found in dorsal premotor F2 (B). 

C,D. Classifiers trained with motor data (reach-and-grasp and reach-and-touch execution) and tested with visual 

data (reach-and-grasp and reach-and-touch observation) did not yield significant (at p < 0.05, corr.) decoding 

accuracies  in any of the ROIs tested. At p < 0.05, uncorr. (red asterisk), only SI in monkey M2 (D) significant 

cross-modal decoding.  

 

Discussion 

 

Here, for the first time, we used cross-modal fMRI classification as a method to probe 

common coding of observed and executed actions in non-human primates. Rhesus monkeys were 

trained to either perform two different motor actions with their right hand (without visual 

feedback) or observe videos of humans performing similar actions. We specifically analyzed the 
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patterns of activity across voxels in brain regions known to play a role in action execution and/or 

observation. The key observations of our study are: 1) brain regions known to house mirror 

neurons including rostral parietal, premotor and motor regions, showed significant cross-modal 

action-specific decoding in monkeys; 2) additional regions tightly linked to the grasping motor 

network such as secondary somatosensory cortices also yielded similar shared representations 

between observed and executed actions; 3) the cross-modal classification results were mostly 

asymmetrical, yielding significant cross-modal decoding when training classifiers with visual 

data and testing with motor data, but not when training with motor data and testing with visual 

data; 4) a portion of monkey STS, possibly homologous to part of human OT, did not show any 

cross-modal action-specific effects.     

  

Comparison of monkey cross-modal fMRI classification with electrophysiology data on mirror 

neurons 

 

The majority of mirror neuron studies in monkeys have investigated ventral premotor area F5c, 

or area PFG located in the rostral part of the inferior parietal lobule (IPL). Our fMRI decoding 

study shows that both regions, in addition to allowing unimodal decoding for both executed and 

observed actions, also yield significant cross-modal classification (especially when training 

classifiers on observation data and testing on execution data). These results suggest that cross-

modal fMRI classification is indeed able to retrieve shared representations of own and others’ 

actions, possibly mediated by mirror neurons in these regions (Etzel et al., 2008; Oosterhof et al., 

2013). Our current findings fits well with respect to the proposed functional specialization 

suggested for premotor area F5. Based upon cytoarchitectonic, connectional and functional data, 

it has been shown that F5 consists of 3 subparts: F5c on the convexity posterior to the inferior 

ramus of the arcuate sulcus (IAS), F5p in the posterior portion of the posterior bank of the IAS 

and F5a in the more anterior deeper portion of the posterior bank of the IAS (Rizzolatti and 

Luppino, 2001; Nelissen et al., 2005; Belmalih et al., 2009; Gerbella et al., 2011). Previous 

univariate fMRI investigations in monkeys have shown that all three F5 sectors (F5c, F5p and 

F5a) show grasping-related motor responses (Nelissen and Vanduffel, 2011), in addition to 

action observation responses (Nelissen et al., 2005). Our current MVPA study suggests that 

although unimodal decoding of motor and visual actions was possible in most of the F5 
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subregions (except for F5p in monkey M1), shared representations between executed and 

observed actions are particularly evident in voxel patterns from F5c in both subjects, where 

mirror neurons are primarily found (for review see Kilner and Lemon, 2013, Rozzi and Coudé, 

2015; Bonini, 2016).     

While the mirror neuron system in monkeys is often still thought of as consisting of 2 

regions (parietal PFG and premotor F5c), more recent investigations from several groups have 

shown that mirror neurons or mirror-like activity is also found in many additional brain regions 

(for review see Kilner and Lemon, 2013), including parietal area AIP (Pani et al., 2014), primary 

motor cortex F1 or M1 (Dushanova and Donoghue, 2010; Tkach et., 2007; Vigneswaran et al., 

2013), frontal and prefrontal cortex (Cisek and Kalaka, 2004; Yoshida et al., 2011; Falcone et al., 

2016; Simone et al., 2017). Our results showing shared responses between observed and 

executed actions in areas AIP and F1 support these previous single cell reports (Dushanova and 

Donoghue, 2010; Tkach et., 2007; Vigneswaran et al., 2013; Pani et al., 2014). Since previous 

electrophysiology data from humans (Mukamel et al., 2010) and monkeys (Cisek and Kalaska, 

2004; Yoshida et al., 2011) have shown mirror-like activity in dorsal premotor cortices when 

either performing actions or monitoring others’ actions, we also investigated area F2 and pre-

supplementary motor area (pre-SMA) F6 in the current study. Our results found little empirical 

support for shared representations in these regions at the voxel level, at least for the two actions 

used in our study. Currently it is not clear to what extent the different subparts of dorsal premotor 

cortices in the monkeys contain mirror neurons and if such neurons would possess similar or 

different visuo-motor properties as the mirror neurons typically described in ventral premotor 

and parietal cortices. Given its previously established roles in updating of motor plans (Shima et 

al., 1996), performance monitoring (Scangos et al., 2013) and organizing complex motor 

sequences (Tanji, 2001), it might be that shared responses in pre-SMA become more evident 

during more complex action execution and observation tasks than the one used in our current 

study, possibly involving competitive or cooperative tasks during which monkeys have to 

perform or observe actions in a social context (Yoshida et al., 2011). Future electrophysiology 

and monkey fMRI experiments investigating action observation and execution in similar social 

settings will be needed to answer these open questions (Rozzi and Coudé, 2015; Bonini, 2016).   

Recently it was suggested that a portion of the ventrolateral prefrontal cortex (vlPF), 

including area 46v, might also be part of the broader mirror neuron network (Bonini, 2016). The 
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role of monkey prefrontal cortex in different aspects of goal and action planning and selection 

has long been established (Hoshi et al., 2000; Saito et al., 2005; Averbeck et al., 2006). More 

recently, it was shown that this sector of the brain contains neurons specifically responding 

during the execution of goal-directed grasping actions performed with or without visual feedback 

(Simone et al., 2015; Bruni et al., 2015; Raos and Savaki, 2016b). This response profile is similar 

to grasping-related neurons found in parietal and premotor cortices. In addition, anatomical data 

shows that this region is closely linked to the brain network controlling goal-directed actions 

(Borra et al., 2011; Gerbella et al., 2013). A recent single cell study investigating action 

observation in vlPF showed that a small fraction of the recorded neurons could be classified as 

mirror neurons based upon their response profile (Simone et al., 2017). In line with its role in 

action generation and perception (Simone et al., 2015; Bruni et al., 2015; Raos and Savaki, 

2016b) and the demonstration of grasping-related mirror neurons (Simon et al., 2017) in this 

region, Falcone and co-authors (2016) recently showed that ventrolateral prefrontal cortex 

contains neurons that encode both own and others’ future goals. Although we only found cross-

modal shared representations between observed and executed actions in this region in one out of 

the two subjects, this finding seems to be in agreement with former mentioned 

electrophysiological and imaging observations. Additional investigations are needed to 

determine the possible extent of mirror neurons and their exact functional characteristics 

throughout the prefrontal cortex.  

In this cross-modal MVPA study we focused our analysis on regions-of-interest that were 

previously shown to contain mirror neurons, and a few additional candidate regions that have 

been linked to the mirror neuron system based on either preliminary electrophysiology 

examinations or anatomical and functional links with the motor system. It is possible however 

that other regions not examined here might also yield similar shared representations between 

executed and observed actions. Future studies of non-human primates should investigate shared 

representations of actions combining whole-brain approaches, for example search-light MVPA 

(Kriegeskorte et al., 2006; Oosterhof et al., 2010), followed by single-cell recordings to address 

critical questions such as 1) how extended these shared representations in the monkey brain are, 

and 2) if regions that show cross-modal action-specific responses at the voxel level also show 

multimodal action responses at the single neuron level. 
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Cross-modal multi-variate fMRI classification as a tool to investigate shared representations of 

own and others’ actions in the brain 

 

At present, the limited number of studies using cross-modal MVPA to study common 

coding of own and others’ actions in the human brain have produced mixed results (for review 

see Oosterhof et al., 2013; Kaplan et al., 2015). Some of these inconsistencies might be related to 

the different tasks used in these studies and the different analytical approaches. The first study to 

test the simulation theory of actions by employing cross-modal MVPA (Etzel et al., 2008), 

trained classifiers with auditory data (sounds associated with either transitive hand or mouth 

actions) and tested on the corresponding motor data (execution of transitive hand or mouth 

actions). From all anatomical ROIs examined in that study, only bilateral premotor cortex 

allowed significant cross-modal classification, although the authors also reported that a 

functionally defined ROI in the right parietal cortex also yielded significant cross-modal 

decoding. In the same year, Dinstein and colleagues (2008) investigated unimodal and cross-

modal decoding using intransitive actions (execution or observation of rock, paper and scissors 

hand gestures). They reported that albeit anterior intraparietal sulcus (aIPS) showed significant 

unimodal classification for both executed and observed hand gestures, this region failed to show 

cross-modal decoding greater than chance. Oosterhof et al. (2010) on the other hand, examined 

cross-modal decoding of actions throughout the whole human brain using search-light MVPA 

and surface-based analysis approaches. These authors found significant cross-modal decoding 

for both intransitive and transitive actions in a region that included the contralateral anterior 

parietal cortex in addition to a portion of somatosensory cortices, as well as bilateral occipito-

temporal (OT) cortex. While this initial study failed to show shared representations of executed 

and observed actions in human premotor cortex, in a later study Oosterhof and co-workers 

(2012b) showed cross-modal classification in left premotor cortex, when subjects observed 

actions from a first-person but not from a third-person perspective. This led the authors to 

suggest action representations in premotor cortex might be view-dependent, as opposed to those 

in parietal and potentially OT cortices. Our current findings in the monkey show a similar bias of 

cross-modal action-specific decoding towards the contralateral hemisphere as previously 

observed in these human MVPA studies (Oosterhof et al., 2010, 2012b). While our current study 

does not allow to draw inferences about viewpoint-dependency of action representations in 
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monkeys (de la Rosa et al., 2013; Platonov and Orban, 2016), we did find cross-modal action-

specific action representations when the subjects observed actions from a third-person 

perspective. This is in line with numerous electrophysiology studies of mirror neurons in F5, 

most of which have investigated mirror neurons by having monkeys observe actions from a 

third-person perspective (Gallese et al., 1996; Kilner and Lemon, 2013; Bonini, 2016).  

Both humans (Allison et al., 2000; Oosterhof et al, 2013; Wurm and Lingnau, 2015; 

Vander Wyk et al., 2012; Deen et al., 2015; Jastorff et al., 2016) and monkeys (Perrett et al., 

1989; Puce and Perrett, 2003; Barraclough et al., 2009; Nelissen et al., 2006, 2011; Jastorff et al., 

2012) have several regions in extrastriate visual cortex that have been shown to play a particular 

role in action recognition. As mentioned earlier, some human MVPA studies investigating 

common coding of actions have reported cross-modal action-specific effects in the lateral 

occipito-temporal (OT) cortex (Oosterhof et al., 2010, Oosterhof et al., 2012a). The large OT 

cluster identified in those studies is suggested (Oosterhof et al., 2010) to include several 

functional regions like MT complex (Tootell et al., 1995; Huk et al., 2002) and EBA (Downing 

et al., 2001; Astafiev et al., 2004), in addition to portions of the lateral occipital complex (LOC). 

While in our study the monkey functional homologue of this human OT cluster did yield 

significant decoding for unimodal observed actions, it failed to show cross-modal action-specific 

representations. This finding suggests that, although monkey STS should be regarded as an 

important stage for the visual analysis of body movements and actions (Perrett et al., 1989; Puce 

and Perrett, 2003; Barraclough et al., 2009; Nelissen et al., 2006, 2011; Jastorff et al., 2012; 

Giese and Rizzolatti, 2015), it does not seem to share the same functional characteristics as the 

parieto-frontal mirror neuron regions (Rizzolatti et al., 2001). To date, single cell data is yet to 

demonstrate the presence of neurons with motor properties in monkey STS, similar to those 

found in grasping-related parietal and premotor regions. Future functional imaging studies 

comparing humans with monkeys (Mantini et al., 2012; Caspari et al., 2017) will be useful in 

establishing more detailed species commonalities and/or differences of this portion of the cortex 

in representing own and others’ actions in both humans and monkeys.    

 

 Asymmetries in cross-modal multi-voxel fMRI classifications  
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Our cross-modal action decoding analyses showed a clear asymmetry: for most regions 

cross-modal classification was only possible when using the visual data as training input for the 

classifiers and testing on motor data. So far, the directional effects of cross-modal classification 

results are not fully understood (Kaplan et al., 2015). The previous studies that have used cross-

modal classification for investigating common coding for actions in humans have taken different 

approaches related to directionality. Some have chosen to average results from both directions 

(Oosterhof et al., 2010, 2012a), whereas others report both directions separately (Dinstein et al., 

2008, Oosterhof et al., 2012b; Zabicki et al., 2016) or only report one direction (Etzel et al., 

2008).  

It is often assumed that these cross-modal action-specific effects should yield 

symmetrical (Grigaityte and Iacoboni, 2015; Oosterhof et al., 2010, 2012a) results irrespective of 

direction (i.e. from visual to motor and vice-versa). However, this assumption overlooks the 

essential heterogeneous response characteristics of neurons found in motor regions and the fact 

that mirror neurons are only a small fraction of the neurons found in these regions. Therefore, 

relatively strong (or, at least, less noisy) patterns learned from training with motor task data from 

mirror neuron regions (during which a large fraction of motor neurons become active) do not 

necessarily transfer to weaker (more noisy) patterns present in the visual task data (when only a 

small fraction of neurons become activated) obtained from these regions. This is the reason that 

Etzel and co-workers (2008) only reported cross-modal decoding results from one direction 

(training with auditory data, testing with motor data).  

Interestingly, recent human studies investigating the similarities in multi-voxel patterns 

during execution or imagery of actions also seem to suggest a similar asymmetry. Although 

subtle, data from Zabicki et al. (2016) showed that classifiers yielded more significant decoding 

results when trained on data from imagined actions and tested on data from executed actions than 

vice-versa. Another human MVPA study comparing imagined actions with executed actions 

(Oosterhof et al., 2012b) directly tested for symmetry in their decoding results. Oosterhof and 

co-workers reported better classifier performance when training on imagined trials and testing on 

performed trials than vice-versa, which according to the authors might be explained in terms of 

the strength of the pattern information used to train the classifiers. Since in our current 

experiment monkeys only performed one particular reach-and-grasping movement (always 

grasping the same object), while they observed different examples of reach-and-grasp 
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movements in the observation condition, it is difficult the make conclusive statements about the 

potential source of the asymmetry in our data in terms of richness or sparseness of information in 

the voxel patterns when observing or executing a particular action. While future experiments 

specifically designed to examine the source of these asymmetries will be needed (Kaplan et al., 

2015), in view of previous asymmetric cross-modal decoding results in humans, our data suggest 

that averaging results from cross-modal tests in both directions (Oosterhof et al., 2010, 2012a) 

could potentially lead to false negative results and therefore it seems better to report cross-modal 

results in both directions separately (Kaplan et al., 2015; Oosterhof et al., 2012b; Zabicki et al., 

2016).  

 

Shared representations for observed and executed actions in monkey somatosensory cortices? 

  

An apparent discrepancy that have emerged in recent years from studies investigating shared 

responses in the human and non-human primate brain, relates in particular to the somatosensory 

cortices. While a number of studies have suggested vicarious responses in human primary and/or 

secondary somatosensory cortices during either specific instances of touch observation or more 

in general action observation (Keysers et al., 2004; Blakemore et al., 2005; Pihko et al., 2010; 

Meyer et al., 2011; for a review see Keysers et al., 2010), other human fMRI investigations 

found little evidence for touch observation related responses in somatosensory cortices (Chan 

and Baker, 2015). Although detailed single cell investigations with respect to the possible 

presence of mirror neurons, or shared responses for observed and executed actions, in monkey SI 

and SII have not yet been performed, data from neuroimaging together with electrophysiology 

studies have suggested that monkey somatosensory cortices respond during both action 

observation and execution (Evangeliou et al., 2009; Raos et al., 2004, 2007; Nelissen and 

Vanduffel, 2011; Ishida et al., 2013; Hihara et al., 2015; Raos and Savaki, 2016a). Recently, 

Sharma and co-authors found univariate fMRI responses during both grasping execution and 

grasp or touch observation in a portion of monkey SII cortex (Sharma et al., 2018). In line with 

human cross-modal MVPA studies that have found shared responses during action observation 

and execution in somatosensory cortices (Oosterhof et al., 2010, 2013), our current data suggest 

similar shared representations of own and others’ actions might also be present in somatosensory 

cortices of the monkey, at least in SII. Additional investigations will be needed to examine the 
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extent and the exact characteristics of these shared responses in monkey somatosensory cortices 

and their underlying neuronal source.   

 In conclusion, our results support the promising application of multi-variate approaches 

in studying the neural correlates of simulation or common coding theories of action. Our findings 

are in line with the claim that, besides the visual and STS cortices (Barraclough et al., 2009; 

Nelissen et al., 2011; Jastorff et al., 2012; Giese and Rizzolatti, 2015; Lingnau and Downing, 

2015), also individuals’ own motor system, and possibly somatosensory cortices, are involved in 

representing others’ actions (Keysers et al., 2010; Rizzolatti and Sinigaglia, 2016). Future studies 

employing parallel multi-variate investigations in both human and non-human primates will be 

pivotal in unravelling the similarities and differences of shared representations of actions across 

species. An important question that still needs to be answered is to what extent these shared 

actions representations in the primate brain underlie different cognitive and/or social functions. 
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