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Abstract—Modern power systems face several problems at 

frequencies above the range of traditional stability studies due to 

the increasing penetration of power electronic devices. This 

phenomenon has been recently referred to as electromagnetic 

transient stability and is a growing issue in systems with power 

electronic converters at any power and voltage level, such as 

FACTS, HVDC, interfaces for grid connection of renewable 

energies, custom power devices for power quality enhancement, 

among others. The study of power systems stability is usually 

carried out by simulation tools that represent the power system 

through phasor models. However, due to the faster dynamics of 

modern systems, the harmonic interaction among the controllers, 

the converters, and the electric power components, recent research 

results suggest that some stability analysis should be conducted 

with models suitable for wider frequency ranges, e.g., 

electromagnetic transient models. This paper reviews the use of 

frequency domain methods to analyze the influence of the 

modeling approach of passive power components on the results of 

electromagnetic transient stability studies. 

 
Index Terms—Electromagnetic transients, power system 

harmonics, power system stability, wideband modeling. 

I. INTRODUCTION 

LECTROMAGNETIC transient (EMT) models are commonly 

used for accurate representation of electric power 

components or systems subject to switching operations, 

lightning phenomena or fault conditions [1]. On the other hand, 

low bandwidth models with lumped-parameter components are 

preferred for steady-state or quasi-steady-state analysis. 

However, some phenomena, overlooked by these lumped-

parameter models, arise in harmonically distorted power 

systems with nonlinear components, frequency-dependent 

elements, power electronic converters, and closed-loop 

controllers [2]. Examples of these power systems are power 

electronically-controlled microgrids, high-voltage DC (HVDC) 

systems, power electronic interfaced wind power and 

photovoltaic plants, and practically any power-electronic-based 

power system. 
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In particular, voltage source converters (VSC) present: (i) 

faster dynamics and control loops extended to a broader and 

higher range of frequencies compared to conventional 

installations, and (ii) generation of harmonics in a wider 

spectrum and extended to higher frequencies compared to 

thyristor-based converters. Consequently, converter dynamics 

and harmonics interact with the dynamic behavior of the AC 

network at such frequencies, which is mostly determined by the 

network resonances. 

The new interactions have given rise to new phenomena, 

which was previously unexpected. Regarding power quality, 

the new harmonic generation patterns have triggered the 

analysis of supra-harmonics [3] and recommendations for the 

modeling of components. Concerning power system stability, 

the new dynamic interactions have led to a new stability 

problem currently known as harmonic or electromagnetic 

transient stability. 

The first problems at the high-voltage level have been 

recently experienced in the first worldwide installations of 

VSC-HVDC in offshore wind farms [4] and point-to-point DC 

links embedded in the power system [5]–[7]. In these particular 

cases, instabilities appeared at frequencies between 400 and 

1700 Hz. Besides the previous problems, harmonic interactions 

have also been experienced previously in traction networks [8], 

[9] and distribution systems [10]. 

The shift of dynamic and power quality phenomena towards 

higher frequencies challenges the traditional methodologies 

used in both stability and harmonic studies. In particular, 

stability studies have extensively made use of phasor-based 

models and algebraic equations to represent the AC network 

[11]–[14]. On the other hand, harmonic studies traditionally use 

lumped-parameter models to represent transmission lines in the 

frequency range of interest and harmonic load flows to analyze 

the grid distortion [15]. Indeed, if the possible problems shift to 

higher frequencies, previous methodologies and representations 

loose accuracy to capture the actual phenomena and may lead 

to misleading results. 
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This paper presents an in-depth review, analysis, and 

discussion of the state-of-the-art on frequency domain methods 

to analyze the influence of the modeling approach of passive 

power components for electromagnetic transient stability 

studies. The paper is organized as follows: Section II presents a 

review of relevant concepts and definitions. Section III presents 

a literature review of reported problems and studies related to 

this topic. Section IV presents the application areas in which 

phasor-based models or frequency-independent models may 

lead to an inaccurate representation of the problems under 

consideration. Besides, some guidelines to identify phenomena 

that require wideband models for stability studies are provided. 

Section V presents a brief description of frequency domain 

methods for the study of electromagnetic transient stability. 

Section VI illustrates the application of the methods previously 

described in a test case corresponding to the electromagnetic 

interaction between a voltage source converter (VSC) and an 

AC network. Finally, Section VII provides the final conclusions 

of this paper. 

II. DEFINITIONS 

The modeling approaches for transient stability, small signal 

stability, voltage stability, dynamic stability, electromechanical 

transients, subsynchronous resonance, among other 

phenomena, go from algebraic models to hybrid models, 

depending on the required level of detail [11]–[14], [16]. In 

general, low-frequency range models are used for these 

purposes since slow dynamic interactions and low-frequency 

excitations are expected. On the other hand, wideband models 

are used for electromagnetic transients since frequencies up to 

1 MHz or even higher are commonly involved in this type of 

studies [17]. 

In modern electric systems, a wide range of frequencies are 

present even in stationary and quasi-stationary state due to the 

high penetration of power electronic converters. According to 

previous research [18]–[21], harmonic stability problems are 

caused by interactions between closed-loop controllers and 

passive network components, either at a harmonic frequency or 

at any other frequency component different from the 

fundamental frequency. This problem is commonly present in 

power electronic-based AC, DC, and hybrid systems, and can 

lead to the presence of uncharacteristic oscillations that 

significantly distort the waveforms and amplify some frequency 

components [22]. In some critical cases, this problem results in 

loss of stability [9]. Electromagnetic instability or harmonic 

instability is, therefore, the condition of non-equilibrium in 

which a natural frequency (resonance) of the network is excited 

because one or several installations are adversely controlling 

the energy in a system at a given spectrum. Consequently, the 

surplus of energy flowing into the circuit is transferred as an 

oscillation of the energy stored between electric and magnetic 

fields [23]. 

III. LITERATURE REVIEW 

The problems associated with the presence of power-

electronic devices in power systems are gaining attention given 

the high penetration of FACTS, distributed generation units 

(DGUs), active filters, HVDC transmission, among others. Due 

to this trend, well-known undesirable harmonic effects such as 

increasing the equipment ratings [24]–[26] and losses [27]–

[29], decreasing the equipment reliability [30], [31] and 

interference with the communication systems [3], among 

others, are becoming more critical in many different aspects of 

the system [32]. Most of the analyses performed on power-

electronic-based systems (e.g., stability, design, capacity 

planning, etc.) neglect or average the high switching 

frequencies of the power electronic devices to obtain time-

invariant models. However, traditional simplified models can 

misrepresent the actual behavior of networks with high 

penetration of power electronic devices [33]–[35], revealing the 

need of migrating to models with increased bandwidth able to 

properly consider high frequencies. 

Modeling challenges of distributed generation (DG) based on 

renewable energies have been reported in [36]–[38]. 

Additionally, negative effects on the power quality of the grid 

have also been reported due to the generation of coupling 

harmonics [39] that could excite the resonances presented by 

the power network, passive elements, controllers, and loads 

[40]–[43]. Depending on the approach used to integrate the DG 

into the grid, different harmonic generation and propagation 

phenomena are manifested. 

In multiple low-voltage DG units connected to a common 

distribution network (e.g., microgrids) [44], each DG unit 

injects harmonics to its point of common coupling (PCC). If 

two or more DG are connected to the same PCC or they are 

close enough, coupling harmonics among the sources will be 

generated [45]. Such coupling harmonics affect the 

performance and overall stability of the power-electronic-based 

system connected to the microgrid [43], [46], [47]. Under this 

operating condition, several non-ideal characteristics arise, 

such as a time-varying weak-grid equivalent [48] and 

unbalances [49], along with the coupling harmonics interaction. 

In addition, the controllers of grid-connected power-electronic-

based systems become particularly complex to tune, since a 

third control loop for phase synchronization is usually required 

[50], [51].  

For large-scale distributed power plants (LDPP) [52], [53], 

the harmonic propagation and resonances involved are quite 

different. Typically, clusters of DG are connected to a high 

voltage feeder through a distribution transformer. Under this 

approach, the capacitive couplings of the feeders and the 

transformer are the main source of resonances that could 

magnify some of the switching harmonics generated by the 

power-electronic devices [42]. The proposal of a detailed 

equivalent model that successfully represents the overall 

performance of the LDPP is still a challenge to address. 

On a broader sense, the use of high-power electronic devices 

such as HVDC systems and FACTS presents operative and 

modeling challenges, despite their well-known benefits. 

Synchronous oscillations, harmonic resonances, poor system 

performance and undesired oscillatory phenomena have been 

reported in renewable systems connected through HVDC 

systems [54]–[56] due to the weak-grid equivalent and the 
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interactions with the controllers and other HVDC systems [54]. 

For FACTS devices, research has mainly focused on the 

development of accurate models that allow the evaluation of 

their performance in large transmission networks [57]–[59]. 

Important efforts have been conducted on the analysis of 

harmonic stability for distribution networks [60], [61], offshore 

wind farms [54], [62], [63], HVDC converters embedded in an 

AC system [64]–[66], and HVDC links [67]–[70]. On these 

studies, the system stability was analyzed mainly by means of 

the impedance-based method. Instabilities were detected due to 

the interaction between converter control dynamics and 

network resonances. However, harmonic interactions with the 

power network are often overlooked since the network and the 

transmission lines are modeled by means of very simple 

models, such as equivalent inductance or conventional 𝜋 

sections with constant lumped parameters.  

Considering the above-mentioned problems and challenges 

reported in the literature, the development of wideband 

mathematical models able to consider the harmonic interactions 

generated in the switching process is of utmost importance to 

exploit the benefits offered by the high penetration of power 

electronic-based systems and to understand the high-frequency 

problems associated. 

IV. NEED FOR WIDEBAND MODELING OF POWER SYSTEMS 

The interoperability between converters from different 

vendors is nowadays regarded as a key issue for future power 

systems [71], [72]. The integration of these converters in the 

network leads to interactions between different controllers and, 

in comparison with conventional systems, their dynamics and 

control loops are extended to a wider range of frequencies 

above the nominal frequency. As a result, converters also 

interact with the network’s electromagnetic modes, commonly 

defined as resonances, which may lead to super-synchronous 

sustained oscillations or even instabilities. Such interactions 

give rise to stability problems in traction networks [8], [9] and 

distribution systems [10]. At the high-voltage level, the first 

worldwide installations of voltage-sourced converters (VSC)-

HVDC have experienced these problems in an HVDC 

connected offshore wind farm [4] and point-to-point DC links 

embedded in the power system [5]–[7]. The fact that this 

problem has rapidly affected the higher voltage level, once the 

first converters have been connected to it, is not a surprise; the 

inherent low damping and the increasing use of cables make the 

network prone to this type of instability. 

Power system industry currently deems time-domain 

analysis as the most suitable way to analyze the interactions 

between multiple components and the stability of the system. 

This is driven by the fact that (i) the complexity in representing 

the important system dynamics have greatly increased with the 

integration of power-electronic components, (ii) their 

distributed nature requires the representation of a greater 

number of devices in comparison with systems with fewer and 

centralized conventional plants, and (iii) the confidentiality in 

their controls and parameters is imposed to protect the 

intellectual property of manufacturers. However, the detail in 

the modeling of the surrounding system often needs to be 

reduced to cope with the computational constraints in either 

offline tools or real-time simulation platforms. In addition, 

methods based on time-domain analysis cannot provide an 

overall and complete picture of the underlying interactions and 

the relative stability of the system given the inherent 

uncertainties of the network. For this reason, the use of 

frequency-domain methods as a complement to time-domain 

methods allows fully understanding the dynamics jeopardizing 

the system stability. 

V. FREQUENCY DOMAIN METHODS  

A. Input impedance/admittance approach 

Considering each component of the network as a frequency-

dependent terminal impedance allows to estimate the resulting 

electromagnetic interactions between them. This approach is 

commonly known as impedance-based stability assessment. It 

was first used in the design of an input-filter for a regulated 

converter by Middlebrook et al. in the mid-70s [73], [74]. Since 

then, this input-output approach has been widely used to 

determine the stability in the interconnection of two sub-

systems in multiple fields or applications such as DC systems 

embedded in aeronautical applications [75]–[77], DC 

distribution networks [78], [79], or VSC-based systems [21], 

[80]. After the outages of the Swiss traction network due to 

excessive harmonic content [9], [81], [82], the approach of 

modelling the traction vehicle as an impedance became part of 

the standards of the Swiss Railways [83], [84] allowing to 

mathematically decouple the network infrastructure and the 

manufacturer's vehicle. 

The input-admittance model is a way to represent and 

characterize the dynamic response of the converter for 

frequency-domain studies. The equivalent admittance of the 

VSC consists of a transfer function of the voltage at the PCC 

regarded as the input disturbance and the current as the 

controlled output. Therefore, this equivalent admittance 

characterizes the frequency-dependent response of the passive 

components and control loops as seen from the PCC. The 

attractiveness of this method in electrical networks is the direct 

link between an electrical impedance and a property of its 

stability: the passivity [85]. If the system exhibits a passive 

impedance, i.e., the impedance angle is bounded within −90° <
𝜑 < 90°, the system eigenmodes are damped and the system is 

stable. On the other hand, phases out of this boundary indicate 

non-passive regions where ℜ[𝑌(𝑗𝜔)] < 0, so that the system 

adds negative damping to the network and the eigenmodes 

become unstable if the other interconnected subsystem does not 

add enough damping.  

Given an interconnected system as sketched in Fig. 1, the 

system response can be represented by the minor loop in (1) 

capturing the equivalent small-signal impedances of both 

systems.  

𝑉𝑖𝑛(𝑠) = 𝑉𝑔(𝑠)
1

1 +
𝑍𝑔(𝑠)

𝑍𝑖𝑛(𝑠)

 (1) 
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Fig. 1 Basic diagram for the application of input impedance approach. 

This minor loop resembles the typical loop of a feedback 

system. Consequently, the criterion establishes the system 

stability analysis by the analysis of the minor loop defined by 

both impedances and the Nyquist stability criterion. 

Specifically, the interconnected system presents oscillatory 

behavior when the conditions in (2) and stability are analyzed 

based on the respective phase and gain margins. 

|𝑍𝑔(𝑠) 𝑍𝑖𝑛(𝑠)⁄ | = 1 
(2) 

∠𝑍𝑔(𝑠) 𝑍𝑖𝑛(𝑠)⁄   =   − 180∘ 

Impedance models of converter and grid components can be 

obtained not only analytically, but also from EMT simulation 

tools or from measurements. This is one of the most important 

benefits of these methodologies. 

B. Extended Harmonic Domain 

The harmonic state space (HSS) was originally introduced by 

Wereley [86] in 1990 for modeling and analysis of linear 

periodic time-varying (LPTV) systems through linear time-

invariant (LTI) systems in the frequency domain. Several 

previous works have used this modeling approach for harmonic 

stability analysis [22], [87], [88]. A more recent approach, 

called extended harmonic domain (EHD) [89] was proposed in 

2003 to represent in the time-frequency domain LPTV systems 

as LTI systems. This method is based on the Fourier series with 

dynamic complex coefficients, and unlike the HSS, it handles 

the time evolution of each harmonic component and is not 

limited to exponentially modulated periodic signals. 

Additionally, it handles nonlinearities through Toeplitz-matrix-

based operations. Its mathematical formulation is briefly 

described next.  

Consider the following 𝑇-periodic linear system, 

[
�̇�1(𝑡)

⋮
�̇�𝑁(𝑡)

] = [

𝑎1,1(𝑡) ⋯ 𝑎1,𝑁(𝑡)

⋮ ⋱ ⋮
𝑎𝑁,1(𝑡) ⋯ 𝑎𝑁,𝑁(𝑡) 

] [
𝑥1(𝑡)

⋮
𝑥𝑁(𝑡)

]

+ [

𝑏1,1(𝑡) ⋯ 𝑏1,𝑀(𝑡)

⋮ ⋱ ⋮
𝑏𝑁,1(𝑡) ⋯ 𝑏𝑁,𝑀(𝑡) 

] [
𝑢1(𝑡)

⋮
𝑢𝑀(𝑡)

] 

(3a) 

[
𝑦1(𝑡)

⋮
𝑦𝑆(𝑡)

] = [

𝑐1,1(𝑡) ⋯ 𝑐1,𝑁(𝑡)

⋮ ⋱ ⋮
𝑐𝑆,1(𝑡) ⋯ 𝑐𝑆,𝑁(𝑡) 

] [
𝑥1(𝑡)

⋮
𝑥𝑁(𝑡)

]

+ [

𝑑1,1(𝑡) ⋯ 𝑑1,𝑀(𝑡)

⋮ ⋱ ⋮
𝑑𝑆,1(𝑡) ⋯ 𝑑𝑆,𝑀(𝑡) 

] [
𝑢1(𝑡)

⋮
𝑢𝑀(𝑡)

] 

(3b) 

System (3) can be regarded as the linearized version of a 

nonlinear switched periodic system; however, the nonlinearities 

can be handled without resorting to previous linearization if 

these can be expressed through Toeplitz-matrix based 

operations [90]. Since (3) is periodic, each state variable can be 

approximated through the Fourier series, for instance, the 𝑟 −
th state variable using the complex Fourier series is, 

𝑥𝑟(𝑡) ≈ ∑ 𝑋𝑟〈𝑘〉(𝑡)𝑒
𝑗𝑘𝜔0𝑡ℎ

𝑘=−ℎ  for 𝑟 = 1, 2, …𝑁 (4) 

Here, 𝑋𝑟〈𝑘〉(𝑡) represents the 𝑘 − th dynamic complex 

Fourier series coefficient of the 𝑟 − th state variable of (3), 𝜔0 

is the fundamental frequency in rad/s and is equal to 2𝜋/𝑇, 

where 𝑇 is the fundamental period in seconds, and ℎ is the 

highest harmonic considered in the approximation. Notice that 

if the time-domain variable 𝑥𝑟(𝑡) is 𝑇-periodic, then 𝑋𝑟〈𝑘〉(𝑡) 

will eventually settle to a constant value. Similarly, the time-

varying elements of each matrix in (3) can also be approximated 

using the Fourier series and finally transform this LPTV system 

into an LTI system, as follows: 

[
�̇�1(𝑡)

⋮
�̇�𝑁(𝑡)

] ≈ [
𝐚1,1 − 𝓓⋯ 𝐚1,𝑁

⋮ ⋱ ⋮
𝐚𝑁,1 ⋯𝐚𝑁,𝑁 − 𝓓

] [
𝐗1(𝑡)

⋮
𝐗𝑁(𝑡)

]

+ [
𝐛1,1⋯𝐛1,𝑀

⋮ ⋱ ⋮
𝐛𝑁,1⋯𝐛𝑁,𝑀

] [
𝐔1

⋮
𝐔𝑀

] 

(5a) 

[
𝐘1(𝑡)

⋮
𝐘𝑆(𝑡)

] = [
𝐜1,1⋯𝐜1,N

⋮ ⋱ ⋮
𝐜𝑆,1⋯𝐜𝑆,𝑁

] [
𝐗1(𝑡)

⋮
𝐗𝑁(𝑡)

] + [
𝐝1,1⋯𝐝1,𝑀

⋮ ⋱ ⋮
𝐝𝑆,1⋯𝐝𝑆,𝑀

] [
𝐔1(𝑡)

⋮
𝐔𝑀(𝑡)

] (5b) 

where  

𝐗𝑟(𝑡) = [

𝑋𝑟⟨−ℎ⟩(𝑡)

⋮
𝑋𝑟⟨ℎ⟩(𝑡)

] for 𝑟 = 1, 2, … 𝑁 (6) 

A similar expression to (6) describes each vector 𝐔𝑟(𝑡) for 

𝑟 = 1, 2, . . . , 𝑀. 

Submatrices 𝐚𝑝,𝑞 and 𝐛𝑙,𝑣 in (5a) are square and time-

invariant with Toeplitz arrangement: 

𝐚𝑝,𝑞 =

[
 
 
 
 
 
 
𝐴𝑝,𝑞〈0〉𝐴𝑝,𝑞〈−1〉⋯𝐴𝑝,𝑞〈−ℎ〉 0 ⋯ 0

𝐴𝑝,𝑞〈1〉 𝐴𝑝,𝑞〈0〉 ⋱ ⋱ ⋱ ⋱ ⋮

⋮ ⋮ ⋱ ⋱ ⋱ ⋱ 0
𝐴𝑝,𝑞〈ℎ〉 ⋱ ⋱ 𝐴𝑝,𝑞〈0〉 𝐴𝑝,𝑞〈−1〉 ⋱ 𝐴𝑝,𝑞〈−ℎ〉

0 ⋱ ⋱ ⋱ 𝐴𝑝,𝑞〈0〉 ⋱𝐴𝑝,𝑞〈−ℎ+1〉

⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋯ 0 𝐴𝑝,𝑞〈ℎ〉 𝐴𝑝,𝑞〈ℎ−1〉⋯ 𝐴𝑝,𝑞〈0〉 ]

 
 
 
 
 
 

 (7) 

for 𝑝, 𝑞 = 1, 2, … , 𝑁, and  

𝐛𝑙,𝑣 =

[
 
 
 
 
 
 
𝐵𝑙,𝑣〈0〉𝐵𝑙,𝑣〈−1〉⋯𝐵𝑙,𝑣〈−ℎ〉 0 ⋯ 0

𝐵𝑙,𝑣〈1〉 𝐵𝑙,𝑣〈0〉 ⋱ ⋱ ⋱ ⋱ ⋮

⋮ ⋮ ⋱ ⋱ ⋱ ⋱ 0
𝐵𝑙,𝑣〈ℎ〉 ⋱ ⋱ 𝐵𝑙,𝑣〈0〉 𝐵𝑙,𝑣〈−1〉 ⋱ 𝐵𝑙,𝑣〈−ℎ〉

0 ⋱ ⋱ ⋱ 𝐵𝑙,𝑣〈0〉 ⋱𝐵𝑙,𝑣〈−ℎ+1〉

⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋯ 0 𝐵𝑙,𝑣〈ℎ〉 𝐵𝑙,𝑣〈ℎ−1〉⋯ 𝐵𝑙,𝑣〈0〉 ]

 
 
 
 
 
 

 (8) 

for 𝑙 = 1, 2, … , 𝑁 and 𝑣 = 1, 2, … ,𝑀. 𝐴𝑝,𝑞〈𝑘〉 and 𝐵𝑙,𝑣〈𝑘〉 are the 

complex Fourier coefficients of 𝑎𝑝,𝑞(𝑡) and 𝑏𝑙,𝑣(𝑡), 

respectively. 

Submatrices in (5b) are also Toeplitz matrices whose 

elements are the complex Fourier series coefficients, for 
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instance, 𝐜1,1 and 𝐝1,1 are square Toeplitz matrices composed 

by the complex Fourier series of 𝑐1,1(𝑡) and 𝑑1,1(𝑡), 

respectively. Finally, 𝓓 is a diagonal matrix known as operation 

matrix of differentiation; its main diagonal is 

[−𝑗ℎ𝜔0 ⋯ 𝑗ℎ𝜔0]. Notice that system (5) gives the explicit 

solution of the time evolution of each complex Fourier series 

coefficient of each state variable without resorting to any 

numerical integration method. In addition to this, system (5) can 

be transformed into a harmonic transfer function. This 

modeling approach is especially useful for accurately analyzing 

the harmonic relationships among multiple harmonic sources, 

frequency-dependent components, transmission lines and 

dynamic loads by means of an LTI state-space model of 

increased order. Recent applications can be found in [91]–[94]. 

A salient feature of (5a) is the straightforward computation of 

the steady state as follows: 

[
𝐗1(𝑡)

⋮
𝐗𝑁(𝑡)

] ≈ − [
𝐚1,1 − 𝓓⋯ 𝐚1,𝑁

⋮ ⋱ ⋮
𝐚𝑁,1 ⋯𝐚𝑁,𝑁 − 𝓓

]

−1

([
𝐛1,1⋯𝐛1,𝑀

⋮ ⋱ ⋮
𝐛𝑁,1⋯𝐛𝑁,𝑀

] [
𝐔1

⋮
𝐔𝑀

]) (9) 

It is worth mentioning that this modeling approach can be 

applied to nonlinear systems without previous linearization. For 

instance, references [90], [91], [95] present nonlinear EHD 

models. Obtaining such nonlinear models is not straightforward 

in general. Nevertheless, for stability analysis purposes based 

on eigenvalues it is possible to linearize the original nonlinear 

time-domain state-space model around a given periodic steady-

state solution and then transform it to the EHD using the process 

described in this section. Linearization of a time-varying 

periodic nonlinear model implies to obtain a model where the 

input (the switching signal in case of closed-loop controlled 

power electronic-based power systems) is not present in the 

system matrix, rather than eliminate its time-varying (or 

periodic) characteristic. This is usually done by fixing the 

periodic switching signals in the system matrix around a desired 

periodic-operating orbit. This process can be automated into a 

professional computer program. Ref. [94] presents analytical 

and numerical approaches for the EHD modeling of nonlinear 

switched systems with dq closed-loop controllers for power 

electronic-based power systems. 

C. Numerical Laplace transform (NLT) 

The systems of integro-differential equations that define 

typical power devices or networks for transient analysis become 

simple algebraic equations in the frequency domain. The 

straightforward solution of these expressions, usually in the 

form of voltages and/or currents, can then be converted into the 

time domain using a frequency-time transformation. From 

different options available, the numerical Laplace transform 

(NLT) is well-known for its accuracy, versatility and 

computational efficiency in the electromagnetic transient 

analysis of power components and systems [96]–[99]. The 

present paper demonstrates that the NLT can also be useful for 

electromagnetic transient stability studies, as shown in Section 

VI.C. A brief overview of this method is presented below. 

Starting from the inverse Laplace transform of the real and 

causal function F(s): 

                      𝑓(𝑡) =
𝑒𝑐𝑡

𝜋
Re {∫ 𝐹(𝑠)𝑒𝑗𝜔𝑡𝑑𝜔

Ω

0
}                  (10) 

In (10) c and  are the real and imaginary components of the 

complex frequency s. In addition, the integral operation has 

been truncated considering that Ω is the maximum angular 

frequency present in the analysis. This truncation produces 

Gibbs oscillations, which can be damped multiplying F(s) by a 

window function, as described in [96], [97]. The numerical 

version of (10) for a maximum simulation time T and including 

the window function () is given by 

                 𝑓𝑛 =
𝑒𝑐𝑛Δ𝑡

𝜋
Re{∑ [𝐹�̅�𝜎�̅�𝑒

𝑗�̅�Δ𝜔𝑛Δ𝑡2Δ𝜔]1
𝑘=0 }          (11) 

where 

�̅� = 2𝑘 + 1,    𝑘 = 0, 1, … , 𝑁 − 1           (12a) 

                 𝑓𝑛 = 𝑓(𝑛Δ𝑡),    𝑛 = 0, 1, … , 𝑁 − 1          (12b) 

Δ𝑡 = 𝑇/𝑁                                (12c) 

                 Δ𝜔 = 𝜋/𝑁                                   (12d) 

                 𝑐 = 2Δ𝜔                                 (12e) 

In addition, 𝐹�̅� and 𝜎�̅� are the discrete versions of F(s) and 

(). Notice that (11) and (12) consider a discrete frequency 

sampling in N steps of size 2Δω. This is known as the odd-

sampling definition of the inverse numerical Laplace transform, 

which has proven to offer enhanced performance when 

compared to the use of conventional sampling. The term c (real 

part of s) as defined in (12e) is used as a damping factor to 

reduce the aliasing errors produced by the discretization of (10). 

Eq. (11) is conveniently expressed so that the term in brackets 

corresponds to the Inverse Fast Fourier Transform (ifft) 

algorithm, thus allowing a very efficient numerical 

computation. 

Alternative approaches [100] and sampling schemes [101] 

for frequency-time transformation have been proposed in recent 

years and can be explored for transient stability applications.   

VI. APPLICATION EXAMPLE: ELECTROMAGNETIC 

INTERACTION BETWEEN A VSC AND AN AC NETWORK 

A. Test system description 

As an example, the interactions between a voltage source 

converter (VSC) and a passive network, sketched in Fig. 2, are 

analyzed. The aim is to analyze harmonic interactions and the 

impact of resonances on the converter control response. The 

network has to be represented by models which accurately 

capture the relevant dynamics and phenomena over the 

frequency range of interest. 

Similarly, the converter equivalent impedance representation 

needs to accurately represent dynamics in the frequency range 

above the nominal frequency. Fig. 3 shows the control loops of 

interest. In this range of higher frequencies, the converter 

dynamics that have the largest influence are the current 

controller 𝐺𝑐𝑐 , the overall time delay 𝑒−𝑡𝑑𝑠, the voltage feed-

forward filter 𝐹𝑓𝑓, and the converter reactor dynamics 𝐿𝑠 + 𝑅. 

The network-side inverter is a sinusoidal pulse width modulated 

(PWM) three-phase, two-level, voltage source converter. The 

dynamic impact of the PWM is represented by a pure delay 

𝑒−𝑡𝑑𝑠. The parameters used for the study are given in Table I. 
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Fig. 2 Network composed of a voltage source converter and a transmission line 
terminated by a short-circuit impedance. 

 

 
Fig. 3 Block diagram of the dynamic VSC model with the interconnection with 

the network represented by 𝑍ℎ and its relationship with the impedance-based 
stability approach. 

 

TABLE I PARAMETERS OF THE VOLTAGE SOURCE CONVERTER 

Definition Dynamic 

Representation 

Parameters 

Phase reactor 𝐿𝑠 + 𝑅 𝐿 = 0.12 𝑚𝐻 𝑅 = 0.3 Ω 

Current controller 𝐾𝑝 + 𝐾𝑖𝑠 (𝑠2 + 𝜔𝑁
2 )⁄  𝐾𝑝 = 116, 𝐾𝑖 = 5800 

Feed-forward filter 𝛼𝑓𝑓 (𝑠 + 𝛼𝑓𝑓)⁄  𝛼𝑓𝑓 = 2𝜋350 

Delay 𝑒−𝑡𝑑𝑠 𝑡𝑑 = 200 𝜇𝑠 

 

The impedance-based analysis has been widely used and 

established for different representations of the instantaneous 

variables. However, since the aim of this paper is to compare 

different methods in the frequency domain and the necessary 

modeling of passive elements, only the most generic abc 

representation is considered. This is also justified from the 

perspective of black-box representation: abc quantities can be 

directly measured or calculated in EMT simulation tools and do 

not require the processing that dq or sequence representations 

need. In addition, abc quantities are not influenced by internal 

dynamics used in the respective transformations. Nonetheless, 

all the presented modeling approaches can handle both phase 

and dq models. In any case, a wideband modeling approach is 

required to avoid overlooking oscillation modes corresponding 

to frequencies above the traditional range, as shown in the next 

section. In a more general case, a power electronic-based 

system model can be a mix of phase and dq variables; typically 

control systems are in dq frame of reference, and network 

power components are in phase domain. 

B. Results from Input impedance/admittance approach 

The lower part of Fig. 3 shows how the closed-loop system 

(converter and passive network) can be considered from the 

control stability study perspective. The network harmonic 

impedance Zh represents the frequency-dependent behavior of 

the network as seen at the PCC. Fig. 3 also shows the reduction 

of the converter dynamics by means of an equivalent 

admittance. Doing so, the interaction between the converter and 

network dynamics can be represented as a typical feedback 

system. Consequently, the stability of the system can be 

evaluated by typical criteria in control feedback systems such 

as the Nyquist criterium. 

The equivalent admittance of the converter is derived from 

the block diagram shown in Fig. 3, representing converter 

control loops and dynamics as 

𝑌𝑣𝑠𝑐 =
1 − 𝑒−𝑡𝑑𝑠𝐹𝑓𝑓

𝐿𝑠 + 𝑅 + 𝑒−𝑡𝑑𝑠𝐺𝑐𝑐

 (13) 

The system sketched in Fig. 2 was built and simulated in 

PSCAD. The converter was modeled as a controllable voltage 

source through the phase reactor with the voltage input 

determined by the control. 

The time-domain response of the phase voltage at the PCC is 

shown in Fig. 4. In this simulation the interaction between 

converter and transmission network is simulated at t = 1.5 s. 

The waveform presents an amplifying high-frequency 

oscillation at 2550 Hz as indicated in the FFT applied to a 

window of this response (Fig. 4(c)).  

The observed instability arises from the interconnection of 

the converter, originally stable, to the network. The interaction 

between both components results in a change in the overall 

frequency spectrum of the system. A resonance occurs when the 

magnitude plots of the connected impedances at a given node 

intersect each other. Its magnitude depends on the angle 

difference between both impedances at the frequency of the 

intersection.  

 

 
Fig. 4 (a) Time-domain response of the phase voltage at the PCC from the 

complete system simulated in an EMT software, (b) detailed window of the 

time-domain response, (c) FFT applied to the response in the window 𝑡 =
1.53 − 1.535 𝑠. 
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Fig. 5 shows the Bode diagram of the network and the VSC 

equivalent impedance. The resulting resonances are indicated. 

The most interesting point occurs at 2520 Hz, where both 

curves intersect and coincide with a non-passive region of the 

VSC equivalent impedance. 

Typical line models fail at representing the system response 

at the range of frequencies of this case. Following common 

assumptions and approaches for transmission line 

representation, this line, with 𝛾𝑙 = 0.098 ≪ 1, could be 

represented as a simple series impedance [11]. Expectedly, the 

use of such simplification has an impact on the estimated 

system response. Here, the line is also represented by typical 

simplifications such as the equivalent  section or the constant-

parameter distributed model. These representations are usually 

built from the equivalent RLGC values at the fundamental 

frequency because this is the most likely provided or accessible 

data of the line. The corresponding series and shunt elements as 

calculated in (14) consider the effect of the distributed nature of 

the constant or frequency-dependent parameters.  

𝑍𝑠𝑒𝑟𝑖𝑒𝑠 = 𝑍𝑙 sinh 𝛾𝑙 𝛾𝑙⁄  (14a) 

𝑌𝑠ℎ𝑢𝑛𝑡 = 𝑌𝑙 tanh
𝛾𝑙

2
𝛾𝑙⁄  (14b) 

Fig. 6 shows the Bode plot of the equivalent impedance of 

the passive network as seen from the PCC by using both 

aforementioned line simplifications and comparing them with 

the more accurate frequency-dependent wideband 

representation. This figure demonstrates how such a 

representation, which has its origin in typical phasor-based 

representations, fails in assessing a correct frequency and 

damping of the system’s natural frequencies. These 

inaccuracies result in an incorrect estimation of the harmonic 

instabilities during grid integration studies. The Bode plots of 

the three different transfer functions 𝑌𝑣𝑠𝑐𝑍ℎ are shown in Fig. 7 

and the resulting oscillatory modes are detailed in Table II. 

The instability of the system occurs at the vicinity of the 

second natural frequency of the transmission line. This is 

estimated with different levels of accuracy and effectiveness 

when using different line representations. The relative error 

with respect to the frequency of oscillations obtained in the 

time-domain solution, 2550 Hz, is 26% for the conventional  

section, 12% for the Bergeron model, and 1.2% for the 

frequency-dependent representation. Significantly, the use of 

the Bergeron model results in multiple and infinite low-damped 

oscillatory modes and even instabilities, which do not 

correspond to the results obtained with the more accurate 

frequency-dependent line models. 

TABLE II OSCILLATORY MODES FROM THE USE OF DIFFERENT LINE MODELS 

PI equivalent DCP model FD model 

1020 Hz (PM=2º) 1040 Hz (PM=17º) 1020 Hz (PM=2º) 

1890 Hz (PM=-3º) 2240 Hz (PM=-12º) 1890 Hz (PM=-3º) 

 3640 Hz (PM=3º)  

 6670 Hz (PM=-2º)  

 

 
Fig. 5 Bode diagram of the VSC equivalent and network impedances. The non-
passive region is shown in shaded area. 

 

 
Fig. 6 Bode plot of the network impedance represented by frequency-dependent 

parameters (in solid), by a  equivalent (in dashed grey) and by a constant 
distributed-parameter model (in dotted grey). 

 

 
Fig. 7 Bode plot of the open-loop transfer function 𝑌𝑣𝑠𝑐𝑍ℎ for the three types of 
transmission line representation. 

 

 

 



 8 

C. Results using the EHD 

The test system is described in the EHD through the model 

defined by (5a). The VSC is modeled using the fundamental 

frequency model. The time domain solution of phase A voltage 

at the PCC, which was reconstructed using the EHD solution, 

is shown in Fig. 8 and compared against the solution obtained 

with PSCAD. Although the oscillation modes can be 

approximated using the Fast Fourier Transform (FFT), this 

subsection alternatively presents the eigenvalues of the system 

matrix of (5a). 

Fig. 9 shows the poles around the imaginary axis of the 

complex plane. Notice that the oscillation modes identified in 

the Bode diagram of Fig. 5 are clearly distinguished, but there 

are also more oscillation modes. The only unstable oscillation 

modes for this case are around 2.5 kHz, i.e. 85.583 ± 15746𝑖, 
  85.583 ± 16060𝑖, 85.583 ± 16375𝑖, 73.246 ± 16281𝑖, 
73.246 ± 15967𝑖, and  73.246𝑒 ± 15653𝑖, all in rad/s. The 

oscillation frequencies corresponding to these modes are 

2506.1, 2556, 2606.2, 2591.2, 2541.2, and 2491.3, all in Hz. 

These oscillation modes are very close to the value of 2520 Hz 

shown in the Bode diagram of Fig. 5. The slight differences 

among these modes, both in the real and imaginary parts, are 

attributed to the unbalanced nature of the transmission line, 

since it is not assumed transposed. Fig. 9 also shows oscillation 

modes around all the remaining resonance frequencies shown 

in Fig. 5. 

In this EHD case study, the network towards the right of the 

VSC terminals was represented using a frequency-dependent 

network equivalent. This equivalent was identified using vector 

fitting with 35 poles [102]–[104]. 

 
Fig. 8 Solution comparison between PSCAD and EHD of the zero-state 

response of the phase A voltage at the PCC (unstable case). 

 
Fig. 9 Pole mapping of the EHD model for the (unstable case). 

D. Results from NLT approach with admittance matrix model 

of the system 

The network illustrated in Fig. 3 can also be described by 

means of the following admittance matrix model in the 

frequency domain: 

[
𝑌𝑣𝑠𝑐 + 𝑌𝑠ℎ𝑢𝑛𝑡 + 𝑍𝑠𝑒𝑟𝑖𝑒𝑠

−1 −𝑍𝑠𝑒𝑟𝑖𝑒𝑠
−1

−𝑍𝑠𝑒𝑟𝑖𝑒𝑠
−1 𝑌𝑠ℎ𝑢𝑛𝑡 + 𝑍𝑠𝑒𝑟𝑖𝑒𝑠

−1 + 𝑍𝑠𝑐
−1] [

𝑉𝐿

𝑉𝑅
]

= [𝑍𝑠𝑐
−1𝑉𝑠𝑜𝑢𝑟𝑐𝑒

0
] 

(15) 

where VL and VR are the nodal voltages measured at the left and 

right terminals of the transmission line, while Vsource represents 

the voltage source from the Thevenin equivalent connected at 

the right terminal of the line, as shown in Fig. 2. The 3-phase 

transmission line is modeled as fully frequency-dependent. Eq. 

(15) is solved for the nodal voltages vector and the resulting 

voltages are transformed to time domain responses using the 

inverse NLT, as described in Section V-C. In this case, it is 

assumed that the converter-network interaction starts at t = 0.  

Fig. 10 shows the time-domain response at all 3 phases of the 

PCC. In complete agreement with the results from the use of the 

other methods, it is shown that the system under study presents 

an evident instability due to the interaction between the 

transmission line and the VSC. This figure also shows that this 

instability disappears when the transmission line is removed 

from the simulation. Moreover, Fig. 11 shows the FFT applied 

to the unstable response at the PCC. The oscillatory modes are 

very similar to those previously listed in Table II, in particular, 

those corresponding to the inclusion of the frequency-

dependent line model. 

 
 

Fig. 10 Transient voltage response at the PCC obtained via the inverse NLT. 

 

 
 

Fig. 11 FFT applied to phase A of the transient voltage response at the PCC. 

Unstable modes 
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E. Comparison assessment 

The input impedance/admittance stability analysis approach 

is based on the Nyquist stability criterium using the minor loop 

defined by the grid and internal impedances. This method does 

not require the computation of time-domain waveforms or 

eigenvalues and allows the use of frequency-dependent and 

distributed parameter models without resorting to 

approximations. It also reveals the unstable oscillation 

frequencies using simple Bode plots. However, since this 

approach is based on impedance/admittance matrices in the 

frequency domain that represent the systems on both sides of 

the PCC, it is necessary to have linearized versions of the real 

systems. 

On the other hand, the EHD is based on a state-space 

formulation, and the stability can be evaluated without the use 

of numerical integration. It is only necessary to calculate the 

eigenvalues of the state matrix. This process can be time-

consuming for large-scale systems, especially if the harmonic 

distortion and cross-coupling need to be considered. For these 

cases, some approaches for getting reduced models have been 

proposed [92], [93], [95], [105]–[107]. It is also possible to 

obtain the transfer function from the EHD model to perform 

stability analysis. 

Finally, the NLT-based modeling approach described in 

Sections V.C and VI.D resorts to the admittance matrix model 

of the complete system. This formulation also permits the use 

of frequency-dependent distributed-parameter models without 

approximations. Unlike the input impedance/admittance 

stability analysis approach, the NLT utilizes the time-domain 

waveforms to determine if the system is stable or not. This 

feature can be a drawback in case of having unstable 

eigenvalues close to the imaginary axis because it could mean 

long simulation times. In addition, the NLT can present 

numerical errors related to the discretization and truncation of 

the frequency spectrum. However, efficient and robust 

strategies have been proposed to avoid these issues as well as 

to include nonlinearities [96], [97], [107]. Although there is no 

previous experience with converter control design for transient 

stability analysis using this tool, it is expected to be useful to 

test and evaluate controllers throughout the design process. 

Table III summarizes and compares the capabilities and 

limitations of each modeling approach described in this paper. 

Similar criteria to those presented in this table are also 

discussed in [2], [108], [109].  

A different number of ticks is used in Table III to further 

qualify each method’s ability to handle specific criteria under 

comparison. Two ticks mean that the method is fully capable of 

handling a condition, and one tick means that the method is 

partially capable. Also in Table III, switching harmonics refer 

to the harmonics generated by the commutation process of 

power electronic converters, while harmonic cross-coupling 

refers to the interaction between different harmonics, i.e., a 

specific harmonic depends not only on itself but also on the 

others. In the case of power-electronic-based systems, this 

coupling also affects the switching harmonics generated. EHD 

expresses the harmonic cross-coupling through the Toeplitz 

matrices (7)-(8). NLT and impedance/admittance methods can 

handle this coupling explicitly in the admittance/impedance 

matrix model. 

The impedance/admittance approach and the NLT can easily 

preserve confidential system information by means of transfer 

function representation and the use of network equivalents. In 

contrast, the EHD relies on a state-space representation that 

requires detailed system information. However, in the linear 

fashion the EHD method can also be rewritten in terms of 

transfer functions, thus enabling protection of confidential 

information.

TABLE III PERFORMANCE COMPARISON OF ELECTROMAGNETIC TRANSIENT STABILITY ANALYSIS METHODS 

Criteria Impedance/ admittance NLT EHD 

Modularity    

Wideband models    

Protects confidential information    

Time-varying behavior Averaging   

Nonlinear-periodic systems    

Frequency-dependent parameters    

Distributed parameters    

Switching harmonics    

Harmonic cross-coupling    

Easy modeling The easiest Moderate Computer assisted 

Easy analysis The easiest Moderate Computer assisted 

Serves as a control design tool    

Suitable for large scale systems    

Stability analysis Transfer function (TF) 
Time domain solution 

(TDS) 

Eigenvalues, TDS, 

selective modal analysis 

and TF  

Applications 
Stability analysis, control 

design 

Stability analysis, control 

design. 

Stability analysis, control 

design, harmonic 

analysis 
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VII. CONCLUSIONS 

This paper presents a comprehensive state-of-the-art review 

and discussion of the application of three frequency domain 

methods to analyze the influence of the modeling approaches 

used in the representation of power systems for electromagnetic 

transient stability studies, i.e., studies including frequencies 

above the range of traditional transient stability and related to 

the widespread penetration of power electronic devices. 

The analysis of harmonic interactions in the frequency 

domain for this sort of studies has multiple advantages and 

thereby complement other methodologies: First, besides 

indicating instabilities, the analysis allows to address the 

relative stability to estimate how close the system is to being 

unstable or to have sustained oscillations. Second, it makes it 

possible to understand the root cause of the problem and apply 

the necessary countermeasures to mitigate it either in the form 

of the installation of a new passive component or by designing 

a new control loop to add the necessary phase margin. Third, it 

can essentially be used as a 'black-box approach': the internal 

information of converter dynamics is not necessary. Besides, 

the interconnection and the interaction with control dynamics 

results in new network resonances; therefore, this information 

is necessary for other studies where the knowledge of the 

resonances is of great importance, such as harmonic analysis or 

filter design. 

Finally, the NLT is introduced as a new tool for 

electromagnetic transient stability. The results obtained with 

this tool are in high agreement with the EHD and the 

impedance/admittance methods. 
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