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Abstract

This paper presents a stability analysis of linear time-varying (LTV) time-delay systems by using
non-quadratic Lyapunov functions and functionals. Two types of sufficient conditions are proposed for
testing several different kinds of stability, such as asymptotic stability, exponential stability and uniformly
exponential stability, for LTV systems without delay. Then, by constructing suitable non-quadratic
Lyapunov functions (functionals) that are respectively the time-varying weighted L1 and L∞ norms of
the state variables and by using properties of the uniformly asymptotically stable (UAS) function and the
recently established improved Razumikhin and Krasovskii stability theorems, both delay-dependent and
delay-independent conditions are proposed for testing uniformly exponential stability of a class of LTV
time-delay systems. The time derivatives of the non-quadratic Lyapunov functions (functionals) along
the solutions are allowed to be indefinite, namely, to take both negative and positive values. Numerical
examples show that the non-quadratic Lyapunov functions (functionals) based methods are more efficient
than the existing ones that are based on quadratic functions (functionals).

Keywords: Linear time-varying systems; Time-delay systems; Stability analysis; Non-quadratic
Lyapunov functions; Indefinite time-derivatives.

1 Introduction

The stability analysis and stabilization of linear time-varying (LTV) systems and LTV time-delay systems
have received much attention in the control community and a large number of results have been reported
in the literature (see [2, 9, 15, 22, 30, 32] and the reference therein). Compared to the stability analysis
of linear time-invariant (LTI) systems, the stability analysis of LTV systems is much more complicated for
several reasons. Firstly, stability concepts for LTV systems are much more involved than those for LTI
systems, namely, there are both uniform and non-uniform stability notions (except for the periodic case
[22]). Secondly, there is no obvious relationship between the stability of an LTV system and eigenvalues
of its system matrix [22, 24]. Finally, the stability analysis of LTV systems relies heavily on their state
transition matrices, which, however, are generally not easy to compute. Therefore, the stability analysis
problem for LTV systems is challenging.

Lyapunov’s second method is one of the most important approaches for the stability analysis of control
systems, especially for LTV systems [3]. By this method, the asymptotic stability is guaranteed if the
time-derivative of the Lyapunov function (a positive definite function) along the solutions is negative def-
inite [22]. When the time-derivative of the Lyapunov function is negative semi-definite, stability rather
than asymptotic stability follows [1]. Lyapunov’s second method in the stability theory has been extended
to time-delay systems by two main approaches, the Krasovskii approach and the Razumikhin approach
[4, 9, 15, 23]. The Krasovskii approach relies on a positive definite functional (referred to as Krasovskii
functional) that decreases in the whole state space [9]. This method is commonly used in the literature,
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for example, Lyapunov-Krasovskii based analysis for establishing stability and performance guarantees for
nonlinear systems in the presence of nonconstant delays was provided in [4]. The Razumikhin approach
relies on a positive definite function (referred to as Razumikhin function) that decreases under the so-called
Razumikhin condition [9]. As noticed in [29], the Razumikhin approach may be more easy to use in the
stability analysis for systems with time-varying delays.

Lyapunov’s second method has been recognized as a very powerful tool in stability theory. However, applying
Lyapunov’s second method on time-varying systems is quite challenging. Firstly, Lyapunov’s second method
generally requires that the time-derivative of the Lyapunov function is negative definite along the solutions
of the system, which, turns out to be very restrictive. Therefore, there are many references devoted to
allowing time-derivatives of Lyapunov functions to take both negative and positive values (see, for example,
[17, 18, 20, 25]). Very recently, the second author established a systematic approach in [30, 31, 32] to
allow indefinite time-derivatives of Lyapunov functions and functionals by using the concept of scalar stable
functions. This approach relaxes several different restrictions in previous studies and has been successfully
used in [19, 26] and [33] to study stability of stochastic time-varying systems. Secondly, in most cases the
Lyapunov function is chosen as a quadratic function of the state variables. Although it leads to necessary
and sufficient conditions for linear systems, it may be difficult to be constructed in the LTV case as one
needs to solve some time-varying Lyapunov differential equation whose closed form solution is not available
in general [3, 21, 22]. As we shall see, for time-varying systems it is beneficial to consider non-quadratic
Lyapunov functions rather than the conventional quadratic ones.

Considerable efforts have been devoted to the stability analysis of dynamical systems by using non-quadratic
functions in the literature (see, for instance [5, 6, 8, 28]). Particularly, non-quadratic Lyapunov functions
have been frequently utilized to deal with the stability analysis of delayed neural networks. For example,
the polystability of a class of neural networks with constant delay was discussed in [28] by constructing a
non-quadratic Lyapunov functional, global exponential stability criteria were established in [6] for a class
of delayed cellular neural networks by using suitable non-quadratic functions, and the stability analysis of
recurrent neural networks with time delays by using non-quadratic Lyapunov functionals was presented in
[5]. The non-quadratic Lyapunov function based approach was also used to study LTV time-delay systems.
For example, the stability and stabilization of LTV time-delay impulsive systems with unbounded time-
varying delays by using a non-quadratic Lyapunov-like function, namely the L1 norm of the state variables,
were studied in [12]. These results obtained by non-quadratic Lyapunov functions possess many adjustable
parameters and can be easily checked in practice.

Motivated by the second author’s previous study in [30, 31, 32, 33] and the non-quadratic Lyapunov functions
in [5, 7, 8, 13], this paper will establish some Lyapunov stability criteria for LTV time-delay systems by using
suitable non-quadratic time-varying Lyapunov functions (functionals) with indefinite time-derivatives. Two
types of non-quadratic Lyapunov functions, namely, the time-varying weighted L1 and L∞ norms of state
variables, are considered in this paper. With the help of scalar uniformly asymptotically stable function
[30] and the improved Krasovskii and Razumikhin approaches [32], some sufficient stability conditions are
proposed for LTV time-delay systems, by constructing some suitable non-quadratic Lyapunov functions
(functionals). Numerical examples show that the proposed methods can lead to much less conservative
stability conditions than the existing ones.

The remainder of this paper is organized as follows. Various stability concepts for LTV and LTV time-delay
systems and some important notions associated with scalar stable functions are recalled in Section 2. In
Section 3, several sufficient conditions are firstly presented for testing stability of LTV delay-free systems by
using non-quadratic time-varying Lyapunov functions in Subsection 3.1. The uniformly exponential stability
for LTV time-delay systems is then studied in Subsection 3.2 and Subsection 3.3. Two examples borrowed
from the literature are given in Section 4 to show the effectiveness of the obtained results. The paper is
finally concluded in Section 5.

Notation: Throughout this paper, if not specified, we will use fairly standard notation. Denote J = [t#,∞)
with t# being some finite constant, Jτ = [t#− τ,∞), and Rn

0,+ = (0,∞)n. We use C(J,Ω) and PC(J,Ω) to
denote respectively the space of Ω-valued continuous functions and piecewise continuous functions defined
on J . Given any constants a and b with b > a, we let C([a, b],Ω) denote the set of all continuous Ω-valued
functions defined on the interval [a, b]. The acronym WGDR refers to “with guaranteed decay rate” and
sgn (f) denotes the sign of f . For two integers p and q with p ≤ q, denote I[p, q] = {p, p+1, . . . , q}. Let 1n be
the n-dimensional column vector [1, . . . , 1]T. We use ‖·‖ to denote the usual Euclidean norm and ‖f‖[t−τ,t] to
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denote the supremum of ‖f(s)‖ over the interval s ∈ [t− τ, t]. For two column vectors α = [α1, α2, · · · , αn]T

and β = [β1, β2, · · · , αn]T, the symbol α � β means αi ≤ βi, i ∈ I[1, n].

2 Problem Formulation and Preliminaries

In this section, we briefly introduce some basic definitions and results for general linear time-varying (LTV)
systems. More details about the LTV systems theory can be found in [30, 32] and the references therein.

2.1 System Description and Problem Formulation

We consider the following LTV system

ẋ (t) = A (t)x (t) , ∀t ∈ J, (1)

where x ∈ Rn, and A(t) = [aij(t)] ∈ PC(J,Rn×n) is some known function. System (1) is a special case of
the following LTV time-delay system

ẋ (t) = A (t)x (t) +B (t)x (t− h (t)) ,∀t ∈ J, (2)

where A(t), B(t) = [bij(t)] ∈ PC(J,Rn×n), h(t) ∈ PC(J, [0, τ ]), with τ > 0, denotes the delay in the system,
and the initial condition is xt0 = φ ∈ C([t0 − τ, t0],Ω).

Very recently, the stability analysis of the LTV system (1) was studied in [30] by establishing a Lyapunov
differential inequality based approach, which provides necessary and sufficient conditions for several different
stability concepts. The main feature of the approach in [30] is that the time-derivative of some Lyapunov
functions are allowed to be indefinite. The approach in [30] was extended in [32] to LTV time-delay systems
(2), to nonlinear systems [31], and to stochastic systems [33]. In this paper, we continue to study the
stability analysis of systems (1) and (2) by further exploring the idea of allowing indefinite time-derivatives
of Lyapunov functions (functionals) as in [30, 32] and [33]. Differently from [30, 32] where the Lyapunov
functions (functionals) are quadratic, in this paper, motivated by [5, 7, 8] and [13], we will establish a non-
quadratic Lyapunov function (functional) based approach. As in [30, 32], we will provide conditions under
which time-derivatives of Lyapunov functions (functionals) are allowed to take both negative and positive
values. Two different kinds of non-quadratic Lyapunov functions will be utilized, which correspond to the
time-varying weighted L1-norm and L∞-norm of the state x(t). Our improved stability theorems will be
applied on LTV time-delay systems to obtain much less conservative stability conditions than those obtained
in [30] and [32].

For future use, we introduce the following lemma, which characterizes several stability notions for system
(1) (their definitions can be found in [30]), in terms of the state transition matrix.

Lemma 1 Denote the state transition matrix for system (1) as ΦA(t, t0), ∀t ≥ t0 ∈ J . Then system (1) is

1. stable if and only if, for any t0 ∈ J , there exists a k(t0) > 0 such that the inequality

‖ΦA (t, t0)‖ ≤ k (t0) , ∀t, t0 ∈ J, t ≥ t0; (3)

holds (Theorem 5.1 in [10]);

2. uniformly stable if and only if k(t0) in (3) is independent of t0 (Theorem 6.4 in [22]);

3. asymptotically stable (AS) if and only if (3) is satisfied and in addition the condition

lim
t→∞

‖ΦA (t, t0)‖ = 0

holds (Theorem 5.2 in [10]);
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4. exponentially stable (ES) [WGDR ε > 0] if and only if, for any t0 ∈ J , there exists a scalar k(t0) > 0
such that condition

‖ΦA (t, t0)‖ ≤ k (t0) e−ε(t−t0), ∀t, t0 ∈ J, t ≥ t0 (4)

is satisfied (Lemma 1 in [30]);

5. uniformly exponentially stable (UES) [WGDR ε > 0] if and only if k(t0) in (4) is independent of t0
(Theorem 6.7 in [22]);

6. uniformly asymptotically stable (UAS) if and only if it is UES (Theorem 6.13 in [22]).

Finally, we recall the definition of UES for a time-delay system. The LTV time-delay system (2) is said to
be UES if there exist two positive constants α and β such that

‖x(t)‖ ≤ βe−α(t−t0) ‖x‖[t0−τ,t0] , t, t0 ∈ J, t ≥ t0.

2.2 Scalar Stable Functions

In this subsection, we recall results from [30] regarding a so-called scalar stable function. Consider the
following scalar LTV system

ẏ (t) = µ (t) y (t) , ∀t ∈ J, (5)

where y ∈ R, and µ(t) ∈ PC(J,R).

Definition 1 [30] The function µ(t) ∈ PC(J,R) is said to be an AS function if system (5) is AS, is said
to be an ES function if system (5) is ES, and is said to be a UAS function if system (5) is UAS.

By noting that the unique solution y(t) to the LTV system (5) is

y (t) = exp

(∫ t

t0

µ (s) ds

)
y (t0) , t, t0 ∈ J, t ≥ t0,

the following result can be obtained.

Lemma 2 [30] A function µ(t) ∈ PC(J,R) is

1. AS if and only if

lim
t→∞

∫ t

t0

µ (s) ds = −∞, t0 ∈ J.

2. ES if and only if there exist a constant ε > 0 and a strictly positive function δ(t0) ∈ [0,∞) such that∫ t

t0

µ (s) ds ≤ −ε (t− t0) + δ (t0) , t, t0 ∈ J, t ≥ t0. (6)

3. UAS if and only if δ(t0) in (6) is independent of t0.

We mention that, if we let ε = 0 in Items 2-3 of the above lemma, then the resulting conditions imply that
the scalar LTV system (5) is stable and uniformly stable, respectively. We next recall the following notions
introduced in [32].

Definition 2 [32] Let µ(t) be a UAS. The set

Ωµ =

{
T > 0 : sup

t∈J

{∫ t+T

t

µ (s) ds

}
< 0

}
,

is said to be the uniform convergence set (UCS) of µ(t). For any given T ≥ 0, the overshoot ϕµ(T ) of µ(t)
is defined as

ϕµ (T ) = sup
t∈J

{
max
θ∈[0,T ]

{∫ t+θ

t

µ (s) ds

}}
.
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Properties of the UCS and the overshoot of µ(t) are given in the following lemma.

Lemma 3 [33] Let µ(t) ∈ PC(J,R) be a UAS function, Ωµ be the corresponding UCS and ϕµ (T ) be the
overshoot for a given T ≥ 0. Then: 1). There exists a number T0 such that [T0,∞) ⊂ Ωµ. 2). ϕµ (T ) is a
nondecreasing function of T . 3). If T ∈ Ωµ, ϕµ(T ) is independent of T .

According to Item 3 of Lemma 3, hereafter we can use ϕµ to denote the overshoot ϕµ(T ),∀T ∈ Ωµ of µ(t)
for simplicity.

3 Stability Analysis of LTV Time-Delay Systems

3.1 Stability Analysis of LTV Systems

To study the stability of the LTV time-delay system, in this subsection, we will provide a simple criterion
for testing the stability of system (1) by using non-quadratic time-varying Lyapunov functions. To this end,
we denote

bA(t)c =


a11(t) |a12(t)| · · · |a1n(t)|
|a21(t)| a22(t) · · · |a2n(t)|

...
...

. . .
...

|an1(t)| |an2(t)| · · · ann(t)

 .
The following lemma presents various stability conditions, inferred from the use of non-quadratic time-varying
Lyapunov functions of the form

V1(t, x (t)) =

n∑
i=1

ci (t) |xi (t)| , ∀t ∈ J, (7)

and

V∞(t, x (t)) = max
i∈I[1,n]

{
|xi (t)|
ci (t)

}
, ∀t ∈ J, (8)

where ci : J → R0,+ for i ∈ I[1, n] are differentiable functions. The functions V1(t, x (t)) and V∞(t, x (t))
have been respectively motivated by several references, for example, [5, 7, 8] and [13], where ci are constants.
It is readily shown that

cmin (t) ‖x (t)‖ ≤ V1(t, x (t)) ≤
√
ncmax (t) ‖x (t)‖ , (9)

1√
ncmax (t)

‖x (t)‖ ≤ V∞(t, x (t)) ≤ 1

cmin (t)
‖x (t)‖ , (10)

where cmax(t) = maxi∈I[1,n] {ci (t)} and cmin (t) = mini∈I[1,n] {ci (t)} . In addition, consider the following two
inequalities:

ċ (t) +
⌊
AT(t)

⌋
c (t) � µ(t)c (t) , (11)

−ċ (t) + bA(t)c c (t) � µ(t)c (t) . (12)

where c : J → Rn
0,+ is a vector-valued differentiable function and µ(t) ∈ PC(J,R).

Condition (11) or (12) imposes that the diagonal system associated with system (1), namely, ẋ (t) =
diag{a11(t), a22 (t) , · · · , ann (t)}x (t), is stable with sufficient margin to dominate the weighted coupling
terms aij(t), i 6= j, in the sense that the time-derivative of certain Lyapunov function can still be bounded
by a scalar stable function in the presence of these coupling terms. This motivates us to present the following
result.

Lemma 4 System (1) is
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1. stable if µ(t) is stable and, either (11) is satisfied with

c (t) � 1n,∀t ∈ J, (13)

or (12) is satisfied with
c (t) � 1n,∀t ∈ J. (14)

2. US if µ(t) is US and there exists a k1 > 1 such that either (11) or (12) is satisfied with

1n � c (t) � k11n, ∀t ∈ J. (15)

3. AS if µ(t) is AS and, either (11) is satisfied with (13) or (12) is satisfied with (14).

4. ES if µ(t) is ES and, either (11) is satisfied with (13) or (12) is satisfied with (14).

5. UES if µ(t) is UAS and, either (11) or (12) is satisfied with (15).

Proof. In a first stage we derive bounds on the transition matrix induced by (11) and (12). In a second
stage we prove the assertions of the lemma in a point-by-point fashion, by invoking Lemma 1.

We first consider the case where (11) is satisfied. We let ci(t) denote the i-th component of c(t) and consider
the corresponding Lyapunov function (7). Define a two-variable function σ(z1, z2) : R×R→ R as follows
[13]:

σ(z1, z2) =

 sgn(z1), z1 6= 0,
sgn(z2), z1 = 0, z2 6= 0,
0, z1 = 0, z2 = 0.

It follows that |σ (z1, z2)| ≤ 1, z1σ (z1, z2) = |z1| and D+ |z1| = ż1σ (z1, ż1) where z1 is some differentiable
function [13]. Similarly to the development in [7] and [13], the Dini derivative of V1(t, x(t)) along the
trajectories of system (1) can be evaluated as

D+V1(t, x (t)) =

n∑
i=1

ci (t) ẋi (t)σ(xi (t) , ẋi (t)) +

n∑
i=1

ċi (t) |xi (t)|

≤
n∑
i=1

(ċi (t) + ci (t) aii(t)) |xi(t)|+
n∑
i=1

n∑
j=1,j 6=i

|ci (t) aij(t)| |xj(t)|

≤
n∑
i=1

µ(t)ci(t)−
n∑

j=1,j 6=i

|cj (t) aji(t)|

 |xi(t)|+ n∑
i=1

n∑
j=1,j 6=i

|ci (t) aij(t)| |xj(t)|

=µ(t)V1(t, x (t)), (16)

where we have used (11). By the Gronwall inequality [16], we get

V1(t, x (t)) ≤ V1(t0, x (t0)) exp

(∫ t

t0

µ(s)ds

)
, ∀t ≥ t0 ∈ J. (17)

Hence it follows from (9) and (17) that

‖x (t)‖ ≤
√
n
cmax (t0)

cmin (t)
exp

(∫ t

t0

µ(s)ds

)
‖x (t0)‖ .

By the arbitrariness of t0 and x(t0), we obtain from the above inequality that (see, for example, [7])

‖ΦA (t, t0)‖ ≤ n
√
n
cmax (t0)

cmin (t)
exp

(∫ t

t0

µ(s)ds

)
. (18)

We next consider the case that (12) is satisfied and take (8) as the Lyapunov function. For any t ∈ J, there

exists an l such that V∞(t, x(t)) = |xl(t)|
cl(t)

[13]. Then, similarly to the development in [13], we have

D+V∞(t, x (t)) = −ċl (t)
|xl (t)|
c2l (t)

+
σ(xl (t) , ẋl (t))

cl (t)
ẋl (t)

6



≤
(
− ċl (t)
c2l (t)

+
all (t)

cl (t)

)
|xl (t)|+

1

cl (t)

n∑
j=1,j 6=l

cj (t) |alj(t)|
|xj(t)|
cj (t)

≤
(
− ċl (t)
c2l (t)

+
all (t)

cl (t)

)
|xl (t)|+

1

cl (t)

n∑
j=1,j 6=l

cj (t) |alj(t)|
|xl(t)|
cl (t)

≤ µ(t)V∞(t, x (t)),

from which and the Gronwall inequality [16] it follows that

V∞(t, x (t)) ≤ V∞(t0, x (t0)) exp

(∫ t

t0

µ(s)ds

)
, ∀t ≥ t0 ∈ J. (19)

Hence it follows from (10) and (19) that

‖x (t)‖ ≤
√
n

1/cmin (t0)

1/cmax (t)
exp

(∫ t

t0

µ(s)ds

)
‖x (t0)‖ .

By the arbitrariness of t0 and x(t0), we have

‖ΦA (t, t0)‖ ≤ n
√
n
cmax (t)

cmin (t0)
exp

(∫ t

t0

µ(s)ds

)
. (20)

Proof of Item 1. Since the stable function µ(t) satisfies exp(
∫ t
t0
µ(s)ds) ≤ d(t0) < ∞, by (13) and (18), we

know that cmin(t) ≥ 1 > 0 and
‖ΦA (t, t0)‖ ≤ n

√
ncmax (t0) d (t0) ,

which implies by Lemma 1 that system (1) is stable. Moreover, if cmax(t) ≤ 1 in (14) and exp(
∫ t
t0
µ(s)ds) ≤

d(t0) <∞ are satisfied, it follows from (20) that

‖ΦA (t, t0)‖ ≤ n
√
n

1

cmin (t0)
d (t0) ,

which implies that system (1) is stable.

Proof of Item 2. Compared with Item 1, we further have either cmax(t0) ≤ k1 or 1 ≤ c(t) ≤ k1, and d(t0) is
independent of t0. Thus we have ‖ΦA (t, t0)‖ ≤ n

√
nk1d, which implies that system (1) is US.

Proof of Item 3. By using Item 1 and lim
t→∞

∫ t
t0
µ(s)ds = −∞, we have lim

t→∞
‖ΦA(t, t0)‖ = 0, which implies

that system (1) is AS.

Proof of Item 4. This is similar to the proof of Item 1. By assumption we know that
∫ t
t0
µ(s)ds ≤ −α(t −

t0) + β(t0). Hence we have either

‖ΦA (t, t0)‖ ≤ n
√
ncmax (t0) eβ(t0)e−α(t−t0)

or

‖ΦA (t, t0)‖ ≤ n
√
n

1

cmin (t0)
eβ(t0)e−α(t−t0),

which implies that system (1) is ES.

Proof of Item 5. By combining the proofs for Items 2 and 4 together, we have

‖ΦA (t, t0)‖ ≤ n
√
nk1eβe−α(t−t0),

which implies that system (1) is UES. The proof is finished.

It is worth of noting that µ(t) is not required to be negative for all time. As a result, the non-quadratic
Lyapunov functions V (t, x(t)) defined in (7) and (8) may be increasing during the interval within which µ(t)
is positive [17, 20, 30]. As a didactic example, system (1) with

A(t) =

[
−1 + 2 cos(t) p

p −3

]
and parameter p ∈ [0, 1) is UES by Lemma 4, since both (11) and (12) are satisfied for µ(t) = −1+p+2 cos t
and c(t) = 12, ∀t ∈ J .
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3.2 The Krasovskii Approach to LTV Time-Delay Systems

In this and the next subsections, by constructing non-quadratic Lyapunov functionals and using our recently
established improved time-varying Krasovskii and Razumikhin stability theorems [32], we investigate the
uniformly exponential stability of the LTV time-delay system (2). For sake of conciseness, we only consider
uniformly exponential stability, while the other stability notions can be studied in a similar way.

We first consider the following LTV system with a constant state delay

ẋ(t) = A (t)x (t) +B (t)x (t− h) , t ∈ J, (21)

which is a special case of system (2), where A(t), B(t) ∈ PC(J,Rn×n), B(t) is bounded, and h > 0 is a
known constant. This system has been studied in [32] by using quadratic Lyapunov functionals. We assume
that system (21) in the absence of the delayed term B(t)x(t − h) is UES and conditions (11) and (15) in
Lemma 4 are satisfied for some UAS function µ(t) ∈ PC(J,R).

Theorem 1 Let conditions (11) and (15) in Lemma 4 be satisfied, where A(t) is defined in system (21) and
µ(t) is UAS. Assume that there exist a constant µ0 = inft∈J µ(t) and a constant ρ1 ∈ (0, 1) such that

η1 ,
ρ1 − 1

h
− µ0 ≥ 0,

and there exists a UAS function ζ1(t) such that

µ(t) + η1 +
1

ρ1

n∑
i=1

∣∣∣∣ci (t+ h) bij(t+ h)

cj (t)

∣∣∣∣ ≤ ζ1 (t) , ∀j ∈ I [1, n] , ∀t ∈ J, (22)

is satisfied. Then system (21) is UES.

Proof. We choose the following non-quadratic Lyapunov-Krasovskii functional candidate

V1(t, xt) =

n∑
i=1

ci (t) |xi (t)|+
∫ t

t−h
f0 (t, θ)

n∑
i=1

n∑
j=1

|ci (θ + h) bij(θ + h)xj(θ)|dθ, (23)

where xt = x(t + s), s ∈ [−h, 0], f0(t, θ) = 1
ρ1

+ θ−t
h ( 1

ρ1
− 1) and ci(t) satisfies conditions (15) in Lemma 4.

Note that f0(t, θ) is non-negative as long as θ ∈ [t− h, t]. The Dini derivative of V1(t, xt) can be evaluated
as

D+V1(t, xt) =

n∑
i=1

ci (t) ẋi (t)σ(xi (t) , ẋi (t)) +

n∑
i=1

ċi (t) |xi (t)|

+
1

ρ1

n∑
i=1

n∑
j=1

|ci (t+ h) bij(t+ h)xj(t)| −
n∑
i=1

n∑
j=1

|ci (t) bij(t)xj(t− h)|+ f1 (t)

=

n∑
i=1

ci (t) aii(t)xi(t)σ(xi (t) , ẋi (t)) +

n∑
i=1

n∑
j=1,j 6=i

ci (t) aij(t)xj(t)σ(xi (t) , ẋi (t))

+

n∑
i=1

ċi (t) |xi (t)|+
n∑
i=1

ci (t)

n∑
j=1

bij(t)xj(t− h)σ(xi (t) , ẋi (t))

+
1

ρ1

n∑
i=1

n∑
j=1

|ci (t+ h) bij(t+ h)xj(t)| −
n∑
i=1

n∑
j=1

|ci (t) bij(t)xj(t− h)|+ f1 (t)

≤ (µ(t) + η1)

n∑
i=1

ci (t) |xi (t)|+ 1

ρ1

n∑
j=1

cj (t) |xj(t)| gj(t) + f1 (t)

=

n∑
i=1

ci (t) |xi (t)|
(
µ(t) + η1 +

1

ρ1
gi(t)

)
+ f1 (t)

8



≤ζ1 (t)

n∑
i=1

ci (t) |xi (t)|+ f1 (t)

=ζ1 (t)V1(t, xt)−
∫ t

t−h
q1 (t, θ)

n∑
i=1

n∑
j=1

|ci (θ + h) bij(θ + h)xj(θ)|dθ,

where we have used (11) and (22), and denoted

f1 (t) =

∫ t

t−h

(
− 1

h

(
1

ρ1
− 1

)) n∑
i=1

n∑
j=1

|ci (θ + h) bij(θ + h)xj(θ)|dθ,

gj(t) =

n∑
i=1

∣∣∣∣ci (t+ h) bij(t+ h)

cj (t)

∣∣∣∣ ,
q1 (t, θ) =

1

h

(
1

ρ1
− 1

)
+ ζ1 (t)

(
1

ρ1
+
θ − t
h

(
1

ρ1
− 1

))
.

For any t ∈ J , and θ ∈ [t− h, t], the function q1(t, θ) satisfies

q1 (t, θ) =
1

h

(
1

ρ1
− 1

)
+ ζ1 (t)

(
1

ρ1
+
θ − t
h

(
1

ρ1
− 1

))
≥ 1

h

(
1

ρ1
− 1

)
+ (µ0 + η1)

1

ρ1

= 0, θ ∈ [t− h, t] .

Then we can get
D+V1(t, xt) ≤ ζ1 (t)V1 (t, xt) . (24)

As ζ1(t) is a UAS function, there exist two constants ε > 0 and δ ≥ 0 such that
∫ t
t0
ζ1(s)ds ≤ −ε(t − t0) +

δ, ∀t, t0 ∈ J, t ≥ t0. Then it follows from (24) and the Gronwall inequality [16] that

‖x (t)‖2 =

n∑
i=1

|xi (t)|2 ≤

(
n∑
i=1

|xi (t)|

)2

≤ V 2
1 (t, xt) ≤ V 2

1 (t0, xt0) exp

(∫ t

t0

2ζ1(s)ds

)
. (25)

Let k2 = supt∈J{|bij(t)|},∀i, j ∈ I[1, n]. By using (15) and (23), we obtain, for all t ∈ J ,

V1(t, xt) ≤ k1
√
n ‖x (t)‖+

n
√
nk1k2
ρ1

∫ t

t−h
‖x(θ)‖ dθ. (26)

Combining (25) and (26) yields

‖x(t)‖ ≤
√
n

(
k1 ‖x (t0)‖+

nk1k2
ρ1

∫ t0

t0−h
‖x(θ)‖ dθ

)
exp

(∫ t

t0

ζ1(s)ds

)
≤ 2
√
nmax

{
k1,

nhk1k2
ρ1

}
‖x‖[t0−h,t0] exp

(∫ t

t0

ζ1(s)ds

)
,

which implies that system (21) is UES.

In case that h in system (21) is time-varying, then D+V2 involves ḣ. This means that additional conditions
must be imposed on h to obtain stability conditions. So, for the sake of simplicity, we assume here that h is
a constant.

3.3 The Razumikhin Approach to LTV Time-Delay Systems

In this subsection, we investigate the exponential stability of system (2), in which τ ≥ 0 may be unknown.
Assume also that system (2) in the absence of the delayed term B(t)x(t − h(t)) is UES and conditions of
Lemma 4 are satisfied for some UAS function µ(t) ∈ PC(J,R).
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Theorem 2 System (2) with time-varying delay is UES if one of the following conditions holds:

1. Conditions (11) and (15) in Lemma 4 are satisfied, where A(t) is defined in system (2) and µ(t) is
UAS. In addition, there exist a scalar UAS function ζ21(t) and a number q21 > exp(ϕζ21), with ϕζ21
the overshoot of ζ21, such that

µ(t) + q21

n∑
i=1

|ci (t) bij(t)| ≤ ζ21 (t) , ∀j ∈ I [1, n] , ∀t ∈ J. (27)

2. Conditions (12) and (15) in Lemma 4 are satisfied, where A(t) is defined in system (2) and µ(t) is
UAS. In addition, there exist a scalar UAS function ζ22(t) and a number q22 > exp(ϕζ22), with ϕζ22
the overshoot of ζ22, such that

µ(t) + q22k1

n∑
i=1

∣∣∣∣bji(t)cj (t)

∣∣∣∣ ≤ ζ22 (t) , ∀j ∈ I [1, n] , ∀t ∈ J. (28)

Proof. We only prove Item 2 since Item 1 can be proven in a similar way. Consider the nonnegative non-

quadratic function V∞(t, x(t)) as in (8). Clearly, for any t ∈ J , there exists an l such that V∞(t, x(t)) = |xl(t)|
cl(t)

[13]. Then the Dini derivative of V∞(t, x(t)) can be evaluated as (see, for example, [13])

D+V∞ (t, x (t)) =− ċl (t)
|xl (t)|
c2l (t)

+
σ(xl (t) , ẋl (t))

cl (t)
ẋl (t)

=− ċl (t)
|xl (t)|
c2l (t)

+
σ(xl (t) , ẋl (t))

cl (t)
(all (t)xl (t)

+

n∑
j=1,j 6=l

alj(t)xj(t) +

n∑
j=1

blj(t)xj(t− h (t)))

≤µ(t)V∞ (t, x (t)) +
1

cl (t)

n∑
j=1

|blj(t)xj(t− h (t))|

≤µ(t)V∞ (t, x (t)) +
|xj(t− h (t))|
cj(t− h (t))

γl (t) ,

where we have used (12) and denoted (by noting (15))

γl (t) ,
n∑
j=1

∣∣∣∣blj(t)cj(t− h (t))

cl (t)

∣∣∣∣ ≤ k1 n∑
j=1

∣∣∣∣blj(t)cl (t)

∣∣∣∣ .
Under the condition that V∞(t+ s, x(t+ s)) ≤ q22V∞(t, x(t)), ∀s ∈ [−τ, 0], and (28) we obtain

D+V∞(t, x (t)) ≤ µ(t)V∞ (t, x (t)) + max
j∈I[1,n]

{
|xj(t− h (t))|
cj(t− h (t))

}
γl (t)

= µ(t)V∞ (t, x (t)) + V∞ (t− h (t) , x (t− h (t))) γl (t)

≤ (µ(t) + q22γl (t))V∞(t, x (t))

≤

µ(t) + q22k1

n∑
j=1

∣∣∣∣blj(t)cl (t)

∣∣∣∣
V∞(t, x (t))

≤ ζ22 (t)V∞(t, x (t)).

Hence it follows from Theorem 1 in [32] that system (2) is UES. The proof is finished.

The conditions in Theorem 2 are delay-independent. To establish delay-dependent stability conditions, we
need to rewrite system (2) as

ẋ (t)= (A (t) +B (t))x (t)−B (t) (x (t)− x (t− h (t)))

10



= (A (t) +B (t))x (t)−B (t)

∫ t

t−h(t)
ẋ (s) ds

= (A (t) +B (t))x (t)−B (t)

∫ t

t−h(t)
(A (s)x (s) +B (s)x (s− h (s))) ds, (29)

which is a special case of the following LTV system with distributed state delay

ẋ(t) = C(t)x(t) +

∫ t

t−h1(t)

(D (t, s)x (s) + E (t, s)x (s− h2 (s))) ds, t ∈ J, (30)

obtained with the choice h1(t) = h2(t) = h(t) and

C(t) = A(t) +B(t), D(t, s) = −B(t)A(s), E(t, s) = −B(t)B(s). (31)

In system (30) h1 ∈ PC(J, [0, τ1]), and h2 ∈ PC(J, [0, τ2]) are scalar piecewise continuous functions, C(t) =
[cij(t)] ∈ PC(J,Rn×n), D(t, s) = [dij(t)] ∈ PC(J × Jτ1 ,Rn×n), E(t, s) = [eij(t)] ∈ PC(J × Jτ2 ,Rn×n),
where τ1 and τ2 are some constants that may be unknown, τ = τ1 + τ2 is the delay of the system. Thus
we can consider system (30) instead. We assume that the delay free part of system (30), namely, the LTV
system

ẋ (t) = C (t)x (t) , t ∈ J,

is UES. We are now ready to state the main result of Section 3.3.

Theorem 3 Let conditions (12) and (15) in Lemma 4 be satisfied, where µ(t) is UAS and A(t) is replaced
by C(t). Assume that there exist a scalar UAS function ζ3(t) and a constant q3 > exp(ϕζ3) such that, for
all j ∈ I[1, n], s ∈ [t− h1 (t) , t] and t ∈ J ,

µ(t) +
q3k1h1 (t)

cj (t)

n∑
i=1

(|dji (t, s)|+ |eji (t, s)|) ≤ ζ3 (t) , (32)

are satisfied. Then system (30) is UES.

Proof. Consider the non-quadratic function V∞(t, x(t)) defined in (8). Clearly, for any t ∈ J , there exists

an l such that V∞(t, x(t)) = |xl(t)|
cl(t)

[13]. The Dini derivative of V∞(t, x(t)) can then be evaluated as

D+V∞ (t, x (t)) =− ċl (t)
|xl (t)|
c2l (t)

+
σ(xl (t) , ẋl (t))

cl (t)
ẋl (t)

=− ċl (t)
|xl (t)|
c2l (t)

+
σ(xl (t) , ẋl (t))

cl (t)

cll (t)xl (t) +

n∑
j=1,j 6=l

clj(t)xj(t)

+

∫ t

t−h1(t)

n∑
j=1

(dlj(t, s)xj (s) + elj(t, s)xj (s− h2 (s))) ds


≤µ(t)V∞ (t, x (t)) +

1

cl (t)

∫ t

t−h1(t)

n∑
j=1

(|dlj (t, s)xj (s)|+ |elj (t, s)xj (s− h2 (s))|) ds,

where we have used (12). Under the condition that V∞(t + s, x(t + s)) ≤ q3V∞(t, x(t)), ∀s ∈ [−τ, 0], we
obtain

D+V∞ (t, x (t)) ≤µ(t)V∞ (t, x (t)) +

∫ t

t−h1(t)

γl (t, s) q3V∞ (t, x (t)) ds

≤µ(t)V∞ (t, x (t)) +
ζ3 (t)− µ(t)

h1 (t)

∫ t

t−h1(t)

V∞ (t, x (t)) ds

≤ζ3 (t)V∞ (t, x (t)) ,
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where we have used (32) and

γl (t, s) ,
n∑
j=1

∣∣∣∣dlj (t, s) cj (s)

cl (t)

∣∣∣∣+

n∑
j=1

∣∣∣∣elj (t, s) cj (s− h2 (s))

cl (t)

∣∣∣∣
≤ k1

 n∑
j=1

∣∣∣∣dlj (t, s)

cl (t)

∣∣∣∣+

n∑
j=1

∣∣∣∣elj (t, s)

cl (t)

∣∣∣∣
 ,

in which we have noticed (15). Since all conditions of Theorem 1 in [32] are satisfied, we conclude that
system (30) is UES. This completes the proof.

Clearly, setting C(t), D(t, s), and E(t, s) in Theorem 3 as (31) provides delay-dependent stability conditions
for system (29) or system (2). The details are omitted for brevity. We finally mention that, although the
non-quadratic function V1(xt) defined in (7) can also be used to analyze the stability of system (30), the
corresponding results will be much more complicated than V∞(xt). Indeed, when V1(xt) is used, there will
be 2n conditions for ensuring stability, where the first n inequalities are related to the elements in matrix
D, and the other n conditions are related to the elements in matrix E. While there are only n conditions
when V∞(xt) is used. Therefore, here we will not present the results associated with V1(xt).

4 Some Illustrative Examples

4.1 An LTV System Without Delay

We consider the following planar LTV system (see p. 252 in [27] and Example 8 in [30]),

ẋ(t) =

[
0 1
− 1

1+t −10

]
x(t) , A(t)x(t), t ∈ J = [0,∞). (33)

This system was proven to be asymptotically stable in [30] and, moreover, it was shown in this reference
that its state transition matrix satisfies

‖ΦA(t, t0)‖ ≤
2
(
10t20 + 11t0 + 9

)√
(1 + t0) (79t0 + 7)

12

√
t0 + 1

t+ 1
,∀t ≥ t0 ∈ J. (34)

In the following, we use the proposed approach to improve this result.

We first take the following transformation

y(t) = Tx(t), T =

[
1 1

10
0 1

]
, (35)

by which the LTV system (33) is transformed into

ẏ(t) =

[
− 1

10(1+t)
1

100(1+t)

− 1
1+t −10 + 1

10(1+t)

]
y(t) , A(t)y(t), t ∈ J, (36)

from which it follows that ⌊
A(t)

⌋
=

[
− 1

10(1+t)
1

100(1+t)
1

1+t −10 + 1
10(1+t)

]
. (37)

The aim of taking this transformation is to make the (1, 1) element in A(t) be negative. We then take the
following vector

c(t) =

[
110 + 71

555
1

1+t

1 + 71
550

1
1+t

]
, t ∈ J, (38)

from which we can choose

cmax(t) = 110 +
71

555

1

1 + t
, cmin(t) = 1 +

71

550

1

1 + t
, t ∈ J. (39)
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Consider the following function µ(t) : J → R

µ(t) = − 1

11

1

1 + t
. (40)

Then, by some straightforward computation, we obtain

ċ(t) +
⌊
A

T
(t)
⌋
c(t)− µ(t)c(t) =

[
0

− 346409
3357750

1
(1+t)2

− 10

]
� 0, (41)

namely, inequality (11) is satisfied associated with (c(t), A(t)). We then get from (18), (39), and (40) that

‖ΦA(t, t0)‖ ≤ 2
√

2
cmax (t0)

cmin (t)
exp

(∫ t

t0

µ(s)ds

)
= 2
√

2
110 + 71

555
1

1+t0

1 + 71
550

1
1+t

exp

(
−
∫ t

t0

1

11

1

1 + s
ds

)
≤ 2
√

2

(
110 +

71

555

1

1 + t0

)
11

√
1 + t0
1 + t

≤ 222
√

2 11

√
1 + t0
1 + t

. (42)

Since ΦA(t, t0) = TΦA(t, t0)T−1, and ‖T‖‖T−1‖ = 1.105, we have

‖ΦA(t, t0)‖ ≤ ‖T‖
∥∥T−1∥∥ ‖ΦA(t, t0)‖ ≤ 444 11

√
1 + t0
1 + t

. (43)

This result is significantly better than (34) since 11

√
1+t0
1+t converges faster to zero than 12

√
1+t0
1+t as t → ∞

and the overshoot of (34), namely,
2(10t20+11t0+9)√
(1+t0)(79t0+7)

is larger than 444 when t0 →∞.

4.2 An LTV System with Delay

Consider the following scalar time-delay system studied previously in [14]

ẋ (t) = −l1 cos2 (t)x (t) + l2 sin (t)x (t− h) , (44)

where h ≥ 0, l1 > 0, and l2 ∈ R are constants. Let µ(t) = −l1 cos2(t) and c(t) = 1, ∀t ∈ J . Obviously, µ(t)
is UAS and inequalities (11) and (15) in Lemma 4 are satisfied. Let

η1 ,
ρ1 − 1

h
− µ0 ≥ 0, (45)

where µ0 = −l1. Hence, by Theorem 1, if there exist a ρ1 ∈ (max(0, µ0h+ 1), 1) such that

ζ1 (t) = −l1 cos2 (t) +
ρ1 − 1

h
+ l1 +

|l2|
ρ1
|sin (t+ h)|

= l1 sin2 (t) +
ρ1 − 1

h
+
|l2|
ρ1
|sin (t+ h)| ,

is UAS, then system (44) is UES. Notice that for any t ≥ t0 ∈ J, there exist two integers k > k0 such that
t = π

2 k − δk and t0 = π
2 k0 + δ0 where δk, δ0 ∈ [0, π2 ). Then∫ t

t0

|sin s|ds =

∫ π
2 k−δk

π
2 k0+δ0

|sin s|ds

≤
∫ π

2 k

π
2 k0

|sin s|ds

13



=

k−1∑
i=k0

∫ π
2 (i+1)

π
2 i

|sin s|ds

= k − k0

=
2

π
(t+ δk)− 2

π
(t0 − δ0)

=
2

π
(t− t0) +

2

π
(δk + δ0)

≤ 2

π
(t− t0) + 2.

Thus, for all t ≥ t0 ∈ J, ∫ t

t0

ζ1 (s) ds ≤ l1
2

(
t− t0 −

1

2
(sin (2t)− sin (2t0))

)
+

(
ρ1 − 1

h

)
(t− t0) +

|l2|
ρ1

(
2

π
(t− t0) + 2

)
≤
(
ρ1 − 1

h
+
l1
2

+
2

π

|l2|
ρ1

)
(t− t0) +

l1
2

+ 2
|l2|
ρ1
,

and the conditions of Theorem 1 are satisfied if there exists a ρ1 satisfying (45) and

ρ1 − 1

h
+
l1
2

+
2

π

|l2|
ρ1

< 0,

which is equivalent to
2πρ21 − (2π − l1hπ) ρ1 + 4 |l2|h < 0. (46)

We consider three cases.

Case 1: 12 |l2| < π |l1|. In this case, we have

0 ≤ h <
2πl1 + 16 |l2| −

√
64πl1 |l2|+ 256 |l2|2

l21π
.

Case 2: 4|l2| < πl1 ≤ 12|l2|. In this case, we have

0 ≤ h < (πl1 − 4 |l2|)
πl21

.

Case 3: πl1 ≤ 4|l2|. In this case, we have
h = 0.

We next compare these results, following from Theorem 1, with the result reported in [14]. Let l2 = 1. In
Figure 1 we show the relationship between l1 and the upper bounds on h guaranteeing UES, obtained by
the different methods. From this figure we clearly see that qualitatively comparable results are obtained and
Theorem 1 allows to improve the result in [14] when l1 is larger than |l2|.

5 Conclusion

This paper performed a stability analysis of linear time-varying (LTV) time-delay systems by using non-
quadratic Lyapunov functions and functionals. The classical condition of negativity of the time-derivative
of Lyapunov function(al)s was weakened in the sense that the Dini derivatives of non-quadratic Lyapunov
functions and functionals are allowed to take both negative and positive values. With the help of scalar
uniformly asymptotically stable (UAS) functions and the recently developed improved Razumikhin and
Krasovskii stability theorems, both delay-dependent and delay-independent stability conditions were estab-
lished to guarantee uniformly exponential stability of a class of LTV time-delay systems. The effectiveness
of the established methods was illustrated by some numerical examples.
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Figure 1: The relationships between l1 and h with l2 = 1 by different approaches
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