
Chemical Engineering Science xxx (xxxx) xxx
Contents lists available at ScienceDirect

Chemical Engineering Science

journal homepage: www.elsevier .com/ locate/ces
Modelling of gas injection into a viscous liquid through
a top-submerged lance
https://doi.org/10.1016/j.ces.2019.115359
0009-2509/� 2019 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail address: yannan.wang@kuleuven.be (Y. Wang).

Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of gas injection into a viscous liquid through a top-submerged lance, Ch
Engineering Science, https://doi.org/10.1016/j.ces.2019.115359
Yannan Wang a,⇑, Lingling Cao a, Maarten Vanierschot b, Zhongfu Cheng a, Bart Blanpain a, Muxing Guo a

aDepartment of Materials Engineering, KU Leuven, 3000 Leuven, Belgium
bMechanical Engineering Technology Cluster TC, Campus Group T Leuven, KU Leuven, 3000 Leuven, Belgium

h i g h l i g h t s

� The VOF-LES-DSL model predicts the turbulent top-submerged lance flow well.
� 3D simulation is indispensable for capturing flow fluctuations.
� The flow characteristics are quantitatively described under industrial conditions.
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a b s t r a c t

The hydrodynamics of a gas-viscous liquid flow is numerically studied by coupling the Volume of Fluid
(VOF) method with the Renormalization Group (RNG) k-e model or Large Eddy Simulation (LES) (VOF-
RNG or VOF-LES). The simulations are validated by Particle Imaging Velocimetry (PIV) measurements.
Averaged flow features are predicted by 2D and 3D VOF-RNG/LES models. Only the 3D VOF-LES model
predicts the velocity fluctuation well. The Dynamic Smagorinsky-Lilly (DSL) Subgrid-scale model slightly
outperforms the Wall-Adapting Local Eddy-Viscosity (WALE) subgrid-scale model. Subsequently, flow
characteristics of a gas-viscous liquid flow are studied by the validated 3D VOF-LES-DSL model under
industrially relevant conditions. Gas penetration depth, flow velocity attenuation, surface sloshing and
slag splashing are quantitatively described. The flow regime is identified through the pressure data mon-
itored in the lance and its Fast Fourier Transform (FFT) results. The study of the coherent structures shows
strong vortices in the top part of the slag pot.

� 2019 Elsevier Ltd. All rights reserved.
1. Introduction

Currently, about 10 million tons of Basic Oxygen Furnace (BOF)
slag is annually produced as a main by-product during the steel-
making process in Europe (Euroslag). Therefore, the reuse/recy-
cling of BOF slag becomes a very urgent issue since it causes land
occupation for slag disposal, environmental issues and a waste of
precious resources (Dippenaar, 2005). However, BOF slag valoriza-
tion is restricted by its volume swelling during natural aging due to
the presence of free lime (Mikhail and Turcotte, 1995; Wang et al.,
2010). In order to solve this problem, the FEhS Institute has devel-
oped and implemented a process, where silica-rich additives are
injected into the liquid slag with nitrogen or oxygen as a carrier
gas through a top submerged lance for the stabilization of free lime
at high temperature (Motz and Geiseler, 2001; Santos et al., 2012).
As a consequence, a flow in the slag pot is generated by the mate-
rials’ (i.e., the mixture of silica-rich additives and carrier gas) injec-
tion, during which the buoyancy of the injected gas phase has a
major influence on the flow formation. Therefore, it is reasonable
to simplify this system as a gas–liquid two-phase flow to study
the influence of the flow on the additives movement and the mass
transport, which directly affects the additive dissolution during the
process.

Due to difficulties of high temperature experiments (e.g., opac-
ity of a slag pot, hazardous operating environment, lack of velocity
measuring techniques at high temperature), physical modelling
(Igwe et al., 1973; Mazumdar and Guthrie, 1985; Iguchi et al.,
1994; Morsi et al., 2000; Zhao et al., 2016, 2017; Pan and
Langberg, 2010) and numerical simulation (Mazumdar and
Guthrie, 1985; Liovic et al., 2002; Huda et al., 2010, 2012; Wang
et al., 2018; Sattar et al., 2014; Obiso et al., 2019) have been per-
formed on a top injection two-phase flow in a metallurgical vessel.
Iguchi et al. (1994) performed some cold model experiments to
analyze the fluid flow initiated by the top submerged gas injection
emical
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Nomenclature

a average radius of the slag pot, m
A cross-section area of lance, m2

C1e;C2e model constants, 1.42, 1.68, respectively
C3e model constant
Cs model constant
dL lance diameter, m
dn nozzle diameter, m
DP penetration depth, m
EIn input energy flux accompanied with the gas phase, kJ/

(m2�s)
Eke power input from gas kinetic energy, W
f frequency, Hz
Fcsf surface tension, N
Frm modified Froude number
Hc characteristic length, m
g gravitational acceleration, m/s2

Gb turbulence generation due to buoyancy, kg/(m�s3)
Gk turbulence generation due to the mean velocity gradi-

ent, kg/(m�s3)
k turbulent kinetic energy, m2/s2

ki the ith root of the derivative of the first-order Bessel
function, J

0
1 kið Þ ¼ 0

K curvature, 1/m
l submerged lance depth, m
L liquid level, m
Dm loss of the molten slag, kg
m the amount of slag in the slag pot, 55740 kg
Ml angular momentum of the liquid slag, kg�m2/s
Mo angular momentum of the slag pot, kg�m2/s
n phase number
_n molar flowrate, mol/s
p pressure, Pa
pa atmosphere pressure, Pa
Qa gas flowrate at Pa and slag temperature, m3/s
r slag splashing rate, kg/(m3�s)
R gas constant, 8.314 J/(mol�K)

Re R-e term, kg/(m�s4)
R

0
top radius of the slag pot, m

S
�

filtered rate of strain tensor, 1/s
t time, s
Tin temperature of the gas phase entering the slag pot, K
Ts slag temperature, K
u velocity, m/s
ul maximum linear velocity in the sloshing, m/s
v component of the flow velocity parallel to the gravita-

tional vector, m/s
V total volume of the molten slag in the slag pot, m3

w component of the flow velocity perpendicular to the
gravitational vector, m/s

z axial distance from the bottom of slag pot, m

Greek symbols
a phase volume fraction
ak;ae inverse effective Prandtl numbers
D filtering width, m
e turbulent kinetic energy dissipation rate, m2/s3

gmax maximum wave amplitude, m
g1, g2 energy conversion efficiencies
k2 second largest eigenvalue of a velocity gradient tensor
leff effective viscosity, Pa�s
lt turbulent viscosity, Pa�s
q density, kg/m3

r surface tension coefficient
s
�

stress tensor, N/m2

x angular frequency, rad/s

Subscripts
g gas phase
i; j coordinate direction indices
l liquid phase
q qth phase
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in a cylindrical bath. An empirical equation was derived to predict
the gas penetration depth. The experimental results also confirmed
the presence of a dead zone by measuring the mass transfer coef-
ficient between a platinum plate and aqueous FeSO4 solution.
Mazumdar and Guthrie (1985) developed a computational scheme
to predict the flow generated by both the partially and fully sub-
merged gas injection in a steelmaking ladle. The accuracy of their
calculation was evaluated by using a 0.3 scaled-down water mod-
elling experiment. An agreement was achieved between the exper-
imentally measured and mathematically predicted flow fields.
Although a 2D simulation, their work has provided a basis of
describing two-phase flow. Liovic et al. (2002) developed a 2D
axisymmetric model with volume tracking technique to study
the top submerged gas injection in a smelting process. It was con-
cluded that a high liquid viscosity suppresses splashing and free
surface distortion and reduces liquid backflow into the lance by
calculating the distributions of gas and liquid phase in the gas-
water/95% glycerol solution systems. Based on the recorded pres-
sure in the lance and its Fourier transform, a bubbling frequency
of 5 Hz was determined, which agrees with the value recorded in
industrial smelters. Huda et al. (2010) investigated the characteris-
tics of the top gas injection in a water bath by coupling the Euler-
Euler model with the standard k-e turbulence model. The simu-
lated velocity field agrees well with the water model experiment
(Morsi et al., 2000). A semi-empirical equation was proposed to
calculate the penetration depth of the annulus air jet into the water
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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bath. It was found that the mixing in the water bath predominately
takes place near the lance and a recirculation zone is favorable for
uniform mixing. However, a discrepancy of the mean tangential
velocity was found between the simulation and the water model
experiment, and it was considered to be caused by the poor perfor-
mance of the standard k-e model. A quantitative understanding of
splashing cannot be achieved due to the absence of surface track-
ing methods. Later on, the same group applied this Euler-Euler-
standard k-e model in a zinc slag fuming process (Huda et al.,
2012). The simulation predicted that the rate-limiting steps of Zn
fuming are both the mass transfer of ZnO from the bulk slag to
slag-gas interface and the gas-carbon reaction rate. Increasing
the submerged lance depth could increase the fuming rate. In order
to compare the calculation results of using different turbulence
model on a top submerged gas injection into a high viscosity liquid,
the present authors (Wang et al., 2018) performed 2D and 3D sim-
ulations with a combined VOF-RNG/RSM/LES model. The simula-
tion was elaborately validated by PIV experiments in an air-
paraffin oil two-phase system. The averaged feature of the flow
generated by the top gas injection is captured by all of the three
turbulence models, however, only the LES model can give a reason-
able prediction of the generated turbulence. Bubble shape and ris-
ing behavior are well predicted by the 3D simulation in the study,
where only a shallow lance submersion (l/L = 0.26) was used. This
limits the reliability of the combined numerical model, because the
submerged lance depth plays a significant role in the flow
s injection into a viscous liquid through a top-submerged lance, Chemical
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Table 1
Geometrical dimensions, operational parameters and material properties used in
physical modelling and slag stabilization process.

Physical modelling

Dimensions (X � Y � Z), m 0.135 � 0.135 � 0.195
Inner diameter of lance, m 0.005
Outer diameter of lance, m 0.008
Height of paraffin oil level, m 0.168
Lance submergence depth, m 0.088
Air flow rate, Nm3/h 0.5
Pressure, kPa 120
Density of paraffin oil, kg/m3 880
Viscosity of paraffin oil, kg�m�1�s�1 0.065
Density of air, kg/m3 1.225
Viscosity of air, kg�m�1�s�1 1.789 � 10�5

Interfacial tension of oil/air, N/m 0.026

Industrial slag stabilization process
Top diameter of the slag pot, m 3.36
Bottom diameter of the slag pot, m 2.39
Height of the slag pot, m 3.558
Lance diameter of the slag pot, m 0.04
Height of slag level, m 3.0
Lance submergence depth (slag pot), m 0.3, 0.65, 1.0
Gas flow rate, Nm3/h 40–200
Pressure, kPa 300
Density of slag, kg/m3 3000
Viscosity of slag, kg�m�1�s�1 0.1
Density of gas, kg/m3 0.574r

Viscosity of gas, kg�m�1�s�1 5.87 � 10�5 *
Interfacial tension of slag/gas, N/m 0.55

‘‘r” and ‘‘*” indicate calculated values based on the ideal gas law and Sutherland’s
law (Sutherland, 1893), respectively.
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characteristics (Morsi et al., 2000; Huda et al., 2010). Obiso et al.
(2019) studied the effect of liquid properties on the hydrodynamics
of a smelting process by using the coupled Level Set-VOF model.
The results highlighted the importance of the viscous and interfa-
cial forces on gas injection in smelting slags. It was indicated that
the Froude number is insufficient to characterize the flow. Only
normalized numerical data were presented in their work, making
it difficult to compare with other studies.

Based on the above literature study, it can be concluded that (1)
compared to low viscosity liquids (such as water, mercury and
Wood’s metal), viscous liquids have been much less employed in
physical modelling (Pan and Langberg, 2010; Huda et al., 2012;
Wang et al., 2018; Sattar et al., 2014; Obiso et al., 2019); (2) the stan-
dard k-e turbulence model is normally applied to the simulations,
and a full validation of different turbulence model is necessary for
the casewith a large lance submerged depth; (3) the flow character-
istics of a top gas injection in metallurgical processes have not been
comprehensively investigated yet under industrially relevant con-
ditions, for which simply the phenomenal descriptions of surface
sloshing and splashing are available in literature, and a quantitative
prediction of the phenomena is needed for process optimization.

In this context, a sharp surface tracking technique, VOF, is
adopted in this paper to study the splashing and sloshing phenom-
ena in the slag stabilization process. The RNG k-e model is used in
this work for the following reasons: (1) the choice of turbulence
model is critical for simulation of the particle migration andmixing
phenomena (Crowe et al., 1996; Jha et al., 2003); (2) the RNG k-e
model outperformed the standard k-e model in rotating flows
(Schwarze et al., 2001; Hou and Zou, 2005). In addition, the LES
model, as an advanced turbulence model, is also applied for mod-
eling the turbulence. Prior to the real case study, validations of the
numerical model are performed for a large submerged lance depth
case (l/L = 0.52). The numerical results are corroborated by PIV
experiments of a paraffin oil-air system in a scale-down vessel at
room temperature. In this way, the gas-liquid slag hydrodynamics
of the slag stabilization process is systematically investigated with
respect to the velocity attenuation, gas penetration depth, flow
regime, surface sloshing, splashing and coherent structures identi-
fication. The purpose of this work is to develop a 3D numerical
model with a coupling of the VOF and the RNG k-e model or LES
model for understanding the hydrodynamics in the slag stabiliza-
tion process, such as the mixing characteristics of additives during
the process. This work can also shed light on common features of a
gas injection into a highly viscous liquid which is commonly pre-
sent in chemical engineering process.

2. Numerical and experimental methodology

2.1. VOF model

In the VOF model, the phase volume fraction, a, is introduced to
track the interface position. The tracking of the interface between
phases throughout the domain is accompanied by solving a conti-
nuity equation for the volume fraction of the qth phase, as shown
in Eq. (1). The volume fraction of the primary phase is computed by
the constraint given in Eq. (2). In this calculation, an explicit for-
mulation, i.e., geometric reconstruction scheme developed by
Youngs (Youngs, 1982), is adopted. It assumes that the interface
has a linear slope within each cell, and this linear slope is used
to calculate the face fluxes. The volume fraction in each cell is
obtained based on the consequent face fluxes. This scheme has
been considered as the most accurate one as a result of its small
numerical diffusion (Yang et al., 2017;). In the VOF model variables
are shared by all phases, therefore, only one set of momentum
equations is solved in Eq. (3).
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
Engineering Science, https://doi.org/10.1016/j.ces.2019.115359
@

@t
aqqq

� �
þr � aqqq u

!� �
¼ 0 ð1Þ

Xn
q¼1

aq ¼ 1 ð2Þ

@

@t
q u!

� �
þr � q u!u!

� �
¼ �rpþr � s�þq g!þ F

!
csf ð3Þ

Since the bubble behavior and the liquid surface distortion are
affected by the surface tension of the liquid, the surface tension
force, a source term in the momentum conservation equation, is
simulated based on the Continuum Surface Force (CSF) model
developed by Brackbill et al. (1992). The surface tension force is
expressed by:

F
!

csf ¼ rKra ð4Þ
2.2. Turbulence models

2.2.1. RNG model
The RNGmodel is developed by the Renormalization Group the-

ory (Yakhot and Orszag, 1986). Like the widely used standard k-e
model (Launder and Spalding, 1974), it also requires two partial
differential transport equations for the turbulent kinetic energy,
k, and its dissipation rate, e. The form of the transport equations
is similar to that of the standard k-e model. However, necessary
modifications are made in the RNG model to increase its accuracy
for the rapidly strained flows and swirling flows. The transport
equations are shown as Eqs. (5) and (6). After solving these two
equations, the eddy viscosity is computed and then the Reynolds
stress terms are obtained closing the Reynolds Averaged Navier-
Stokes (RANS) equations.
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2.2.2. LES model
Due to the presence of multi-scale turbulence in the multiphase

flow in this work, an advanced turbulence model, the LES model, is
employed. Unlike the commonly used k-emodel, the instantaneous
Navier-Stokes (N-S) equations are subjected to a filtered operation
instead of a Reynolds averaging method, resulting in grid scale and
subgrid scale (SGS) components. The grid scale component is
resolved directly, and the SGS component is modelled by the estab-
lished SGS model. In this study, two built-in SGS models are used, i.
e., the Dynamic Smagorinsky-Lilly (DSL) model and the Wall-
Adapting Local Eddy-Viscosity (WALE) model.

Smagorinsky (Smagorinsky, 1963) proposed a model to com-
pute the eddy viscosity, as shown in Eq. (8). To optimize the model,
it is needed to carefully choose the model constant, Cs, which can
be dynamically calculated through a procedure developed by
Germano et al. (1991) and Lilly (1992). In the dynamic procedure,
a second filter called test filter, in which the width is twice as large
Fig. 1. Geometry and boundary conditions of the ph

Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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as that of the original filter, is applied to filter the N-S equations,
resulting in a second resolved field. The information obtained from
the scale size between the original filter and the test filter is used
to calculate the Cs. In addition to the DSL model, the WALE model
(Nicoud and Ducros, 1999) is adopted to model the SGS turbulence.
Since this model can correctly evaluate the laminar zone in the cal-
culation domain, it is appropriate for our case, where a complete
turbulent flow will be expected in the middle of the domain and
a laminar flow near the wall due to a high liquid viscosity.

lt ¼ q CsDð Þ2 S
���� ��� ð8Þ
2.3. Numerical setup

The simulations are performed using the commercial software
package ANSYS FLUENT 16.2. The geometrical information, opera-
tional parameters and materials properties used in the physical
modelling and the industrial slag stabilization process are listed
in Table 1. Geometries of the physical model and the industrial slag
pot are depicted in Fig. 1. The whole domain is patched by two
zones, i.e., the gas zone and the liquid zone. The boundary between
the two zones is set as interface. The remaining boundary
conditions, i.e., velocity inlet, pressure outlet and wall, are also
ysical model (upper) and the slag pot (lower).

s injection into a viscous liquid through a top-submerged lance, Chemical
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Fig. 2. Meshes of the physical model (left) and the slag pot (right).

Fig. 3. PIV measured zone (red area 0.058 m � 0.058 m): A (�0.065 m, 0.164 m); B
(�0.007 m, 0.164 m); C (�0.007 m, 0.106 m); D (�0.065 m, 0.106 m). (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

Y. Wang et al. / Chemical Engineering Science xxx (xxxx) xxx 5
indicated in Fig. 1. The structured meshes are established with the
ICEM software. According to the grid independency study in our
previous work (Wang et al., 2018), a mesh with 355,603 hexahe-
dral cells is sufficient for the simulation of the physical model.
The grid size ranges from 0.3 mm to 4.0 mm. For the slag pot,
two meshes with number of hexahedral cells of 481,440 and
578,880 are used to perform a mesh independency study before
the simulation of flow characteristics. The grid size ranges from
1 mm to 123 mm for the mesh of 481,440 cells and ranges from
0.83 mm to 104 mm for the other mesh. Taken into account a large
velocity gradient in the lance region, the mesh is refined in the
region. The mesh with coarse grids is generated in the near-wall
region to save the computational cost, since the near-wall region
is not of interest in the work. The law-of-the-wall algorithm is
employed as the near-wall treatment method. The representative
meshes are given in Fig. 2.

The Semi-Implicit Method for Pressure-Linked Equations – Con-
sistent (SIMPLEC) scheme (Van Doormaal and Raithby, 1984) is
adopted for the solution of the velocity-pressure coupling equa-
tion. The spatial discretization schemes for the pressure and
momentum equations are PREssure STaggering Option (PRESTO!)
and bounded central differencing, respectively. Convergence is
determined by monitoring the unscaled residual of the continuity
equation. In this study, it is considered that a sufficient accuracy
is achieved when the residual of the continuity equation drops at
least 3 orders of magnitude. The convergence criterion is set as
1 � 10�7. In order to capture the detailed temporal features of
the flow, the time step should be smaller than the minimum sys-
tem time scale which is approximately 1.04 � 10�5 s. Therefore,
the time step of 1 � 10�5 s is adopted by considering both the sim-
ulation accuracy and the computational cost, resulting in a global
Courant number of 0.65. Part of the calculations were submitted
to a High Performance Computing cluster and one node with 20
processors was required. The rest were performed in a group work-
station (Intel(R) Xeon(R) Gold 5120 CPU@2.20 GHz with 16 cores).
It took around five months to finish all the calculations.

2.4. Experimental method

Paraffin oil and compressed air are used to form a two-phase
flow. The PIV experiment setup is given in Fig. 3. In order to make
the experiment dynamically similar to the industrial slag stabiliza-
tion process, the modified Froude number, defined as the ratio of
the inertial force to the buoyancy force in Eq. (9), is adopted to
determine the top gas flow rate (Singh et al., 2007). The submerged
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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lance depth is chosen as the characteristic length for the calcula-
tion of the modified Froude number. The modified Froude number
in the physical modelling is approximately 0.06, which is within
the range of the modified Froude number (i.e., 0.008–0.18) in the
slag stabilization process. This enables the physical modelling to
reflect well the flow characteristics in the slag pot. It is worth men-
tioning that the gas-liquid interfacial tension in the two systems is
different. The interfacial phenomena such as bubble breakup and
coalescence, which are greatly affected by the interfacial force,
may not be realistically represented. However, such interfacial
phenomena are not the main interests and excluded in this work.
Future work is needed for resolving detailed interfacial phenom-
ena. The flow information is measured by the Particle Imaging
Velocimetry (PIV) technique. In order to explain the obtained
velocity profile in the following section, the measured zone in
PIV experiment is shown in Fig. 3. Considering the maximal pixel
s injection into a viscous liquid through a top-submerged lance, Chemical
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Fig. 4. Experimentally measured and numerically modelled velocity fields (a) Experimental; (b) RNG model; (c) LES-WALE model; (d) LES-DSL model (r: radial distance from
the axial line; R: radial distance between the axial line and the vessel wall; h: axial distance from the bottom of the measured zone; H: height of the measured zone).
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displacement, the relative error of the instantaneous velocity vec-
tors of the PIV experiments is maximal 2%. The sampling error on
the mean velocity is estimated based on the sampling size of
1024 and was estimated to be less than 2%. Therefore, the total rel-
ative error is around 3%. The detailed procedure and conditions of
the PIV measurement can be found in the work of Wang et al.
(2018) and Vanierschot et al. (2014).

Frm ¼ qgug
2

ql � qg

� �
gHc

ð9Þ
Fig. 5. Liquid velocity contour profile from (a) Experiment; (b) RNG model; (c) LES-WAL
between the axial line and the vessel wall; h: axial distance from the bottom of the me

Fig. 6. Vortex profiles of VOF-LES-WALE model at differ

Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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3. Results and discussion

3.1. Experimental validation

3.1.1. Qualitative validation
Velocity vector and velocity contour profiles obtained from the

PIV experiment and simulation are represented in Fig. 4. Appar-
ently, a counter-clockwise rotating vortex in the investigated zone
is visualized both in experiment and simulation. The vortex core is
indicated by a red cross mark in the velocity vector, and its X and Z
E model; (d) LES-DSL model (r: radial distance from the axial line; R: radial distance
asured zone; H: height of the measured zone).

ent instants in X-Z plane (a) 3.5 s; (b) 5 s; (c) 10 s.

s injection into a viscous liquid through a top-submerged lance, Chemical
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coordinates are given in the figure. By comparing the coordinates,
it was found the VOF-LES-DSL model surpasses the VOF-RNG and
VOF-LES-WALE models in predicting this macroscopic recircula-
tion. As another main feature of the flow, a large velocity gradient
is observed in both experiment and simulation. Velocities with a
range of 0.4–0.8 m/s are calculated in the area near the top lance
as shown by the green-red transition zone in Fig. 4(b)–(d). How-
ever, velocities less than 0.15 m/s are observed in the region adja-
cent to the vessel wall at r/R = 1. Compared to the numerical
results, a small velocity gradient is obtained in the experiment.
This can be seen in the right part of Fig. 4(a), where the maximum
measured velocity is less than 0.4 m/s. The discrepancy of the
velocity magnitude in the near-lance region between the experi-
ment and simulation could be caused by the presence of gas bub-
bles. Due to the refractive issue of the gas bubble, the measured
value is negatively influenced. Apart from that, the velocity
obtained from the simulation is a volume-averaged value of both
gas and liquid phase, instead of the pure liquid velocity as mea-
sured in the PIV experiment. Since the gas velocity is much larger
than the liquid velocity, the volume-averaged velocity in the sim-
ulation is significantly overestimated in the high void fraction
region. To obtain an averaged velocity of the liquid phase for a fur-
ther model validation, the gas velocity is filtered out of the final
averaged velocity by adopting the post-processing method pro-
posed by Obiso et al. (2019). The liquid velocity contour profiles
are shown in Fig. 5, where the velocity magnitudes are greatly
decreased, namely, from 0.74 m/s to 0.46 m/s in the RNG model,
from 0.81 m/s to 0.44 m/s in the LES-WALE model and from
0.7 m/s to 0.39 m/s in the LES-DSL model. The obtained maximum
Fig. 7. (a) Average velocity magnitude; (b) Average axial velocity; (c
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liquid velocity, especially the value from the LES-DSL model, is very
close to the experimental result which is around 0.38 m/s. There-
fore, it is reasonable to conclude that the findings confirm the
explanation for the velocity deviation in the near-lance region.
The average velocity mentioned in the following is the volume-
averaged velocity unless indicated explicitly.
3.1.2. Quantitative validation
For a quantitative validation, data along a line through the vor-

tex core are extracted and compared with the measured value. The
vortex core is identified. In this study, the Q-criterion (Hunt et al.,
1988) based on the positive second invariant, Q, of the velocity gra-
dient tensor is adopted for the identification of the vortex core. The
instantaneous Q values of the VOF-LES-WALE model are shown as
an example in Fig. 6. The white square indicates the measured
zone, and the black cross marks the vortex core. It should be noted
that only the vortex core in the measured zone is of our interest.
Except in the lance area, the vortex in the measured zone is similar
with each other at three different moments (see Fig. 6(a)–(c)), sug-
gesting a steady flow in this region. The instantaneous structure
with a larger Q value in the lance area and top gas zone is induced
by the rising gas and it varies with time. The position of the vortex
core changes slightly (see Fig. 6) and agrees with that of the vortex
core in the left part of Fig. 4(c). Based on this, data along the
horizontal line h = 0.141 m are extracted for the case
VOF-LES-WALE. The same treatment is repeated, and the data
along the horizontal lines h = 0.139 m and h = 0.141 m are
extracted for the cases VOF-RNG and VOF-LES-DSL, respectively.
) Average radial velocity along the line through the vortex core.
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Fig. 8. (a) Velocity fluctuation; (b) Axial velocity fluctuation; (c) Radial velocity fluctuation along the line through the vortex core.

Fig. 9. Mean gas volume fraction along the line through the vortex core.
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The time-averaged velocity magnitude and its two components,
namely, axial velocity magnitude (z direction) and radial velocity
magnitude (x direction) are plotted in Fig. 7. In general, the mea-
sured result agrees well with simulation (VOF-RNG/LES), except
in the region near the top lance (r/R = 0). The maximum deviation
is approximately 84%, 44% and 36%, respectively, for the RNG, LES-
WALE and LES-DSL simulation. The reason has been explained in
section 3.1.1. It can be concluded that the simulations in this study
have captured the averaged features of the top injection flow. The
LES model performs better than the RNG model in predicting the
velocities. This might be due to the different treatment of the
instantaneous N-S equations, namely, Reynolds-averaging algo-
rithm for the RNG model and the filtering algorithm for the LES
model. In the RNG simulation, the Reynolds-averaging velocity is
directly obtained, while the velocity fluctuation is included in the
turbulent kinetic energy. However, the instantaneous velocity of
the large eddy is obtained in the LES model, and then averaged
to obtain a mean value. Since the mesh grid is dense enough, it is
considered that the mean velocity value from the LES model can
represent the reality. The result of the DSL model slightly outper-
forms that of the WALE model with respect to the average velocity
and its axial component. These two SGS models give a comparable
result with each other in the radial velocity. The DSL model is supe-
rior in the shear region (r/R < 0.4) close to the top lance, but the
WALE model performs better in the less sheared region
(r/R > 0.5). Compared to the axial velocity, the radial velocity is
more difficult to be predicted as the buoyancy-driven flow is dom-
inated in the axial direction. Overall, the DSL model performs
slightly better than the WALE model in this work.
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Fig. 8 shows the velocity fluctuations which are obtained by cal-
culating the root-mean-square (RMS) values of the instantaneous
velocities. There is a clear discrepancy between the RNG results
and the experimental data. The failure of the RNG model might
be attributed to the use of the turbulence dissipation rate equation
in the model. The inaccurate prediction of the turbulence
s injection into a viscous liquid through a top-submerged lance, Chemical
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dissipation rate decreases the precision degree of the RNG model.
Compared to the RNG model, the LES model predicts the velocity
fluctuation well and its axial component in the region of r/
R > 0.25, and over-estimates the fluctuations in the region where
gas bubbles are concentrated (r/R < 0.25). Fig. 9 shows that the
gas volume fraction sharply increases in the region of r/R < 0.25,
indicating the presence of gas phase in that region. A possible
explanation for the disagreement can be an underestimation of
the turbulent viscosity, which makes the induced turbulence less
dissipated. In the LES-WALE model, the model constant Cw is
grid-dependent and fixed a priori (Nicoud and Ducros, 1999). The
Cw value used in the simulation may be smaller than the actual
value in the bubbly region. As a consequence, the turbulent viscos-
ity can be underestimated. Unlike the WALE model, the DSL model
dynamically calculates the model constant, Cs, obtaining the turbu-
lent viscosity based on the calculated model constant. The DSL
model exhibits a slight advantage over the WALE model in predict-
ing the velocity fluctuation. Like the average radial velocity, the
radial velocity fluctuation is not as well evaluated as the axial
velocity fluctuation. Nonetheless, a similar radial velocity fluctua-
tion profile with two humps is observed between the WALE/DSL
model and experiment.
3.1.3. 2D versus 3D simulations
In our previous study (l/L = 0.26) (Wang et al., 2018), only minor

difference of the average axial velocity was observed between 2D
and 3D VOF-LES-WALE simulations. This agrees with the findings
of Lakehal et al. (2002), where the LES-SL/DSL models were
Fig. 10. Average velocity magnitudes along the line through the vortex co
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adopted. However, in their study the 2D simulation obtained a bet-
ter result than the 3D simulation in predicting the velocity fluctu-
ation. Apparently this is not reasonable because the LES model is
conceptually three dimensional. In order to clarify this point, the
average velocity and velocity fluctuation obtained from the RNG/
LES-DSL/WALE models are respectively compared in Figs. 10 and
11 for l/L = 0.52. It is clear that the average flow velocity is well pre-
dicted by both 2D and 3D simulations, meaning that the flow is sta-
tistically two dimensional. However, difference of the velocity
fluctuation is pronounced between 2D and 3D simulations. The
3D simulation obviously surpasses the 2D simulation for all of
the three models. It is worth mentioning that the velocity fluctua-
tion obtained in 2D simulation has a good agreement between the
LES-WALE model and experiment (l/L = 0.26) (Wang et al., 2018).
This may be due to the less vigorous fluctuation in the case with
a small submerged lance depth. Apparently, a 3D simulation is nec-
essary for vigorous fluctuation case.
3.2. Flow characteristics of the slag stabilization process

According to the experimental validation in Section 3.1, the
combined VOF-LES-DSL model is adopted for the following param-
eter studies on the industrial slag stabilization process. Firstly, a
mesh independency study is implemented and the results are
shown in Fig. 12. The comparisons of the time-averaged velocity
magnitudes extracted from z/L = 5/6 and z/L = 2/3 indicate no large
deviation in most of the region. However, approximately 25% and
40% of deviations are observed in the near-lance region for z/
re from 2D and 3D simulations (a) RNG; (b) LES-WALE; (c) LES-DSL.
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Fig. 11. Velocity fluctuations along the line through the vortex core from 2D and 3D simulations (a) RNG; (b) LES-WALE; (c) LES-DSL.

Fig. 12. Average velocity magnitude along (a) z/L = 5/6 and (b) z/L = 2/3 for different numbers of cells (Mesh 1: 481,440 cells; Mesh 2: 578,880 cells; z: axial distance from the
bottom of slag pot; L: liquid level).
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L = 5/6 and z/L = 2/3, respectively. The mesh density has direct
influence on the calculation of the gas volume fraction,
which affects the resulting velocity magnitude. This could be the
reason for the deviation in the near-lance region where the gas
bubbles are mainly concentrated. The purpose of our current
work is to provide insights into the general flow characteristics
of a top-submerged lance flow at industrially relevant conditions,
but not to present all the detailed flow information. Hence, the
mesh with 481,440 cells is selected for the following flow
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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characteristics simulation by considering its accuracy and compu-
tational cost.

3.2.1. Gas penetration depth
The gas penetration depth, DP, is a measure of the inertial

momentum accompanied with the carrier gas into the molten slag.
Larger momentum creates stronger agitation, resulting in a better
mixing. The penetration depth in this work is defined as the dis-
tance from the lance exit to the axial position where ag equals
s injection into a viscous liquid through a top-submerged lance, Chemical
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Fig. 13. Relationship between the penetration depth and the modified Froude
number (l = 1.0 m).
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0.5 on the centerline of the slag pot. According to previous studies
(Iguchi et al., 1994; Huda et al., 2010); DP is a function of Frm. In
order to compare our results with those in the literature, the lance
diameter dL is used as the characteristic length in the Frm calcula-
tion. To correlate DP with Frm, the simulation is carried out with
six levels of the gas flow rate. As a result, a linear relationship of

log DP
dL

� �
and logðFrmÞ is obtained as plotted in Fig. 13, and this

semi-empirical equation is given in Eq. (10). This is quite similar
with the experimentally measured result (see Eq. (11)) in different
systems by Iguchi et al. (1994). The exponents in the two relations
are very close, whereas the constant is different. This is considered
to be caused by the distinct materials and vessel geometries
applied in the respective studies.

DP ¼ 1:217dLFr
0:357
m ð10Þ
DP ¼ 4:10dnFr
0:333
m ð11Þ
3.2.2. Attenuation of flow velocity
Fig. 14 shows the attenuation of the mean velocity and turbu-

lent kinetic energy as a function of the inlet gas velocity. After
the injection the flow velocity decreases rapidly to almost zero
within a very short distance, i.e. 0.15 m, for all of the inlet gas
velocities in this work. This is due to a large density difference
between the gas and molten slag phases. A large velocity gradient
forms in the region near the lance tip, generating a strong shear-
induced turbulence as well (seen Fig. 14(b)). At the distance larger
Fig. 14. (a) Average velocity and (b) Turbulent kin
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than 0.15 m, the turbulent kinetic energy tends to be zero. This
change tendency in turbulent kinetic energy is in line with that
in average velocity (Fig. 14(a)). Taking the case with inlet velocity
of 96.0 m/s as an example, the turbulent intensity and two deriva-
tives, i.e., duz=dy and duz=dx at 10 s are depicted in Fig. 15(a)–(c),
respectively. The turbulent intensity is very high in the lance tip
region, and the shear stress represented by the two derivatives is
large in this region. Therefore, the turbulence in this region is
mainly induced by the shear stress. The latter results from the
injected gas. Since an asymmetric phenomenon is also observed,
asymmetric bubble behavior can be expected.

3.2.3. Flow regime
Understanding of the flow regime (namely, bubbling, jetting or

transition) (Hoefele and Brimacombe, 1979; Zhao and Irons, 1990;
Ruzicka et al., 1997) of gas injection into liquid slag through a top-
submerged lance is of critical importance for the process optimiza-
tion. In this work, pressure signals monitored at two positions with
the coordinates of (0 m, 0 m, 2.5 m) and (0 m, 0 m, 3.0 m) in the
lance (see Fig. 16) are averaged and then used to characterize the
flow regime in the slag pot. In order to avoid the unstable flow at
the initial stage, the pressure data were sampled after approxi-
mately 30 s. The sampling period lasts around 30 s. Since the flow
becomes rather stable after 30 s, the sampled data show a similar
change tendency. Only a part of the average pressure trace and its
FFT results are shown in Fig. 17, where irregular and non-periodic
pressure bursts are clearly observed. These bursts generate when
the continuous gas jet is narrowed down or even necked off by
the molten slag backflow from the adjacent region of the lance
tip. The number of bursts decrease with increasing gas velocity
(see Fig. 17(a) and (b)). This can be explained by the increased
power (see Fig. 17(c) and (d)) of the injected gas, preventing slag
backflow. Hence, the steady jetting behavior becomes more domi-
nant at the larger inlet velocity. The FFT technique (Cooley et al.,
1969; Brigham, 1988) is employed to further confirm this flow
regime. Apparently, there is no dominant frequency in FFT patterns
for both the cases, indicating no bubbling regime in the flow. There
are peaks observed with different amplitudes, which is considered
to be the noise generated by the system. Based on this analysis it
can be concluded that under the given gas injection conditions
the flow shows jetting behavior with a pulsing feature. In the slag
stabilization treatment, however, fine solid additives are injected
with the gas phase, and the apparent density of the mixture is
much larger than that of the pure gas phase. This leads to an
increase of gas-to-liquid density ratio, resulting in an enhancement
of the jetting behavior and a deeper penetration depth (Zhao and
Irons, 1990). This influences solid additive mixing. Although the
effect of the coupling of the gas phase and solid additives is worth-
while to be investigated, it is not considered in this work.
etic energy along the injected axis (l = 1.0 m).
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Fig. 15. Instantaneous quantities (a) Turbulent intensity; (b) duz=dx; (c) duz=dy in the lance region (l = 1.0 m).

Fig. 16. Two positions for monitoring the pressure signal.
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3.2.4. Surface sloshing
Surface sloshing motion is connected to vessel vibration and it

affects the process quality such as melt loss and materials mixing
in practice (Lamb, 1932). In order to clarify this surface sloshing
effect by simulation, three positions are set at the gas-liquid inter-
face to monitor the gas volume fraction ag . The coordinates of the
three positions are (�0.56 m, 0 m, 3.0 m), (0.56 m, 0 m, 3.0 m) and
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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(�1.12 m, 0 m, 3.0 m), respectively. Positions 1 and 2 are symmet-
rical to the central axis, and they are closer to the central axis than
position 3. The extent of the surface sloshing can be monitored by
simulating change of gas volume fraction with time at the different
positions. Fig. 18 shows a clear wave form for the evolution of the
monitored gas volume fraction at the three different positions,
even though the wave crests and troughs are not regular in some
cases, especially for positions 1 and 2. The latter is probably
because positions 1 and 2 are close to the gas plume region, where
the monitored values of the gas volume fraction are affected by the
escaping gas bubbles. The discrepancy of ag between positions 1
and 2 suggests an asymmetrical feature of the surface sloshing.
On the other hand, the sloshing motion at position 3 is much more
regular due to a larger distance away from the plume region. As
seen in Fig. 18(b), (d), (e) and (f), the wave amplitude increases
with time, suggesting a propagation of the surface sloshing. Taking
the surface wave in Fig. 18(f) as an example, the wave amplitude
slowly changes during the first 1.5 s, and then the change becomes
lager, and finally reaches a steady state after 4 s. This wave propa-
gation process includes three stages, i.e., wave excitation, growth
and stabilization. Less than 1.0 s of the wave excitation is observed
at positions 1 and 2, while it takes around 2 s to initiate the surface
sloshing at position 3. This is attributed to a smaller distance to the
vibration source (i.e., the gas plume zone) for positions 1 and 2. It is
also worth mentioning that the ag monitored at position 1 (Fig. 18
(a)) and position 2 (Fig. 18(c)) was not recorded at the beginning
like that monitored at position 3 (Fig. 18(e)). This is why the start-
ing ag values in these figures are not the same, and the excitation
stage does not appear in Fig. 18(a) and (c). In this sloshing system,
a swelling on the top of the plume zone occurs due to the uprising
s injection into a viscous liquid through a top-submerged lance, Chemical
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Fig. 17. Time trace of the averaged pressure signal ((a) and (b)) and its Fast Fourier Transform ((c) and (d)) (left column: inlet velocity 62.5 m/s; right column: inlet velocity
96.0 m/s) (l = 1.0 m).
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gas bubbles, leading to an unbalanced pressure distribution along
the surface. The pressure difference causes surface deformation
and supplies energy for surface sloshing.

To further characterize the surface sloshing, the FFT technique
is applied to deal with the recorded ag values, and the results are
shown in Fig. 19. A dominant frequency of around 0.9 Hz is
detected in positions 1 and 2, and around 1.1 Hz in position 3.
These monitored frequencies agree with the calculated values by
Eq. (12) for surface sloshing (Lamb, 1932; Madarame et al.,
2002), where the frequencies in the second and third modes are
0.89 Hz and 1.12 Hz, respectively. Based on the weak turbulence
theory, the slope of the power-law frequency spectrum for gravity
waves should be around �4 (Falcon et al., 2007). The slope ranges
from �20/3 to �10/3 in our study, covering the value of �4, as
demonstrated in Fig. 20. Since the Power Spectral Density (PSD)
patterns generated at positions 1 and 2 are almost identical to that
at position 3, only PSD pattern at position 3 is given in Fig. 20 to
avoid a repetition. The surface sloshing is also monitored at posi-
tion 3 with a 0.3 m lance depth. The corresponding wave ampli-
tude (see Fig. 21(a)) is much smaller compared to that at the
1.0 m lance depth (see Fig. 18(f)). This is probably attributed to a
less vigorous surface sloshing caused by a weaker buoyancy force
when the submerged lance depth is decreased to 0.3 m. In spite
of the pronounced variation of the surface amplitude, the sloshing
frequency does not change considerably. The monitored frequency
is also around 1.1 Hz, which corresponds to the frequency value in
the third mode oscillation, 1.07 Hz, calculated from Eq. (12). This is
consistent with the finding by Lee et al. (2003), where the wave
motion was constant and only dependent on the vessel size when
the liquid height or submerged depth is large enough. Since the
sloshing wave becomes stable quickly, less than 4 s as shown in
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
Engineering Science, https://doi.org/10.1016/j.ces.2019.115359
Fig. 18, only a part of the sampled data are presented to explain
the sloshing wave propagation. Even though the total sampling
time, namely, around 10 s may not be long enough for a statistical
representation for the surface sloshing phenomena, it is much
longer than the time needed for the sloshing wave being stabilized.
In addition, compared the FFT frequencies with the theoretical val-
ues, a close agreement is obtained. Therefore, it is considered that
the sampling time adopted in our work is reasonable.

f ¼ 1
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kig

R
0 tanh

kil

R
0

� �s
i ¼ 1;2; � � �ð Þ ð12Þ

In the industrial situation, a rotary sloshing triggered by non-
rotating surface waves generates a net angular momentum for
the liquid (Schwarz, 1990). According to Hutton’s work (Hutton,
1964), the maximum angular momentum of the liquid slag can
be approximately evaluated by Eqs. (13) and (14). In Eq. (13), the
value of wave amplitude, gmax, is considered as one-fifth of the
averaged radius of the top and bottom radii of the slag pot. There-
fore, the angular momentum is estimated to be around 4400 kg�m2/
s. Based on Eq. (15), the maximum velocity of the slag is calculated
as 0.055 m/s during the sloshing. It was reported that even a veloc-
ity of 0.05 m/s could significantly decrease the mixing time
(Schwarz, 1990). Therefore, this magnitude of angular momentum
is likely to facilitate the mixing in the slag stabilization process.
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Fig. 18. Variation of gas volume fraction at monitoring points under two gas velocities (l = 1.0 m, position 1 ((�0.56 m, 0 m, 3.0 m), position 2 (0.56 m, 0 m, 3.0 m), position 3
(�1.12 m, 0 m, 3.0 m)).
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3.2.5. Splashing
Splashing occurs in the slag stabilization process, resulting in

not only operational difficulty but also serious oxidation of the
metallic iron in the slag due to the fact that splashing causes an
exposure of the entrained metallic iron phase to air. This affects
metal recovery after the slag stabilization treatment. In such con-
text, the splashing during the slag stabilization process has been
mathematically simulated in the present work to clarify its mech-
anisms for the process optimization. Fig. 22 shows the splashing
induced by shearing (Fig. 22(a) and (b)) and rupturing (Fig. 22(c)
and (d)) under the conditions with lance depth of 1.0 m and inlet
velocity of 96.0 m/s. As shown in Fig. 22(a), a gas bubble reaches
the liquid surface at 2.1 s after the gas injection, and it tries to
break through the surface, where a liquid slag film covering the
gas bubble is generated due to the surface tension force. As the
uprising of gas bubble continues, the liquid slag film on the top
of the bubble surface becomes thin and the film breaks eventually,
followed by its falling off along the bubble surface due to the grav-
ity force. This backward movement generates a shear stress at the
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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gas-liquid interface. The shear stress pulls down the liquid film
from the rising gas bubble and shapes it into a fingerlike jet.
Finally, this liquid finger becomes thin enough to break up, result-
ing in a splashing at 2.8 s, as demonstrated in Fig. 22(b). On the
other hand, as the gas bubble passes through the interface, a liquid
film wraps the gas bubble as observed at 2.46 s in Fig. 22(c). At
2.54 s, however, the liquid film ruptures due to the surface instabil-
ity instead of shearing to a thinner one, leading to a splashing
(Fig. 22(d)).

Slag splashing rate r is defined in Eq. (16). In order to quantita-
tively analyze the slag splashing behavior, the slag splashing rate is
correlated with the input energy including the power due to gas
kinetic energy, the work of the buoyancy force and bubble expan-
sion. The input energy flux is calculated by Equation (17) (Schwarz,
1991). The energy efficiencies, g1 and g2, are both adopted as 0.06
(Lehrer, 1968; Wei et al., 1999). Fig. 23 shows a linear relationship
between the splashing rate and the input energy flux at different
operational conditions. This relationship is expressed by a semi-
empirical equation (see Eq. (19)), based on which the slag splash-
s injection into a viscous liquid through a top-submerged lance, Chemical

https://doi.org/10.1016/j.ces.2019.115359


Fig. 19. Fast Fourier Transform of the monitored gas volume fraction (l = 1.0 m, position 1 ((�0.56 m, 0 m, 3.0 m), position 2 (0.56 m, 0 m, 3.0 m), position 3 (�1.12 m, 0 m,
3.0 m)).

Fig. 20. Power spectral density of the monitored gas volume fraction at position 3
(�1.12 m, 0 m, 3.0 m) (l = 1.0 m).
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ing can be effectively controlled by adjusting the operational con-
ditions, therefore minimizing metal losses in the slag stabilization
process.
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3.2.6. Coherent structure
It has been discovered that the large-scale organized vortical

motions, the Coherent Structures (CS), dominate heat, mass and
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Fig. 21. Variation of gas volume fraction at position 3 (�1.12 m, 0 m, 3.0 m) and its Fast Fourier Transform (l = 0.3 m).

Fig. 22. Shearing and rupturing induced splashing (l = 1.0 m; inlet velocity = 96.0 m/s).
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momentum transfer and chemical reactions in turbulent flow sys-
tems (Hussain et al., 1987; Hussain and Melander, 1991). There are
several ways to extract CS from flows (Hunt et al., 1988; Chong
et al., 1990; Jeong and Hussain, 1995). In this work, the -k2
approach is adopted for the top injection flow due to its accurate
CS identification (Jeong and Hussain, 1995; Fulgosi et al., 2003;
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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Liovic and Lakehal, 2007). Fig. 24(a) shows the iso-surface visual-
ization of CS with the gas phase at the lance tip. The red surface
indicates k2 = -2, and the translucent surface is the bubble surface
represented by ag = 0.5. It is obvious that the CS of this top injec-
tion flow is concentrated in the bubbly region due to the intensive
eddy caused by the swirling bubbles with a fast rising velocity. The
s injection into a viscous liquid through a top-submerged lance, Chemical
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Fig. 23. Relationship between the slag splashing rate and the input energy flux.
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swirling behavior of the bubble induced by the bubble oscillation
can be observed from the bubble surface. The CS shape agrees with
the bubble flow trajectory and seems like a mushroom-cloud. In
addition, the hairpin vortices, one of the well-known CS features,
are clearly identified. Fig. 24(b) and (c) show the CS feature of this
top injection flow at l = 1.0 m and l = 0.3 m, respectively. It was
found that the CS mainly appears in the top part of the slag pot,
suggesting a strong vorticity in that region. This is in line with
the feature of a buoyancy-driven top injection flow. Moreover,
the CS of the flow at l = 1.0 m is much denser than that of flow
at l = 0.3 m. This manifests a vigorous agitation at l = 1.0 m, which
Fig. 24. Coherent structures at t = 6.5 s: (a) and (b) l
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is beneficial to the additives mixing in the slag stabilization pro-
cess. The mixing effect can be enhanced by increasing the sub-
merged lance depth. The quantitative description of additives
mixing as a function of submerged lance depth will be included
in our future work. It is also worth mentioning that increasing
the submerged lance depth will result in a large splashing rate.
Therefore, in the slag stabilization process the submerged lance
depth should be optimized by considering both the additive mixing
and the slag splashing.

4. Conclusions

The model combination (i.e., the VOF-RNG/LES model) is vali-
dated by PIV measurements for a Top Submerged Lance (TSL) injec-
tion flow. The flow characteristics of a TSL process are investigated
by using the verified model combination under industrially rele-
vant conditions. The main conclusions are summarized as follows:

(1) The averaged flow feature is captured by both the VOF-RNG/
LES models, however, only the LES model successfully pre-
dicts the flow velocity fluctuation. The DSL SGS model
slightly outperforms the WALE SGS model. Compared to
the axial velocity component, the radial velocity component
is more difficult to be predicted. It was found that 3D simu-
lation is indispensable for modelling flow turbulence after a
2D vs 3D study.

(2) A semi-empirical equation is obtained to correlate the gas
penetration depth into the molten slag with the modified
Froude number. An intensive shear-induced turbulence is
predicted near the lance tip due to a rapid decrease in the
= 1.0 m, (c) l = 0.3 m (inlet velocity = 96.0 m/s).
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gas velocity. Based on the recorded pressure and its FFT
results, a pulsing jetting flow regime is detected, which
would facilitate the additives mixing in the slag stabilization
process. The sloshing propagation process consists of three
stages, namely, excitation, growth and stabilization. It was
proved that the wave amplitude of the sloshing changes
with the submerged lance depth, whereas the wave fre-
quency is constant at distinct lance depth. The surface slosh-
ing generates a net angular momentum of 4400 kg�m2/s,
facilitating additives mixing in the slag pot. Two splashing
mechanisms, i.e., a shearing induced and a rupturing
induced mechanism, are proposed to understand the splash-
ing behavior under industrial conditions. The slag splashing
rate is quantitatively correlated with the input energy flux of
the system during the slag stabilization process. Coherent
structures are identified in the top part of the slag pot, sug-
gesting strong vortices in that region.

(3) The numerical results obtained by the developed 3D VOF-
LES model can help the industrial operators to expand their
insight in the flow behavior and lead to optimizing the slag
stabilization process.
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Appendix A

Calculation of the Modified Froude number is listed below:

PV ¼ nRT ðA1Þ
where P, V, n, R and T indicate gas pressure (Pa), gas volume per unit
time or gas flow rate (m3/s), amount of the gas (mol), gas constant
(8.314 J�mol�1�K�1) and gas temperature (K), respectively. Accord-
ing to the idea gas law (Eq. (A1)), the gas flow rate at the operating
conditions is obtained, as shown in Equation (A2):

V2 ¼ PnVnTo

PoTn
ðA2Þ

where the subscript n and o indicate the normal temperature and
pressure condition and the operating temperature and pressure
condition, respectively. The inlet gas velocity is then obtained
Please cite this article as: Y. Wang, L. Cao, M. Vanierschot et al., Modelling of ga
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through Eq. (A3). By substituting the inlet velocity and other rele-
vant parameters in Eq. (9), the Modified Froude number is calcu-
lated as around 0.06 by considering the gas density of 1.225 kg/
m3 and characteristic length of 0.088 m in Eq. (9).

ug ¼ 4PnVnTo

pPoTnd
2 ðA3Þ
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