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SUMMARY 26 

Every bacterial population harbors a small subpopulation of so-called persisters that are 27 

transiently antibiotic tolerant. These persisters are associated with the recalcitrance of chronic 28 

infections as they can recolonize the host after antibiotic removal. Several effectors have been 29 

described to induce persistence, yet persister cell awakening is poorly understood. We 30 

previously reported that the toxin HokB induces persistence via pore formation, resulting in 31 

membrane depolarization and ATP leakage. We now delineate mechanisms responsible for the 32 

awakening of HokB-induced persisters. We show that HokB dimerization by the 33 

oxidoreductase DsbA is essential for pore formation and peptide stability. Pores are 34 

disassembled via DsbC-mediated monomerization, which targets HokB for DegQ-mediated 35 

degradation. Finally, pore disassembly allows membrane repolarization by the electron 36 

transport chain, supporting cells to resume growth. Combined, these results provide a detailed 37 

view of both formation and awakening of HokB-induced persister cells. 38 
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GRAPHICAL ABSTRACT 39 

 40 

 41 

INTRODUCTION 42 

Bacterial populations harbor a small fraction of persister cells that display transient tolerance 43 

to antibiotics (Michiels et al. 2016). These persisters are genetically indistinguishable from 44 

sensitive cells within the population and survive antibiotic treatment as a result of phenotypic 45 

bistability. Persisters are generally assumed to be in a slow-growing or dormant state, resulting 46 

in the inactivity of the antibiotic target (Balaban et al. 2004; Shah et al. 2006). However, the 47 

complexity of the persister phenotype likely exceeds target inactivity (Wilmaerts et al. 2019). 48 

It was shown that dormancy alone does not evoke the persistence phenotype per se (Orman and 49 

Brynildsen 2013) and stationary phase persisters were found to be metabolically active 50 
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(Wilmaerts et al. 2018; Orman and Brynildsen 2015). Additionally, persisters can be damaged 51 

by the applied antibiotic (Völzing and Brynildsen 2015; Mok and Brynildsen 2018), indicating 52 

that the antibiotic target is active. This heterogeneity of the persister population complicates 53 

persistence research (Michiels et al. 2016).  54 

 55 

Toxin-antitoxin (TA) modules are associated with the formation of persister cells. Indeed, 56 

overexpression of numerous toxins increases the number of persister cells (Verstraeten et al. 57 

2015; Y. Kim and Wood 2010; Cheverton et al. 2016; Dörr, Vulić, and Lewis 2010) and 58 

deletion of toxin-encoding genes has been reported to decrease persistence in a select number 59 

of cases (Dörr, Vulić, and Lewis 2010; Wang and Wood 2011). TA modules are plasmid-60 

encoded or genomic elements. Generally, plasmid-encoded TA modules play a role in post-61 

segregational killing, while genomic TA modules promote survival in stressful environments 62 

and take part in mediating persistence (Page and Peti 2016). Toxin-antitoxin modules have 63 

been classified in 6 groups based on the antitoxin’s mechanism of toxin inhibition (Page and 64 

Peti 2016). While the toxin is typically a protein, the antitoxin can be an RNA molecule (type 65 

I and III) or a small protein (type II, IV, V and VI).  66 

 67 

To date, type I, type II and type V TA modules have been implicated in persistence. In type I 68 

TA modules, the antitoxin binds with the toxin mRNA, preventing translation or triggering 69 

degradation. For type II TA modules, the protein antitoxin inhibits the protein toxin via direct 70 

binding (Harms et al. 2018). The role of type II TA modules in the formation of persister cells 71 

is currently under debate (Harms et al. 2017; Holden and Errington 2018; Goormaghtigh et al. 72 

2018). In type V TA modules, the antitoxin is an RNase that specifically degrades the toxin 73 

mRNA (Harms et al. 2018). Toxins inhibit an essential cellular function and are believed to 74 

induce persistence when their cellular concentration reaches a certain threshold value (Rotem 75 
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et al. 2010). This is achieved via stress-induced upregulation of the whole TA operon, 76 

combined with stress-induced degradation of the intrinsically unstable antitoxins or by 77 

upregulation of the toxins alone (Keren et al. 2004; Shan et al. 2017; Muthuramalingam, White, 78 

and Bourne 2016). In addition, both processes are suggested to happen stochastically (Rotem 79 

et al. 2010), although this hypothesis is currently not supported by experimental evidence.  80 

 81 

While the induction of persistence by toxins is a well-studied phenomenon, the awakening of 82 

toxin-induced persister cells remains puzzling. One awakening strategy has been reported for 83 

Salmonella persisters induced by the type II toxin TacT. In this specific case, persisters resume 84 

growth after expression of the Pth protein (Cheverton et al. 2016). In general, persister cells 85 

are believed to revert from the antibiotic-tolerant state stochastically, although environmental 86 

conditions are suggested to contribute to persister cell awakening (Jõers, Kaldalu, and Tenson 87 

2010; Dworkin and Shah 2010; Buerger et al. 2012). Upon exit from the persister state, a new 88 

population can be formed when antibiotics are removed from the environment (Michiels et al. 89 

2016).  90 

 91 

In previous work, we have shown that the conserved and essential GTPase ObgE induces 92 

persistence in Escherichia coli thereby increasing expression of the type I toxin HokB 93 

(Verstraeten et al. 2015). HokB is a small membrane peptide that induces persistence through 94 

pore formation, thereby leaking ATP and depolarizing the membrane (Wilmaerts et al. 2018; 95 

Verstraeten et al. 2015). The HokB antitoxin sokB is an RNA molecule which triggers 96 

degradation of hokB mRNA upon binding (Gerdes 2016). It has been hypothesized that upon 97 

membrane depolarization, the enzymatic activity of RNaseE is reduced. This stabilizes sokB 98 

mRNA and prevents further HokB synthesis (Gerdes 2016). Although this mechanism might 99 

explain why the HokB toxin does not evoke cell death, it does not affect the concentration of 100 
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HokB peptides already present in the membrane and, as a consequence, it cannot trigger 101 

awakening of HokB-induced persister cells. In general, the mechanisms by which HokB-102 

induced persisters are able to wake up remain enigmatic. 103 

 104 

In this study, we identify mechanisms that control HokB pore formation and thereby affect 105 

both persister state entry and exit. We show that intermolecular dimerization of HokB peptides 106 

via their periplasmic cysteine residues is effectuated by the oxidoreductase DsbA and is 107 

essential for peptide stability and pore formation. Furthermore, we demonstrate that the 108 

dormancy duration of HokB-induced persister cells is positively correlated with the 109 

concentration of HokB peptides. Awakening of HokB-induced persister cells relies on two 110 

essential processes. First, the HokB pore is destabilized via peptide monomerization through 111 

the periplasmic oxidoreductase DsbC. Subsequently, monomeric HokB is degraded by the 112 

DegQ protease. Second, HokB-induced persisters rely on membrane repolarization by complex 113 

I of the electron transport chain (ETC) to replenish the energy pool and allow regrowth. This 114 

work provides detailed insights into both the induction of persistence and the awakening of 115 

persister cells, which might prove useful for the development of anti-persister strategies. 116 

 117 

RESULTS 118 

HokB dimerization by the periplasmic oxidoreductase DsbA is essential for pore 119 

formation  120 

In previous work, we have demonstrated that the pore-forming capacity of HokB is essential 121 

for persistence and that membrane depolarization and ATP leakage are hallmarks of HokB pore 122 

formation (Verstraeten et al. 2015; Wilmaerts et al. 2018). We wanted to gain mechanistic 123 

insight in the formation of HokB pores. As the amino acid sequence of HokB contains three 124 
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cysteine residues, we hypothesized that these residues would affect HokB pore formation by 125 

forming intermolecular disulfide bridges.  126 

 127 

The formation of disulfide bridges between two or more HokB peptides was assessed using a 128 

non-reducing western blot. This analysis shows that HokB forms both monomers and dimers 129 

(Fig.1A). The HokB peptide contains cysteine residues at position C9, C14 and C46. 130 

Computational predictions show that C9 and C14 are localized in the membrane, while C46 is 131 

localized in the periplasm (Wilmaerts et al. 2018). The potential contribution of these residues 132 

to dimerization was determined using HokB cysteine-to-serine substitution mutants (HokBC9S, 133 

HokBC14S and HokBC46S). First, membrane localization of the mutant peptides was confirmed 134 

(Fig. S1A). Second, monomer fractions were quantified (Fig. 1B). Interestingly, HokBC46S does 135 

not form dimers, demonstrating that the cysteine in the periplasm is responsible for HokB 136 

dimerization by disulfide bridge formation. Lastly, peptide concentrations were determined, 137 

showing that the concentration of HokBC46S is lower compared to that of HokB, possibly 138 

indicating that the absence of dimerization destabilizes the HokB peptide (Fig.1C).  139 

 140 

A persistence assay was performed to assess whether dimerization affects HokB-mediated 141 

persistence (Fig. 1D). Furthermore, in the strains expressing the cysteine-to-serine mutant 142 

peptides, we measured the membrane potential using DiBAC4 (3), a stain that enters cells with 143 

a depolarized membrane (Fig. S1B), and ATP leakage (Fig. 1E). Both HokBC9S and HokBC14S 144 

induce persistence, depolarize the membrane and result in ATP leakage. Conversely, HokBC46S 145 

does not display these phenotypes, demonstrating that it does not form pores. These results 146 

indicate that lack of pore formation results from the absence of dimerization.  147 

 148 
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Spontaneous disulfide bond formation in the periplasm of E. coli proceeds slowly and free thiol 149 

groups are vulnerable to detrimental oxidation (Bardwell, McGovern, and Beckwith 1991). 150 

Therefore, disulfide bond formation is performed by the periplasmic oxidoreductase DsbA 151 

(Depuydt, Messens, and Collet 2011). We assessed whether dimerization of HokB is mediated 152 

by DsbA. No HokB peptides were detected in a strain lacking DsbA, indicating that HokB is 153 

unstable in a ∆dsbA mutant. Accordingly, HokB does not induce persistence in this mutant 154 

(Fig. 1F). These data show that the absence of dimerization destabilizes HokB peptides, thereby 155 

restraining pore formation and thus the induction of persistence. Using the reducing agent 156 

dithiothreitol (DTT), we chemically mimicked the effect of absence of dsbA. As expected, upon 157 

addition of DTT, we could observe a decrease in HokB-induced persister cells (Fig. S1C).  In 158 

conclusion, HokB dimerization via the periplasmic C46 residue by DsbA is essential for HokB 159 

peptide stability and thus for the induction of persistence through pore formation. 160 

 161 
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Figure 1. DsbA forms HokB dimers via the C46 residue. (A) HokB peptides form dimers that 162 

can be visualized on a non-reducing (NR) western blot. Disulfide bridges are broken in a reduced sample 163 

(R). Two lanes of the same western blot are shown. (B) A non-reducing western blot was used to 164 

quantify monomer fractions, showing that HokBC46S does not form dimers. Values are means ± SEM 165 

from at least 3 independent experiments. Asterisks indicate statistical significance compared to HokB 166 

(**** P < 0.0001; * P < 0.05). (C) A reducing western blot was performed to assess HokB peptide 167 

concentration. Signal intensities from the band were divided by the total protein concentration of the 168 

sample. HokBC46S is unstable compared to HokB. Values are means ± SEM from at least 2 independent 169 

experiments. Asterisks indicate statistical significance compared to HokB (* P < 0.05). (D) Expression 170 

of hokBC46S does not increase the persister fraction, in contrast to hokBC9S and hokBC14S. Values are 171 

means ± SEM from at least 3 independent experiments. Asterisks indicate statistical significance 172 

compared to the empty vector control (**** P < 0.0001; * P < 0.05). See also Figure S1A and Figure 173 

S1B. (E) Expression of hokB, hokBC9S and hokBC14S results in ATP leakage, while expression of hokBC46S 174 

does not. Values are means ± SEM from at least 3 independent experiments. There is a significant 175 

difference (P < 0.05) compared to the empty vector control for time point 3 h for HokBC9S, HokBC14S 176 

and HokB. After 4 h induction, there is a significant difference compared to the empty vector control 177 

for HokBC9S (P < 0.0001), HokBC14S (P < 0.0001) and HokB (P < 0.05). (F) Expression of hokB in a 178 

∆dsbA mutant does not induce persistence. Values are means ± SEM from at least 3 independent 179 

experiments. Asterisks indicate statistical significance compared to the empty vector control (**** P < 180 

0.0001). See also Fig. S1C.  181 

 182 

Dormancy duration is positively correlated with HokB levels  183 

The previous experiments demonstrate that peptide stability is controlled by DsbA-mediated 184 

dimerization via periplasmic C46 residues, which is important for the induction of persistence. 185 

To assess whether HokB stability also affects persister cell awakening, we first searched for a 186 

potential correlation between the concentration of HokB peptides and awakening of HokB-187 

induced persister cells using two different techniques. Hitherto, it has been challenging in 188 



10 

 

persistence research to directly correlate activity of an effector with persister awakening. Here 189 

we took advantage of the fact that HokB is a direct effector of persistence and that its presence 190 

can be monitored using a functional mCherry-HokB fusion that effectively induces persistence 191 

(Wilmaerts et al. 2018). Furthermore, we were able to measure 73 persisters at the single-cell 192 

level, providing increased statistical power compared to previously conducted studies 193 

(2,17,26). 194 

  195 

In a first approach, persister cells were loaded in a microfluidic device to record the time to the 196 

first cell division. The HokB peptide concentration was measured using the fluorescence 197 

intensity of mCherry-HokB. Persister cells were isolated by treating an exponentially growing 198 

culture with ceftazidime, lysing the sensitive cells but leaving the persister cells unharmed 199 

(Orman and Brynildsen 2013). Our results show that the time to the first cell division is 200 

correlated significantly with the fluorescence intensity (P = 0.0485, r = 0.4252) (Fig. 2A). The 201 

time to the first cell division varies strongly between individual persister cells, ranging from 202 

66 to 275 min, and is normally distributed. These results were confirmed with stationary-phase 203 

cells, treated with ofloxacin. Similar to the previous experiment, the time to first cell division 204 

correlates with the fluorescence intensity (P = 0.064, r = 0.4015) (Fig. 2B). Although not 205 

statistically significant, the same trend emerges hinting at a correlation between HokB peptide 206 

concentration and dormancy duration also in stationary phase. The time to the first cell division 207 

is normally distributed and slightly shifted upwards compared to exponential-phase persisters, 208 

ranging from 112.3 to 386.2 min. The normality of the distributions indicates that the 209 

awakening of HokB-induced persister cells is not a purely stochastically-determined process, 210 

but has an intrinsic time-dependence, suggesting that one or several intermediate steps are 211 

necessary for the awakening of HokB-persisters (Norman et al. 2015).  212 

 213 



11 

 

The microfluidic device allows visualization of HokB-induced persister cells during 214 

awakening. After ceftazidime treatment, 22 persisters were visualized. In addition to 3 cells 215 

with a normal morphology, we observed 8 elongated cells and 11 enlarged cells, both giving 216 

rise to normal-sized progeny (Fig. 2C). These phenotypes likely result from the antibiotic 217 

treatment needed to isolate persister cells, as ceftazidime targets primarily penicillin binding 218 

protein 3 (Hayes and Orr 1983), and loss of this protein results in elongated cells (Takeuchi et 219 

al. 2005). Ceftazidime also targets other penicillin binding proteins (1 and 2), which 220 

presumably results in the enlarged phenotype (Sauvage et al. 2008; Hayes and Orr 1983). 221 

Following ofloxacin treatment, persisters initially regrew normally. However, in 50 % of the 222 

observed events, persisters gave rise to enlarged cells after a few cell divisions. This phenotype 223 

was not inheritable, as their progeny was normally sized. These phenotypes might indicate that 224 

many of the persister cells we observed were damaged by the applied antibiotic.  225 

 226 

In a second approach, HokB-induced persister cells surviving ceftazidime treatment were 227 

sorted in a honeycomb plate using fluorescence activated cell sorting (FACS). The plates, 228 

containing a maximum of 1 persister cell per well, were incubated in a Bioscreen device that 229 

monitors growth by optical density measurement. Fluorescence intensity was measured during 230 

sorting. A significant correlation was observed between the lag time of growth resumption and 231 

fluorescence intensity (P = 0.0253, r = 0.4148) (Fig. S2), corroborating the results of the 232 

microfluidics assays.  233 

 234 

From these three experiments, we conclude that the dormancy duration of HokB-induced 235 

persister cells is positively correlated with the concentration of HokB peptides. Thus, stability 236 

of the HokB peptides might be of importance not only for the induction of HokB persister cells 237 
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but also for their awakening. Therefore, we hypothesized that proteases might be targeting 238 

HokB and reduce its stability, thereby contributing to the awakening process. 239 

 240 

 241 

Figure 2. Monitoring persister outgrowth using microfluidics. (A) Persisters were isolated by 242 

treating an exponentially-growing culture with ceftazidime. Upon persister awakening, there is a 243 

significant correlation (P = 0.0485, r = 0.4252) between the number of mCherry-HokB peptides and the 244 

time to the first cell division. Spearman correlation was used to assess statistical dependence between 245 

the two variables. Normality of the distribution of the time to the first cell division was assessed using 246 

the Shapiro-Wilk test. A Gauss curve is plotted on the data, giving an average time to first cell division 247 

of 209.8 ± 101 min (mean ± SD). The time to the first cell division varies from 66 min to 275 min. See 248 
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also Figure S2. (B) A stationary-phase culture was treated with ofloxacin. Upon persister awakening, 249 

there is a correlation (P = 0.064, r = 0.4015) between the number of mCherry-HokB peptides and the 250 

time to the first cell division. Spearman correlation was used to assess statistical dependence between 251 

the two variables. Normality of the distribution of the time to the first cell division was assessed using 252 

the Shapiro-Wilk test. A Gauss curve is plotted on the data, giving an average time to first cell division 253 

of 258.7 ± 61.18 min (mean ± SD). The time to first cell division varies from 112.3 min to 386,2 min. 254 

(C) Regrowing persister cells have various outgrowth phenotypes. Representative examples are shown.  255 

 256 

HokB is a substrate of the protease DegQ  257 

To identify HokB-degrading proteases, we quantified HokB peptide levels following 258 

overexpression of different E. coli proteases using the ASKA library (Kitagawa et al. 2005). 259 

We selected 5 periplasmic proteases based on their putative function or target (DegP, DegQ, 260 

MepA, PtrA, Prc), and as a control two proteases localized in the inner membrane (RseP, FtsH) 261 

and three cytoplasmic proteases (ElaD, HslU, HslV). Expression of degQ, ftsH and prc reduces 262 

the concentration of HokB peptides (Fig. S3A), yet only overexpression of degQ abolishes 263 

HokB-induced membrane depolarization (Fig. S3B). Therefore, further experiments focused 264 

on the periplasmic serine protease DegQ. DegQ targets β-branched side chains lacking 265 

disulfide bonds (Kolmar, Waller, and Sauer 1996; Waller and Sauer 1996), which is in 266 

accordance with computational predictions indicating that the periplasmic part of HokB 267 

contains two β strands (Bar-Yaacov et al. 2017) and our observation that HokB monomers are 268 

unstable. Using a newly-constructed plasmid that encodes the native DegQ protein, without the 269 

6His-tag present in the ASKA library, we confirmed that overexpression of degQ reduces the 270 

concentration of HokB peptides by 82% (P = 0.00002) (Fig. 3A) and abolishes HokB-induced 271 

membrane depolarization (Fig. 3B). Furthermore, overexpression of degQ results in the 272 

abolishment of HokB-induced persistence (Fig. 3C). The latter observation is in agreement 273 



14 

 

with a decreased ATP leakage in a strain that co-expresses both degQ and hokB for 4 h (Fig. 274 

3D).  275 

 276 

To further confirm the role of DegQ, the effect of degQ deletion on HokB stability was 277 

examined. These experiments show that the concentration of HokB peptides is two-fold higher 278 

in a ∆degQ mutant compared to the wild-type background (Fig. 3E). However, expression of 279 

hokB in a ∆degQ mutant depolarizes the membrane to the same extent as in the control strain 280 

(Fig. 3F). Taken together, our data show that the periplasmic DegQ protease controls the HokB 281 

peptide concentration. Deletion of degQ reduces the level of HokB-induced persisters three-282 

fold (Fig. 3G). This is surprising, given the higher stability of the peptides and the same number 283 

of cells with a depolarized membrane, which would suggest that the number of persisters would 284 

be equal. As absence of persister awakening also results in a decreased persister fraction, our 285 

data suggest that degradation of HokB by DegQ might play a role in the awakening of HokB-286 

induced persister cells. As DegQ only degrades β-sheets devoid of a disulfide bridge (Kolmar, 287 

Waller, and Sauer 1996; Waller and Sauer 1996), we hypothesized that DegQ would not be the 288 

only factor at play.  289 



15 

 

 290 

Figure 3. HokB is a substrate of the periplasmic protease DegQ. (A) A reducing western blot 291 

was performed to assess the HokB peptide concentration. Signal intensities from the band were divided 292 

by the total protein concentration of the sample. Expression of degQ decreases the concentration of 293 

HokB peptides in the population by 82.75 ± 0.02% (mean ± SEM). A representative example of 3 294 

biological repeats is depicted. Values are means ± SEM from at least 3 independent experiments. 295 

Asterisks indicate statistical significance (*** P < 0.0001). The images shown were obtained from a 296 

single western blot. See also Figure S3A. (B) The membrane potential was measured using DiBAC4(3), 297 

showing that HokB does not induce membrane depolarization upon co-expression with degQ. A 298 

representative example of 3 biological repeats is depicted. See also Figure S3B. (C) Overexpression of 299 

degQ abolishes HokB-mediated persistence. Values are means ± SEM from at least 3 independent 300 



16 

 

experiments. Asterisks indicate statistical significance (* P < 0.05). (D) Expression of degQ results in 301 

a decreased concentration of ATP in the supernatant after 4 h induction of both degQ and hokB. Values 302 

are means ± SEM from at least 3 independent experiments. P < 0.05 for the comparison of pBAD and 303 

pBAD-hokB for both PME6032 and PME6032-degQ after 3 h induction. P < 0.05 for the comparison 304 

of pBAD and pBAD-hokB for PME6032 after 4 h induction. (E) A reducing western blot was performed 305 

to assess the HokB peptide concentration. Signal intensities from the band were divided by the total 306 

protein concentration of the sample. HokB peptides are stabilized in a degQ deletion mutant. A 307 

representative example of 3 biological repeats is depicted. Values are means ± SEM from at least 3 308 

independent experiments. Asterisks indicate statistical significance (* P < 0.05). The images shown 309 

were obtained from a single western blot. (F) Expression of hokB in a degQ deletion mutant does not 310 

statistically affect the number of cells with a depolarized membrane. (G) degQ deletion significantly 311 

decreases HokB-mediated persistence. Values are means ± SEM from at least 3 independent 312 

experiments. Asterisks indicate statistical significance (* P < 0.05).  313 

 314 

HokB degradation requires peptide monomerization by the oxidoreductase DsbC  315 

So far, we have established that HokB peptides are stabilized by DsbA-mediated dimerization 316 

and our data suggest that persister awakening relies on degradation of HokB by DegQ. While 317 

monomeric HokB peptides are detected in E. coli (Fig. 1A and B), the oxidative state of the 318 

periplasm impedes reduction of disulfide bonds at a frequent rate, which is a requirement for 319 

DegQ to degrade proteins (Kolmar, Waller, and Sauer 1996; Waller and Sauer 1996). An 320 

interesting candidate to assist in DegQ-mediated degradation of HokB is DsbC. This 321 

oxidoreductase uses electrons originating from NADPH and passed along by the thioredoxin 322 

TrxA to reduce disulfide bonds generated by DsbA (Depuydt, Messens, and Collet 2011). We 323 

reasoned that DsbC could potentially monomerize HokB peptides. Corroborating this 324 

hypothesis, we could not detect any HokB monomers in a strain lacking DsbC (Fig. 4A). Next, 325 

we assessed whether monomerization by DsbC is essential for DegQ-mediated degradation of 326 
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HokB peptides. For this, HokB and DegQ were co-expressed in a ∆dsbC mutant and the 327 

concentration of HokB peptides was measured quantitatively (Fig. 4B). As shown before, 328 

DegQ significantly reduces HokB peptide levels by more than 80% in a wild-type strain. 329 

However, in the absence of DsbC, expression of degQ does not significantly reduce HokB 330 

levels. This indicates that monomerization of HokB by DsbC is important for DegQ-mediated 331 

degradation of HokB.  332 

 333 

To assess whether persister levels are altered in a ∆dsbC mutant, a persistence assay was 334 

performed in this mutant. As expected, HokB does not increase the persister fraction. 335 

Interestingly however, expression of hokB has a dominant negative effect in the absence of 336 

DsbC as it significantly decreases the persister fraction in comparison to a vector control (Fig. 337 

4C). This effect is abolished by addition of the disulfide-reducing compound DTT, indicating 338 

that it results from disulfide bridge formation (Fig. S4A). We next sought to identify the origin 339 

of this dominant negative effect. Although HokB only possesses a single cysteine residue 340 

exposed in the periplasm (C46), it was shown that the tyrosine at position 29 is affected by an 341 

adenosine-to-inosine RNA editing system, occasionally resulting in an additional periplasmic 342 

cysteine at position 29 (Bar-Yaacov et al. 2017). We reasoned that DsbC might break disulfide 343 

bonds between C29 and C46 of a single HokB peptide and that this reduction is essential for 344 

persistence. To verify this, we performed a persistence assay following expression of hokBY29 345 

which contains a non-editable tyrosine codon at position 29 (Fig. 4C) (Bar-Yaacov et al. 2017). 346 

In a wild-type background, hokBY29 expression still increases persistence, indicating that RNA 347 

editing does not affect HokB-mediated persistence. However, the presence of a non-editable 348 

tyrosine at position 29 abolishes the dominant negative effect of HokB expression in the ∆dsbC 349 

mutant. As DsbA preferentially forms a disulfide bridge between two consecutive cysteine 350 

residues (Depuydt, Messens, and Collet 2011), the dominant negative effect therefore likely 351 
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results from the absence of isomerization of HokB after RNA editing, resulting in cell death 352 

after 2 to 3 cell divisions (Fig. S4B). This is in line with a previous report showing that 353 

genetically substituting Y29 by a cysteine induces cell death (Bar-Yaacov et al. 2017). 354 

 355 

The absence of high persister counts following hokB expression in ∆dsbC mutants can be 356 

explained either by an impaired induction of persistence or an impaired awakening of persister 357 

cells. As we previously discovered a link between pore functioning and persistence (Wilmaerts 358 

et al. 2018), we hypothesized that in the case of impaired induction of persistence, HokB pores 359 

would not be functional. Therefore, different characteristics of HokB pore functioning, i.e. 360 

membrane depolarization and ATP leakage (Wilmaerts et al. 2018; Verstraeten et al. 2015), 361 

were assessed in the ∆dsbC mutant. HokBY29 was used instead of HokB in the ∆dsbC mutant 362 

to avoid incorrect ATP measurements resulting from cell lysis. As is the case in the wild type, 363 

expression of hokBY29 in a ∆dsbC mutant still evokes membrane depolarization (Fig. 4D), and 364 

ATP leakage (Fig. 4E), indicating that HokB still forms functional pores in the absence of 365 

DsbC. These findings suggest that all mechanisms are in place to induce persistence and that 366 

the low persister level upon hokB expression in a ΔdsbC strain is due to an impaired awakening 367 

of persister cells.  368 
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 369 

Figure 4. HokB pores are functional in a ∆dsbC mutant. (A) In the absence of DsbC, 100% of 370 

HokB peptides are in the dimer form. A representative example of three independent experiments is 371 

shown. (B) A reducing western blot was performed to assess the HokB peptide concentration. Signal 372 

intensities from the band were divided by the total protein concentration of the sample. DegQ-mediated 373 

degradation of HokB is constrained in a ∆dsbC mutant. HokB peptide levels upon degQ expression are 374 

diminished significantly in the wild-type background, in contrast to the ∆dsbC mutant. Values are 375 

means ± SEM from at least three independent experiments. Asterisks indicate statistically significant 376 

differences from the vector control (*** P < 0.0001). Data for the wild-type background are identical 377 

to the data shown in Fig. 3A. (C) Expression of hokB in a ∆dsbC mutant causes a dominant negative 378 
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effect which results from RNA editing, as expression of hokBY29 does not cause this phenotype. 379 

Expression of hokBY29 in the wild type does not affect persistence. Values are means ± SEM from at 380 

least three independent experiments. Asterisks indicate statistically significant differences from the 381 

empty vector control (**** P < 0.0001). See also Figure S4A and S4B. (D) Expression of hokB 382 

depolarizes the membrane in the wild-type background and in a ∆dsbC mutant. A representative 383 

example of at least 3 independent repeats is shown. (E) HokB pores result in ATP leakage after 3 h 384 

induction in both the wild type and the ∆dsbC mutant. Values are means ± SEM from at least three 385 

independent experiments. P < 0.001 for the comparison of ∆dsbC pBAD and pBAD-hokBY29 after 3 h 386 

and 4 h induction. P < 0.05 for the comparison of pBAD and pBAD-hokB in the wild-type background.  387 

 388 

Absence of the complex I component NuoA impairs persister awakening  389 

Reduction of the disulfide bridge between HokB peptides renders these peptides vulnerable to 390 

DegQ-mediated degradation, resulting in pore disassembly. We have previously shown that 391 

HokB induces membrane depolarization and ATP leakage (Wilmaerts et al. 2018). Therefore, 392 

we hypothesized that in addition to pore disassembly, persister awakening also requires 393 

repolarization of the membrane to replenish cellular ATP levels. 394 

 395 

To assess whether repolarization of the membrane is required for persister awakening, we used 396 

a mutant deprived of nuoA. NuoA is part of the NADH-dehydrogenase complex I (NDH-I), 397 

which consists of 13 subunits encoded by the nuo operon. Deletion of one gene in the operon 398 

abolishes complex I activity (Erhardt et al. 2012). NDH-I translocates two protons to the 399 

periplasm per transported electron, and as a consequence, disruption affects the cell’s ability to 400 

repolarize the membrane. As expected, the effect of hokB expression on persistence is severely 401 

reduced in a ∆nuoA mutant (Fig. 5A). HokB pores are functional in the ∆nuoA mutant, as there 402 

is still membrane depolarization and ATP leakage (Fig. 5B, Fig. 5C). These data are similar to 403 
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the results obtained for the ∆dsbC mutant and indicate that persister awakening is impaired in 404 

the absence of NuoA.  405 

 406 

Figure 5. HokB pores are functional in a ∆nuoA mutant. (A) HokB-mediated persistence is 407 

strongly impaired in a ∆nuoA mutant. Values are means ± SEM from at least three independent 408 

experiments. Asterisks indicate statistically significant differences (**** P < 0.0001). (B) Membrane 409 

depolarization upon hokB expression was assessed using DiBAC4(3), showing that HokB still collapses 410 

the membrane potential in the ∆nuoA mutant. A representative example of three independent 411 

experiments is shown. (C) HokB pores result in ATP leakage after 3 h induction in both the wild type 412 
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and the ∆nuoA mutant. Values are means ± SEM from at least three independent experiments. After 3 413 

h induction, P < 0.05 for the comparison of pBAD and pBAD-hokB in both backgrounds.  414 

 415 

Awakening of HokB-induced persisters relies on peptide monomerization and 416 

membrane repolarization  417 

The preceding experiments demonstrate that HokB pores are functional in the ∆dsbC and 418 

∆nuoA mutants (Fig. 4D, Fig. 4E, Fig. 5B, Fig. 5C), even though persister counts are not 419 

increased in these mutants following hokB expression (Fig. 4C, Fig. 5A). This suggests that 420 

awakening of HokB-induced persisters is impeded. To validate this hypothesis, the lag phase 421 

of individual persisters was assessed in various deletion mutants. In a wild-type background, 422 

HokB-induced persisters have a shortened lag phase compared to the empty vector control 423 

(Wilmaerts et al. 2018). However, expression of hokBY29 in ∆dsbC and hokB in ∆nuoA mutants 424 

delays awakening (Fig. 6A), indicating that regrowth is impaired. To confirm that DsbC-425 

mediated monomerization is important for awakening, we assessed the lag phase following 426 

hokB expression in a ∆trxA mutant that has an impaired electron transport towards DsbC 427 

(Depuydt, Messens, and Collet 2011). The abolishment of DsbC’s reducing capacity delays 428 

regrowth of HokB-induced persister cells (Fig. 6A), corroborating the importance of disulfide 429 

bridge reduction for awakening. Deletion of degQ does not affect the lag phase of HokB-430 

induced persister cells, indicating that disassembly of HokB pores but not degradation of the 431 

constituting peptides drives persister awakening (Fig. 6A).  432 

 433 

Our data show that the absence of DsbC and NuoA delays HokB-induced persister cell 434 

awakening (Fig. 6A). However, this does not explain the decreased persister fraction in these 435 

mutants compared to the wild type expressing hokB (Fig. 4C, Fig. 5A). Indeed, when 436 

quantifying persisters by plate counting, a mere delay of awakening would eventually yield 437 
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similar persister counts. Therefore, we hypothesized that absence of HokB monomerization or 438 

membrane repolarization restrains the growth resumption of HokB-induced persister cells and, 439 

hence, colony formation. To demonstrate that the population has more viable cells than 440 

assessed through plate counting, 10 000 metabolically active cells were sorted and the number 441 

of colonies on plate was counted. Data presented in Fig. 6B show that the fraction of regrowing 442 

cells is significantly higher in the wild-type control compared to the ∆dsbC and ∆nuoA mutants. 443 

This demonstrates that HokB-induced persister cells display reduced awakening in the absence 444 

of DsbC-mediated monomerization or complex-I-mediated membrane repolarization.  445 

 446 

 447 

Figure 6. Awakening of HokB-induced persister cells is hindered in absence of 448 

monomerization and membrane repolarization. (A) HokB-induced persister cells have a 449 

shortened lag phase in the wild type and in the ∆degQ mutant. This reduction in lag phase is not 450 

observed when expressing hokBY29 in ∆dsbC and hokB in ∆trxA and ∆nuoA mutants. Values are means 451 
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± SEM from at least three independent experiments. Asterisks indicate statistically significant 452 

differences from the empty vector control (**** P < 0.0001; *** P < 0.001). (B) Stationary-phase 453 

cultures expressing hokB (hokBY29 in the case of the ∆dsbC mutant) were treated with antibiotics and 454 

stained with redox sensor green (RSG). The latter emits green fluorescence when cells are metabolically 455 

active and therefore acts as a measure for reducing capacity. For each sample, 10 000 highly fluorescent 456 

cells were sorted and plated. The number of colonies after antibiotic treatment was divided by the 457 

number of colonies of the control sample, after which the log was taken. Data from at least three 458 

independent experiments are represented and indicate the fraction of viable cells that are able to grow 459 

in the population after antibiotic treatment. Asterisks indicate statistically significant differences from 460 

the empty vector control (* P < 0.05).  461 

 462 

DISCUSSION 463 

Several toxins have been implicated in persistence, but a detailed mode of action remains in 464 

many cases unknown (Korch and Hill 2006; Tripathi et al. 2014; Dörr, Vulić, and Lewis 2010). 465 

In previous work, we have shown that the conserved GTPase ObgE induces hokB, a type I 466 

toxin that is widespread amongst Gram-negative bacteria (Verstraeten et al. 2015). 467 

Furthermore, we have demonstrated that HokB forms pores that result in ATP leakage, which 468 

is linked with the induction of persistence (Wilmaerts et al. 2018). In the current study, we have 469 

identified several factors affecting HokB peptide stability and we have demonstrated that this 470 

stability plays a crucial role in both the induction of persistence and in the awakening process 471 

of HokB-induced persister cells.  472 

 473 

DsbA-mediated dimerization of HokB is required to induce persistence 474 

In a wild-type background, the majority of the HokB peptides is detected in its dimeric form, 475 

with a relative monomer fraction of approximately 20%. Our results support a model in which 476 

dimerization is effectuated by the periplasmic oxidoreductase DsbA and results in an 477 
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intermolecular disulfide bridge between two periplasmic cysteine residues at position C46. The 478 

lower concentration of HokBC46S and the observation that HokB cannot be detected in a ∆dsbA 479 

mutant demonstrate that HokB monomers are unstable. This accords with earlier observations, 480 

demonstrating that disulfide bridge formation stabilizes a peptide (Denoncin and Collet 2013). 481 

In addition, expression of HokBC46S does not increase persister levels, indicating that 482 

dimerization is required for the induction of persistence. Noteworthy, a tyrosine-to-cysteine 483 

change at position 29 mediated by RNA editing presumably results in DsbA preferentially 484 

forming an intramolecular disulfide bridge between the two consecutive C29 and C46 residues 485 

(Depuydt, Messens, and Collet 2011). This intramolecular bridge was shown to be deleterious 486 

to the cell (Bar-Yaacov et al. 2017), and our data are indicative of a rescue mechanism that is 487 

mediated by the disulfide oxidoreductase DsbC. 488 

 489 

HokB peptide destabilization and membrane repolarization modulate persister 490 

awakening  491 

Tracking regrowth via microfluidics and single-cell sorting revealed a positive correlation 492 

between the dormancy duration of HokB-induced persister cells and the concentration of HokB 493 

peptides. This is in line with previous research conducted using an exponentially-growing E. 494 

coli population, for which it was shown that the duration of growth arrest depends on the 495 

concentration of the HipA toxin (Rotem et al. 2010). Intriguingly, regrowing HokB-induced 496 

persister cells have aberrant outgrowth phenotypes, which likely results from the antibiotic 497 

treatment. This demonstrates that the antibiotic target in persister cells is active, confirming an 498 

earlier report on persister cells acquiring DNA damage following antibiotic treatment (Völzing 499 

and Brynildsen 2015).  500 

 501 
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The normal distribution of the time to first cell division of HokB-induced persister cells 502 

indicates that one or multiple intermediate steps activate the awakening process (Norman et al. 503 

2015). In addition, the positive correlation between the concentration of HokB peptides and 504 

the dormancy duration in persister cells suggests that molecular mechanisms initialize 505 

awakening by destabilizing HokB peptides, eventually resulting in pore disassembly. We found 506 

that HokB peptide destabilization is controlled by the oxidoreductase DsbC. In the absence of 507 

DsbC, HokB peptides are exclusively in the dimer configuration and form functional pores, as 508 

there is membrane depolarization and ATP leakage. However, expression of hokB in a ΔdsbC 509 

mutant does not increase persister counts, suggesting that awakening is impaired in this mutant. 510 

Corroborating this finding, the fraction of cells that are metabolically active but unable to grow 511 

is higher in a ∆dsbC mutant compared to the wild type. Some persisters do wake up, however, 512 

at a rate comparable to the empty vector control. The origin of these persisters can either be 513 

HokB-independent or -dependent. In the latter case, the disulfide bridge might be reduced by 514 

other reducing compounds in the periplasm, such as glutathione (Ke and Berkmen 2014). 515 

 516 

HokB-induced persister cells display ATP leakage and membrane depolarization (Wilmaerts 517 

et al. 2018; Verstraeten et al. 2015). We reasoned that in order to resume growth, DsbC-518 

mediated pore disassembly should be followed by replenishment of cellular energy pools and 519 

repolarization of the membrane. We found that membrane repolarization by complex I of the 520 

ETC plays a major role in HokB-persister cell awakening, although the role of other units of 521 

the ETC cannot be excluded. Absence of complex I leaves HokB pore characteristics unaltered. 522 

However, the number of metabolically active cells that are unable to grow is increased in a 523 

mutant deprived of complex I and, in addition, regrowth of persister cells is delayed. In 524 

conclusion, peptide destabilization by DsbC-mediated monomerization as well as repolarizing 525 

the membrane are essential for awakening of HokB-induced persister cells.  526 
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DegQ degrades HokB monomers  527 

Following monomerization by DsbC, HokB peptides need to be degraded to prevent re-528 

dimerization and thus re-formation of the pore. Our results show that HokB peptide levels are 529 

controlled by the periplasmic DegQ protease. To the best of our knowledge, this is the first 530 

report of a protease targeting a type I toxin. DegQ is known to cleave next to an isoleucine or 531 

a valine residue (Kolmar, Waller, and Sauer 1996), the latter of which is present in the 532 

periplasmic amino acid sequence of HokB at position 40. Cleaving off the V40 residue would 533 

remove the C46 residue, thereby preventing re-dimerization of HokB peptides by DsbA. 534 

Noteworthy, DegQ shows highest activity at a relatively low pH of 5.5 in vitro (Sawa et al. 535 

2011). The average periplasmic pH of E. coli is 7.5 (Wilks and Slonczewski 2007) and although 536 

it is unlikely that membrane repolarization would result in a periplasmic pH of 5.5, a small 537 

decrease due to proton translocation might modulate awakening of HokB-induced persister 538 

cells by triggering DegQ-mediated degradation.  539 

 540 

Although deletion of degQ affects HokB-induced persistence to a certain extent, awakening of 541 

HokB-induced persister cells is not delayed in a ΔdegQ mutant. This is in contrast to our results 542 

with ΔdsbC and ΔnuoA mutants and it might indicate that peptide destabilization and 543 

repolarization are the primary factors modulating awakening, or that the delayed lag phase in 544 

∆dsbC and ∆nuoA mutants is HokB-independent. Alternatively, other proteases might take 545 

over upon degQ deletion, which is plausible given their redundant character (Sklar et al. 2007).  546 

 547 

A model for induction and awakening of HokB-induced persister cells  548 

Taken together, we propose a model that explains both the induction and awakening of HokB-549 

induced persister cells (Fig. 7). Following HokB peptide insertion into the membrane, the 550 

periplasmic oxidoreductase DsbA forms an intermolecular disulfide bridge, thereby stabilizing 551 
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HokB peptides and allowing pore formation. The latter causes ATP leakage and membrane 552 

depolarization, ultimately inducing persistence. Upon awakening, the oxidoreductase DsbC 553 

reduces the disulfide bridge, which disassembles the pore and allows the ETC to repolarize the 554 

membrane and produce ATP. Repolarization lowers the pH, which in turn activates DegQ to 555 

cleave off a part of the periplasmic domain of HokB monomers, thereby preventing re-556 

dimerization. This ultimately results in the regrowth of HokB-induced persister cells.  557 

 558 

559 

Figure 7. Model of HokB-mediated persister induction and awakening. Upon HokB peptide 560 

insertion in the membrane, DsbA catalyzes the formation of a disulfide bridge between the C46 residues 561 

of two HokB monomers. This stabilizes HokB peptides, allowing pore formation. Pore formation results 562 

in the leakage of protons and ATP out of the cell, inducing persistence. HokB pores are destabilized via 563 

DsbC-mediated monomerization. This targets HokB peptides for degradation by DegQ. Once the pore 564 

is dysfunctional, the electron transport chain is able to repolarize the membrane and replenish the ATP 565 

pool, eventually resulting in persister cell awakening. Of note, an intramolecular bridge between a C29 566 

residue and the C46 residue can be formed after adenosine-to-inosine RNA editing of tyrosine 29. 567 

However, this is bridge is not implicated in the persister phenotype. 568 

 569 
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STAR METHODS 584 

Contact for reagent and resource sharing  585 

Further information and requests for recourses and reagents should be directed to and will be 586 

fulfilled by the Lead Contact, Jan Michiels (jan.michiels@kuleuven.vib.be). 587 

 588 

Experimental model and subject details  589 

E. coli TOP10, obtained from Invitrogen (USA), was used in all experiments. Bacteria were 590 

grown in autoclaved lysogeny broth (LB) at 37°C. Liquid cultures were incubated with orbital 591 

shaking (200 rpm) in the presence of appropriate antibiotics. Strains containing the pBAD/His 592 

A plasmid were cultured in LB with 100 µg ml-1 ampicillin. Strains containing the pME6032 593 

plasmid were cultured in LB with 10 µg ml-1 tetracycline.  594 

mailto:jan.michiels@kuleuven.vib.be
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Method details  595 

Bacterial strain construction  596 

The ∆dsbA, ∆dsbC, ∆nuoA, ∆degQ and ∆trxA knockout mutants were made by homologous 597 

recombination following the protocol of Datsenko & Wanner (Datsenko and Wanner 2000). 598 

The following primers were used: AGAACCCCCTTTGCAATTAA and 599 

GCAACAATAACACCTGTAGC (∆dsbA), ATCACCGACCACAATAATCC and 600 

GTTTACTGGCTGGAAACCTA (∆dsbC), ACGTTCTTTGCCGATAGATT and 601 

GCAGAACGTACAAAACTGTT (∆nuoA), TACCATGGCGCACGACTATC and 602 

CTGCATCATGACCGCTAGCC (∆degQ) and AGGGCGAAGTCGGAAAACTT and 603 

CATGTCTTTTCGCTGCCTGG (∆trxA).  604 

For the construction of pBAD/His A-hokBC9S, pBAD/His A-hokBC14S and pBAD/His A-605 

hokBC46S, gene blocks (Table 1) were ordered from IDT (USA) and cloned in pBAD/His A 606 

using KpnI and HindIII restriction. The mutated hokB fragments were amplified by PCR using 607 

primers CACCGGTACCGGATCAGGTTCCGGCTCTAAGCACAACCCTCTGG and 608 

ATCGAAGCTTTTACCTGGACGTGCA. The PCR products were digested with KpnI and 609 

HindIII and cloned into pBAD/Myc-His A-mCherry (Shaner et al. 2004). Similarly, pBAD/His 610 

A-hokBY29 was constructed by amplifying the mutated hokB-fragment from pBAD/Myc-His A-611 

mCherry-hokBY29 (Bar-Yaacov et al. 2017) and transferring the resulting product to pBAD/His 612 

A. The protease-encoding genes degQ, mepA, hslU, elaD, rseP, degP, ptrA, prc, ftsH and hslV 613 

were expressed using plasmids from the ASKA library (Kitagawa et al. 2005). pME6032-degQ 614 

was constructed by amplifying degQ from E. coli BW25113 using primers 615 

CACCGGTACCATGAAAAAACAAACC and ACTGCTCGAGTTAACGATCAGCAG. 616 

The PCR product was digested using KpnI and XhoI and cloned into PME6032. Construction 617 

of pBAD/Myc-His A-perceval, pBAD/His A-hokB and pBAD/Myc-His A-mCherry-hokB was 618 

described previously (Verstraeten et al. 2015; Wilmaerts et al. 2018).  619 
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Table 1 DNA sequences of HokB substitution mutants.  620 

hokBC9S CACCCTCGAGATGAAGCACAACCCTCTGGTGGTGTCCCTGCTCATTATCTGCATTACGATT

CTGACATTCACACTCCTGACCCGACAAACGCTCTACGAACTGCGGTTCCGGGACGGTGAT

AAGGAGGTTGCTGCGCTCATGGCCTGCACGTCCAGGTAAGGGCAAGCGCGGGGATTTTC

CCCGCGCATTTGACTAGCAGATTCATTTTCTCATGGCACCCCTTTTACACTTCAGTTAGTG

CATGTTTTTTTCGATGCACTAATAGAACCATCATTACAGACAAATTTGCCGCCTGCCGTAC

AGTGTGAGATCCCAAGCTTGATC 

hokBC14S CACCCTCGAGATGAAGCACAACCCTCTGGTGGTGTGTCTGCTCATTATCTCCATTACGATT

CTGACATTCACACTCCTGACCCGACAAACGCTCTACGAACTGCGGTTCCGGGACGGTGAT

AAGGAGGTTGCTGCGCTCATGGCCTGCACGTCCAGGTAAGGGCAAGCGCGGGGATTTTC

CCCGCGCATTTGACTAGCAGATTCATTTTCTCATGGCACCCCTTTTACACTTCAGTTAGTG

CATGTTTTTTTCGATGCACTAATAGAACCATCATTACAGACAAATTTGCCGCCTGCCGTAC

AGTGTGAGATCCCAAGCTTGATC 

hokBC46S CACCCTCGAGATGAAGCACAACCCTCTGGTGGTGTGTCTGCTCATTATCTGCATTACGATT

CTGACATTCACACTCCTGACCCGACAAACGCTCTACGAACTGCGGTTCCGGGACGGTGAT

AAGGAGGTTGCTGCGCTCATGGCCTCCACGTCCAGGTAAGGGCAAGCGCGGGGATTTTC

CCCGCGCATTTGACTAGCAGATTCATTTTCTCATGGCACCCCTTTTACACTTCAGTTAGTG

CATGTTTTTTTCGATGCACTAATAGAACCATCATTACAGACAAATTTGCCGCCTGCCGTAC

AGTGTGAGATCCCAAGCTTGATC 

 621 

Persistence assay  622 

Persistence assays were performed in stationary phase. Overnight cultures were diluted 100-623 

fold in 250 mL flasks containing 100 ml LB medium, appropriate antibiotics (ampicillin (100 624 

µg mL-1) and/or tetracycline (10 µg mL-1)) and inducer (0.2% arabinose and/or IPTG (1mM)). 625 

For experiments shown in Fig. S1C and Fig. S4A, DTT was prepared freshly, filter sterilized 626 

and added at a concentration of 10 µM or 3 mM to the LB medium after autoclaving. Cultures 627 
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were incubated for 16-18 h, after which 990 µL was treated with 5 µg mL-1 ofloxacin (10 µL 628 

sterile water was added to the control). After 5 h incubation, samples were serially diluted in 629 

10 mM MgSO4, plated on LB-agar plates and incubated for 48 h at 37°C. The number of colony 630 

forming units (CFUs) was determined by plate counting.  631 

 632 

Purification of the membrane fraction and western blot  633 

Overnight cultures were diluted 100-fold and induced in test tubes with 5 mL LB, and 634 

appropriate inducers and antibiotics were added. After 16 h incubation, 2 mL of culture was 635 

spun down (13000 rpm, 5 min) and frozen overnight at -20°. Samples were dissolved in 300 636 

µL EDTA-free protease inhibitor, 100 mM iodoacetamide (IAM) and benzonase (all purchased 637 

from Sigma Aldrich). Samples were sonicated for 2 min at 15% amplitude with a Branson 638 

digital sonifier, after which they were centrifuged for 70 min at 15000 rpm at 4°C. After 639 

centrifugation, the supernatant was removed and the pellet was dissolved in 8 M urea 640 

(purchased from VWR International) and 100 mM IAM. Samples were dissolved in NuPAGE 641 

LDS Sample buffer (Invitrogen) (for a reducing western blot in combination with NuPAGE 642 

LDS Reducing agent (Invitrogen)), and incubated for 20 min at 70°C, after which they were 643 

loaded on a Novex ® 12% Tris-Glycine Gel (Invitrogen) in MES-buffer in a Novex Bolt Mini 644 

Gel tank.  645 

 646 

Proteins were transferred using a XCell Sure Lock on a PVDF Membrane filter paper in CAPS 647 

buffer. The membrane was blocked for 1 h using bovine serum albumin (BSA) (1%) dissolved 648 

in TBS buffer, and subsequently washed with TBS in case anti-His6 (mouse IgG1) monoclonal 649 

antibodies (Sigma-Aldrich) were used at a concentration of 0.2 µg mL-1, as recommended by 650 

the manufacturer. In case HisProbeTM-HRP (Thermo ScientificTM) antibodies were used, at a 651 

concentration of 1 µg mL-1, the membrane was blocked for 2 h using skimmed milk and 0.1% 652 
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Tween20. After blocking, the membrane was incubated overnight at 4°C in shaking conditions. 653 

The membrane was washed using 0.1% Tween20 in TBS buffer. In case anti-His6 monoclonal 654 

antibodies were used, anti-Mouse IgG – Alkaline Phosphatase (Sigma Aldrich) antibodies were 655 

incubated for 1 h at room temperature at a concentration of 1.2 µg mL-1, as recommended by 656 

the manufacturer, after which the blot was washed using 0.1% Tween20 in TBS buffer. 657 

Following the color reaction, a picture was taken from the blot using a Canon EOS 1300D 658 

camera, after which the picture was reverted to grayscale using GIMP software. Using the 659 

HisProbeTM-HRP, detection occurred immediately after washing using the ClarityTM Western 660 

ECL Substrate (Bio-Rad) and the Fusion FX imaging system (Vilber Lourmat).  661 

Pictures were uploaded to Image Studio Lite®, after which signal intensities from the bands 662 

could be detected. For quantitative assays of protein concentration between different strains, 663 

corrections of the signal intensities were made based on the total protein concentration of the 664 

sample, measured using the QubitTM protein assay kit (InvitrogenTM).  665 

 666 

Measuring the membrane potential  667 

The membrane potential was measured as described before (Wilmaerts et al. 2018). Briefly, 668 

strains incubated overnight were diluted 100-fold in PBS buffer containing DIBAC4(3) 669 

(InvitrogenTM). 670 

 671 

Measuring ATP in the supernatant  672 

The concentration of ATP in the supernatant was measured as described before (Wilmaerts et 673 

al. 2018). Briefly, strains incubated overnight were diluted 100-fold in 100 mL LB medium, 674 

after which the cells were kept on ice for 5 min and centrifuged for 10 min at 5000 rpm. 100 675 

µL BacTiter-Glo reagent (Promega, USA) was added to 100 µL of the supernatant. After 5 min 676 
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incubation at room temperature, bioluminescence and OD (595 nm) measurements were taken 677 

for every well. The bioluminescence was divided over the OD.  678 

 679 

Measuring the time to first cell division using microfluidics 680 

An overnight culture was diluted 100 times in 5 mL LB. For exponential-phase cultures, 681 

bacteria were incubated for 3 h at 37°C, after which they were treated with ceftazidime (500 682 

µg mL-1) for 4 h. For stationary-phase cultures, samples were incubated for 16h at 37°C, after 683 

which they were treated with ofloxacin (5 µg mL-1) for 5 h. Following antibiotic treatment, 684 

cells were spun down at low speed (3000 rpm, 5 min) and dissolved in LB medium that was 685 

preheated to 37°C. The microfluidic device was prepared following the manufacturer’s 686 

instructions. After cell loading, fluorescence images were taken immediately using a Nikon 687 

Eclipse Ti-E inverted microscope with a CFI Plan Apochromat 100X objective with a 688 

numerical aperture of 1.45. Fluorescence intensity of the cells was analyzed using the NIS 689 

Elements Analysis 4.4 software (Nikon, Japan). LB was added to the chamber with a pressure 690 

of 1.2 psi for 24 h at 37°C. Phase-contrast images were taken every 15 min for 24 h. For 691 

exponential-phase persisters, differences in fluorescence intensity of the population between 692 

different days were taken into account by calculating the average fluorescence intensity of the 693 

surviving cells (not lysed) and dividing it by the fluorescence intensity of the regrowing 694 

persister cells. For stationary-phase cells, all persisters originated from a single experiment.  695 

 696 

Measuring single-cell lag time 697 

Single-cell lag times were measured as described before (Wilmaerts et al. 2018). Briefly, cells 698 

were incubated an treated with antibiotics as described for the persistence assay. After 699 

ofloxacin treatment (5 µg mL-1), cells were resuspended in LB, after which a twofold dilution 700 

series was prepared. A growth curve was obtained by incubating cells in a Bioscreen C device 701 
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under continuous shaking at 37°C. If two consecutive wells displayed no growth, the well 702 

before was assigned to contain a single cell (Francois et al. 2003). Single-cell lag times were 703 

calculated using the Gompertz equation (Zwietering et al. 1990). 704 

 705 

Measuring the lag time after fluorescence activated cell sorting 706 

Antibiotic treatment was performed as described for the microfluidics assay. Subsequently, 707 

samples were dissolved in PBS buffer (pH = 7.4) at room temperature and individual cells were 708 

immediately collected in a honeycomb plate. During sorting, the fluorescence intensity of each 709 

cell was linked with its position. Sorting was gated on the forward and side scatter of a non-710 

treated population. After sorting, the plates were incubated in a Bioscreen C device under 711 

continuous shaking at 37°C for 48 h and the OD at 595 nm was measured every 15 min. The 712 

lag phase of each persister cell was calculated from the growth curve using the Gompertz 713 

equation (Zwietering et al. 1990). To take into account differences in fluorescence intensity of 714 

the population between different days, the average fluorescence intensity of the surviving cells 715 

was calculated and divided by the fluorescence intensity of the resuscitated persister cells.  716 
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 717 

Assessing viable cells in the population  718 

A persister assay in stationary phase was performed as described above. Antibiotic-treated cells 719 

were centrifuged (3000 rpm, 5 min) and dissolved in 1 mL PBS in combination with redox 720 

sensor green (RSG), purchased from Invitrogen (USA). For the control samples, 20 µL of the 721 

untreated culture was taken and dissolved in 1 mL PBS with RSG. After 10 min incubation at 722 

room temperature, cells were sorted based on a high RSG value, which was determined using 723 

exponentially-growing cells that had grown for 3 h after 100-fold dilution in 5 mL LB. After 724 

determining the appropriate gate, 10 000 cells were sorted in 1 mL PBS for both conditions. 725 
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After sorting, the antibiotic-treated samples were centrifuged (3000 rpm, 5 min) and diluted in 726 

110 µL 10 mM MgSO4, after which they were plated on LB agar plates. The control samples 727 

were directly diluted in 10 mM MgSO4, after which they were plated on LB agar plates. Plates 728 

were incubated for 48 h at 37°C and the number of CFUs was quantified by plate counting. To 729 

determine the fraction of cells that, after antibiotic treatment, was able to regrow in the whole 730 

population of viable cells, the number of CFUs per mL of the antibiotic-treated sample was 731 

divided by the number of CFUs per mL of the control sample. Cells were sorted using a BD 732 

influx cell sorter (BD Biosciences, USA) and RSG fluorescence was measured using a 488-nm 733 

laser and a 520-nm filter. Data were analyzed using FlowJo V10 (BD Biosciences, USA). 734 

 735 

Quantification and statistical analysis  736 

Persistence assay  737 

Statistical calculations were performed on log10-transformed data and were used to verify 738 

potential differences in persister fractions. Statistical comparisons were based on ANOVA with 739 

a Tukey’s post hoc test for multiple comparisons for more than two populations, and an 740 

unpaired two-sided t-test was used to compare the means of two populations. 741 

 742 

Measuring ATP leakage, single-cell lag times and determining viable cells  743 

Statistical comparisons were made using an unpaired two-sided t-test.  744 

 745 

Determination of relative monomer fraction and total protein concentration  746 

Statistical comparisons for the relative monomer fractions for the substitution mutants were 747 

based on ANOVA with a Dunnett’s post hoc test for multiple comparisons. To determine a 748 

statistical difference between total protein concentrations, corrected by the total protein 749 

concentration, unpaired two-sided t-test were used to compare the means of two populations. 750 
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Differences in signal intensity over the total protein content are explained by the presence of 751 

the pME6032 plasmid (Fig. 3A). Additionally, the differences in signal intensities over the 752 

total protein content between the HokB controls in Fig 1C and Fig. 3E result from using 753 

different detection methods. For Fig. 1C, HisProbe-HRP antibodies were used, while for Fig. 754 

3E, anti-His6 monoclonal antibodies were used.  755 

 756 

Correlation analysis 757 

Spearman correlation was used to determine the correlation between time to first cell division 758 

and fluorescence intensity.  759 

 760 

Determination of statistical difference between flow cytometric data  761 

Statistical differences between flow cytometric data were assessed using the Chi squared 762 

comparison algorithm of the FlowJo software. The obtained T(x) values between hokB 763 

expressed in the wild-type background and the ∆degQ mutant were not statistically different 764 

from the controls.  765 

 766 
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