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Abstract—Massive MIMO promises unprecedented spectral
efficiency as values exceeding 140 b/s/Hz have already been
demonstrated in the lab for a single cell. In this paper, based on
measurements obtained in a distributed Massive MIMO testbed,
we compare the spectral efficiency, area spectral efficiency, and
capacity of two adjacent cells under different levels of cooperation
and the impact of co-channel interference. This is the first
Massive MIMO measurement based analysis of the performance
of spectrum and infrastructure sharing, showing that in fully
cooperative systems (sharing infrastructure and spectrum) there
is an improvement of the area spectral efficiency by 50% and a
sixfold of capacity in comparison with a scenario without sharing,
i.e. conventional two-cells planning. In comparison to the scenario
where only spectrum is shared, the infrastructure and spectrum
sharing case also increases the area spectral efficiency by two and
the overall capacity by four. In addition, the use of M-MMSE
increases the performance of the system in 43% in relation to
RZF, for this particular scenario when co-channel interference
is considered.

Index Terms—Infrastructure sharing, Massive MIMO, spectral
efficiency, spectrum sharing.

I. INTRODUCTION

As the number of wireless users will increase in the near
future, solutions that enable to share the same frequency
resources in space are becoming more important. Massive
MIMO is considered one of the best Radio Access Network
(RAN) candidates in 5G. In Massive MIMO a large number
of antennas is deployed in a Base Station (BS) that is capable
of coherently serving multiple users at the same time and
frequency resource.

The use of a large number of antennas in a BS enables high
spatial multiplexing, which increases the spectral efficiency
and capacity of the system [1]. In addition, it is believed that
inter-cell interference vanishes when the array size increases.
However, in reality, array sizes are finite and there are also
important correlations between the channels seen by the users
in adjacent cells.

The location of the antennas also impacts the system
performance. In Massive MIMO, two main topologies, i.e.,
distributed and collocated antenna arrays have been broadly
studied in [2]–[5]. The advantages of a distributed Massive
MIMO deployment include the increase in coverage area,
possibility to exploit diversity, and decreased shadowing effect.
On the other hand, using distributed massive MIMO imposes
strict backhaul and synchronization requirements, a coherent
processing of the received signals at the multiple distributed

subarrays, and, on top of that, a high capital expenditure in
infrastructure deployment in a large number of sites.

From the economic point of view, infrastructure sharing is
one of the possible solutions to reduce operating expenses
(OPEX) and capital expenses (CAPEX). In an infrastructure
sharing scenario, two or more operators lend their own or
third-party network resources to other operators under different
level agreements. This cooperation method has been shown to
result in a high improvement of the profits of all stakeholders
involved [6]. So, in this scenario, numerous Base Stations
(BSs) are shared between several operators over dedicated
or common frequencies. For a full level of infrastructure and
spectrum cooperation, there is not only monetary reward but
also an increase in the performance of the system as it is shown
in [7], where authors demonstrated valuable insights about the
sharing approaches through simulations of resource sharing in
mmWave networks.

Unlike [7], the aim of this paper is to contrast Spectral
Efficiency (SE), area SE and capacity of three Massive MIMO
scenarios under different levels of infrastructure and spectrum
sharing, with multiple combining vectors. We rely on a real
up-link (UL) measured channel, which was collected in an out-
door distributed experiment using KULeuven Massive MIMO
testbed.

The paper is organized as follows: Section II describes our
system model and a set of multiple combining vectors given
in the literature, and how they are related with the spectral
efficiency and capacity of the system. Section III describes
the experiment carried out to obtain the results discussed in
Section IV. To finalize, Section V draws the main conclusions.

The following notation is used throughout the paper: x ∈
CM represents an [M×1] complex vector, X ∈ C[M×N] is an
[M×N] complex matrix. xH and xT states a transpose and
conjugate-transpose of vector x.

II. SYSTEM MODEL AND SPECTRAL EFFICIENCY

In the following section the system model is presented,
followed by a compendium of different combining vectors
and the metrics used to compare the performance of different
systems.

A. System Model

In this work, a multi-cell Time Divison Duplex (TDD)
Massive MIMO system is considered. This system has L cells,
each of them has M antennas deployed in one BSs, and K



single antenna users per cell. The transmission power from
user k in cell j is pjk and the wireless link or channel vector
between the same user and all the antennas deployed in BS in
cell l is hl

jk, with a path gain βljk.

B. Channel estimation
During uplink training, each user first sends a sequence

of orthogonal pilots (τp) over its channel to the BS. As all
users send their pilots at the same time, the BS receives a
signal which contains information of all the user channels.
Once this training signal reaches the BS, it is decorrelated
using the conjugate pilots of each user, then all the estimated
channels (ĥl

jk) are obtained in the BS l1. Thus, the channel
estimation matrix from all users in cell j to a BS in cell l is
Ĥl

j =
[
ĥl

j1...ĥl
jK
]
.

From the channel estimation procedure a covariance matrix
error Cl

jk is obtained as:

Cl
jk = E

{
h̃l

jk
(
h̃l

jk
)H
}

, (1)

where h̃l
jk is the channel error, and it is the difference between

the ideal channel and its estimated channel: h̃l
jk = hl

jk – ĥl
jk.

C. Combining vectors
Once channel estimation is completed, the UL data trans-

mission can start. Assuming that the desired signal (sjk) is the
data transmitted from user k in cell j to the BS in cell j, the
UL received signal is:

yj = ĥj
jksjk +

L∑
l=1

K∑
i=1

(l,i)6=(j,k)

ĥj
ilsil + n. (2)

The first term of Eq. (2) is the desired signal over the
estimated channel, the second term is inter- and intra-cell
interference, and the last term is noise n ∼ CN (0, σ2

ULI).
To obtain the desired signal while suppressing interference

and noise, BS j uses a combining vector matrix for all users
in cell j as Vj = [vj1...vjK].

Multiple combining vectors have been proposed in the state-
of-the-art [8]. These rely on different channel information to
coherently combine the desired signal, this information could
be: channel estimation error, intra-cell information, or intra-
and inter-cell information, as described below:
• Maximum Ratio Combining (MRC) uses only the es-

timated channel matrix within the analyzed cell j to
maximize all desired signals:

VMR = Ĥj
j. (3)

This combining vector is one of the most used due to its
low computational complexity.

• Zero-Forcing (ZF) detection cancels all intra-cell interfer-
ence as:

VZF = Ĥj
j

((
Ĥj

j
)HĤj

j

)–1
, (4)

1For a detailed explanation of pilot allocation and channel estimation refer
to Section 3.1 and Section 3.2 in [8].

thus only the desired signal will remain. This combining
vector is suitable when all users have high SNR.

• Regularized Zero-Forcing (ZF) receive combining makes
a trade-off between suppressing the intra-cell interference
or the noise, based on the estimated channel matrix with a
regularized diagonal matrix: σ2

ULP–1
j . It can be expressed

as:

VRZF = Ĥj
j

((
Ĥj

j
)HĤj

j + σ2
ULP–1

j

)–1
, (5)

where Pj = diag(pj1...pjk).

• Minimum-Mean Squared Error (MMSE) in Eq. (6) uses
a whitened process to detect the desired data with the aid
of channel estimation statistics, minimizing the noise and
interference from the received signal

VMMSE
j =

(
Ĥj

jPj
(
Ĥj

j
)H +

K∑
i=1

pjiC
j
ji +η+σ2

ULIMj

)–1
Ĥj

jPj.

(6)
MMSE has two variations: a first variant is Single-cell
MMMSE (S-MMSE) which uses only intra-cell inter-
ference, for this case η = 0 in (6). A second variant
is Multi-cell MMSE (M-MMSE) which considers both
inter- and intra-cell interference. M-MMSE is recognized
as the optimal scheme, for this case η in Eq. (6) is:

η =
L∑

l=1
l 6=j

Ĥj
lPl

(
Ĥj

l

)H
+

L∑
l=1
l 6=j

K∑
i=1

pliC
j
li. (7)

D. Network performance metrics

To quantify the performance of a system in different scenar-
ios and under different combining vectors, this paper propose
three metrics: SE, area SE and capacity.

The instantaneous SE per user is used to compute the
amount of UL data per Hz received successfully at the BS.
Considering that MMSE channel estimation is used in this
work, the lower bound of the channel capacity for user k in
cell j can be expressed as Theorem 4.1 in [8]:

SEjk =
τu

τc
E
{

log2

(
1 + γUL

jk

)}
[bits/s/Hz]. (8)

In the expression above, γjk is the signal-to-interference-plus-
noise ratio (SINR) of the analyzed user and can be expressed
as:

γjk =
pjk|vH

jkĥj
jk|

2

L∑
l=1

K∑
i=1

(l,i)6=(j,k)

pli|vH
jkĥj

li|2 + vH
jk

( L∑
l=1

K∑
i=1

pliC
j
li + σ2

ULIMj

)
vjk

,

(9)
where vjk is any of the combining vector schemes presented
in Section II-C and τu/τc is the portion of coherence block
used to transmit UL data.



(a) Two-cells scenario: Each cell operates in
a different band centered on different carrier
frequency without interference.

(b) Spectrum sharing scenario: Both cells
operates in the same band without coordi-
nated spectrum sharing.

(c) Infrastructure and spectrum sharing sce-
nario: Two coordinated BSs serve all UEs
in the system, using the same band.

Fig. 1: Overlook of the symmetric two-cell outdoor scenario at ESAT KU Leuven. The location of each BS is 21 meters high
and separated by 6.5 meters. Each cell supports 18 UEs distributed in 3 rows and 6 columns grid area.

For the sake of a fair comparison between heterogeneous
cells of varying size, we use area SE. Therefore for a cell j
with area Aj:

ASEj =
1
Aj

K∑
k=1

SEjk [bits/s/Hz/m2]. (10)

The last performance metric considered in this paper is
capacity C, which is the number of uplink bits successfully
transmitted over a period of time in a given bandwidth. So,
for a cell j which uses bandwidth BWj, the capacity is:

Cj = BWj

K∑
k=1

SEjk [bits/s]. (11)

III. MASSIVE MIMO EXPERIMENT

A description of the outdoor experiment that was carried
out with the KULeuven Massive MIMO testbed is detailed in
this section, followed by an explanation of how the data is
selected for different scenarios.

A. Measurement campaign

For this experiment, we used the Massive MIMO testbed
based on LTE-TDD, set at 2.6 GHz center frequency and
bandwidth of 20 MHz, described in detail in [12]. This testbed
has two main components, the first one is the BS which has
64-antennas, as a unique feature, those antennas are equally
distributed in two patch arrays. All 64-antennas are connected
by pairs to 32 Universal Software Radio Peripherals (USRPs).
The system runs in LabVIEW Communications MIMO Ap-
plication Framework 1.1 [13]. The second component of this
testbed consists of the users, which are deployed in pairs on
a single USRP. Each user is equipped with a dipole antenna
which is attached to an external power amplifier (13 dBm)
additional to the USPR’s internal amplifier (20 dBm).

Both antenna arrays were located on the sixth floor of
KULeuven ESAT building at 21 m above the ground level.
Those arrays were separated by a distance of 6.5 m and located
at the rear windows of the mentioned building, with 24o of
inclination from the floor. In the case of the users, a single
USRP was sequentially placed on different locations on the
ground floor with a direct Line-of-Sight (LOS) to both antenna
arrays. As we can see in Fig. 1, the single USRP which run
a pair of users was deployed in a grid area of 18 locations,
each location had 2 m in both length and width. For each
USRP’s location, the uplink channel was collected in both
antenna arrays.

B. Virtual scenarios

The channel data collected from the experiment described
above was first processed offline, setting each user’s SNR
between 30 dB and 38 dB. Then, the system SE was cal-
culated by computing the combining vectors according to the
following scenarios:
• Two-cells scenario: A common cellular planing of two-

cells is considered, in which 18 users are served by one
antenna array. Let us assume that each cell works at
different carrier frequency and has 10 MHz bandwidth,
thus for this case there is no inter-cell interference,
Fig. 1a.

• Spectrum sharing scenario: Similar to the previous sce-
nario, one array serves as a virtual cell to 18 users, how-
ever, for this case, we assume that both cells operate at the
same frequency with a combined bandwidth of 20 MHz
under uncoordinated spectrum sharing. Therefore, inter-
cell interference will impact the performance of each cell,
Fig. 1b.

• Spectrum and infrastructure sharing scenario: In this case,
we consider two cells that are perfectly synchronized,
then inter-cell interference is removed. This scenario is
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(a) The average SE per cell in a system with
two independent cells, that operateon different
carrier frequencies.
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(b) The average SE per cell in a two-cell
system with a shared carrier frequency and
co-channel interference.
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(c) SE in a system with distributed BS, where
two networks share spectrum and infrastruc-
ture

Fig. 2: Average spectral efficiency per cell versus number of active antennas, under different types of combining vectors in a
system with 36 users.
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(b) SE CDF per user when 36 users in the
whole system are active

Fig. 3: CDF comparison of SE per UE for all scenarios by MMSE and RZF combining vectors, when M = 64.

also considered as a distributed massive MIMO system
where two base stations cooperate with each other serving
all the users simultaneously with a total bandwidth of
20 MHz, Fig. 1c.

IV. NUMERICAL RESULTS

In this section, we present the numerical results evaluated in
each virtual scenario, contrasting three network performance
metrics: spectrum efficiency, area spectrum efficiency and
capacity.

A. Spectral efficiency and combining vectors.

Combining vector selection influences the SINR and SE
performance as it is shown in Fig. 2. In this set of figures,
the average SE per cell is obtained against varying numbers
of active antennas per cell when K ≤ M and under different
combining vectors: MMSE, RZF, ZF and MR. In general, the
SE increases as the number of antennas grows, regardless of
the combining vector selected.

SE per cell is the highest when MMSE and RZF are selected
in scenarios without inter-cell interference, as seen in Fig. 2a
and 2c. Those values are similar because the SNR per user

has high value and there is no pilot contamination, therefore,
the channel estimation does not influence the SE.

Notice in Fig. 2b that each cell is affected by inter-cell
interference, in this case η in M-MMSE (Eq. 6) contains
information of the neighboring cell which helps to maximize
the SINR and SE in contrast with RZF. Although M-MMSE
boosts the SE in this case, spectrum sharing shows the worst
performance with respect to the other scenarios.

Undoubtedly, the case with the best SE per cell is shown
in Fig 2c when not only the spectrum is shared but also the
infrastructure. Its main advantage is the absence of inter-cell
interference as both distributed antenna arrays are synchro-
nized. Interestingly, we can see that when M is not bigger than
K, ZF can not decorrelate the signals from all users effectively,
therefore, it has a lower performance than MR (see Fig. 1a
when M < 24 and in Fig. 2c when M < 42).

B. SE cumulative distribution function (CDF).

An evaluation of the SE per user using the CDF is presented
in Fig. 3, showing a comparison of all the scenarios using
RZF and MMSE combining vectors under different number
of active users. In Fig. 3a only users in row 3 of Fig. 1 are
considered while in Fig. 3b all users are active. From this two



Scenario Area per Bandwidth SE [bits/s/Hz/cell] Area SE [bits/s/Hz/m2] Capacity [Mbits/s]
cell [m2] per cell [MHz] RZF MMSE RZF MMSE RZF MMSE

Two-cell 36 10 22.69 0.63 226.9
Spectrum sharing 26 20 10.37 18.23 0.288 0.506 207.4 364.4
Infrastructure + 72 20 71.36 0.991 1427.2
spectrum sharing

TABLE I: Network performance metrics for all the study scenarios, with all active antennas and all users.

figures, we can see that when the number of users is small,
the SE per user increases due to the reduction of intra-cell
interference.

Similarly to the SE per cell results, the infrastructure and
spectrum sharing strategy maximizes SE per UE, regardless
of the number of active users. In addition, this case shows
the gain that M-MMSE (η 6= 0) has over RZF in a realistic
multi-cell scenario for 12 and 36 active users.

C. SE, area SE and Capacity.

Table I shows a numerical comparison between the net-
work performance metrics presented in Section II-D when all
antennas and users are active. The SE per cell was analyzed
previously under different numbers of users and combining
vectors. However, due to different cell sizes across the sce-
narios, the area SE provides a more fair comparison between
different scenarios.

For all the metrics, spectrum and infrastructure sharing case
provides the best performance as a system. Improving area SE
by approximately 50% in comparison with the two-cells case,
and almost 100% more for spectrum sharing case when M-
MMSE is applied. Following the same trend, an infrastructure
and shared scenario increases the capacity six times more than
a two-cells case and about four times to the highest achievable
value (M-MMSE) for spectrum share case.

For spectrum sharing scenario, inter-cell interference is sup-
pressed with M-MMSE increasing all parameters performance
by 43% in comparisons with RZF. Surprisingly, the capacity
of the spectrum sharing case surpasses the two-cells scenario
only when M-MMSE is used.

V. CONCLUSIONS

Based on a distributed massive MIMO measurement cam-
paign, this work has provided three main conclusions for
systems with multiple levels of cooperation. First, a fully
cooperative system which shares infrastructure and spectrum
is capable of achieving up to 50% more area spectral efficiency
in comparison with a non-cooperative one (two-cells scenario);
infrastructure and spectrum sharing case also increases around
twice the value of area spectral efficiency in a system which
only shares spectrum (spectrum sharing scenario). Second,
the system capacity of infrastructure and spectrum sharing
scenario increase a fourfold in relation with a spectrum sharing
case and a sixfold for a two-cells case. Third, to improve
all the aforementioned network parameters, the selection of
a combining vector is essential: when M-MMSE is imple-
mented, it achieves 43% higher spectrum efficiency, area

spectrum efficiency and capacity as it minimizes co-channel
interference.
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