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#### Abstract

Stochastic frontier models have been considered as an alternative to deterministic frontier models in that they attribute the deviation of the output from the production frontier to both measurement error and inefficiency. However, such merit is often dimmed by strong assumptions on the distribution of the measurement error and the inefficiency such as the normal-half normal pair or the normal-exponential pair. Since the distribution of the measurement error is often accepted as being approximately normal, here we show how to estimate various stochastic frontier models with a relaxed assumption on the inefficiency distribution, building on the recent work of Kneip and his coworkers. We illustrate the usefulness of our method with data on Japanese local public hospitals.


## 1 Introduction

Productivity analysis consists in a series of analytical methods that allow to measure the performance of production units in terms of output versus input. Efficiency in productivity analysis is often defined as the ratio of the actual achieved output to the maximum possible output from the input, assuming that the inefficiency of the unit is the cause of its production not reaching its maximum output. However, from the recognition that

[^0]many uncontrolled factors need to be considered in efficiency analysis, Aigner and Chu (1968) and Meeusen and van den Broeck (1977) first proposed the stochastic frontier analysis, which allows for both unobserved variation in output, the technical inefficiency $(u)$ of the production unit and the noise $(v)$ which represents the effect of innumerable uncontrollable factors.

Although the initial stochastic frontier analysis has the advantage of considering the role of unforeseen/uncontrollable factors, it was assumed that the frontier function had a specific parametric form such as the Cobb-Douglas and translog function. In addition, often specific parametric distributions for the inefficiency and the error were assumed. Over the last 20 years, studies have been conducted to relax the assumption of a parametric form of the frontier function in stochastic frontier analysis and there have been some remarkable achievements such as Fan et al. (1996), Kumbhakar et al. (2007), Martins-Filho and Yao (2015). However, much less research has been done on relaxing the parametric assumption on the inefficiency and the noise. This is the starting point of our work. Since the distribution of the noise is often accepted as being approximately normal, here we focus on developing a method for estimating various stochastic frontier models with a relaxed assumption on the inefficiency distribution.

In general, it is known that the estimate of firm level efficiency proposed in Jondrow et al. (1982) is given by a monotonic function of the overall error $(\epsilon=v-u)$ estimate when the noise $(v)$ follows a normal distribution (see Ondrich and Ruggiero, 2001). Since the ranking of the estimates of the overall error $(\epsilon)$ can be obtained through ordinary least squares residuals as mentioned in Bera and Sharma (1999) and Parmeter and Kumbhakar (2014), if the rank of the individual inefficiency is the main concern, we do not have to pay much attention to the assumption on the inefficiency distribution. However, if our main interest lies in the value itself of the production function or the inefficiency function when the inefficiency is affected by other variables, then the appropriate modeling of the inefficiency distribution becomes important. Motivated by this observation we will discuss how to estimate the frontier function under relaxed assumptions on the inefficiency distribution so that the estimation results become less sensitive to the specification of the inefficiency distribution. The key idea of this paper is to extend the work in Kneip et al. (2015), who studied the estimation of the constant frontier under the setting of our interest. Actually, Hall and Simar (2002) considered a similar problem with a different method but their method has the uncorrected bias depending on the magnitude of the noise variance in the estimation of the frontier function, even in large samples. In contrast, the method in Kneip et al. (2015) does not have such problem provided that the noise follows a normal distribution.

The rest of the paper is structured as follows. Section 2 briefly explains the method of Kneip et al. (2015), which is important for understanding our proposals. Section 3 introduces our methods as an extension of Kneip et al. (2015)'s work and provides some heuristics for the theoretical understanding of the proposed methods. We present the small sample performance of the proposed methods in Section 4 and illustrate how the proposed methods can be used for efficiency and productivity analysis in Section 5. Some conclusions are given in Section 6.

## 2 Background

In this section, following Kneip et al. (2015) we briefly review how the constant frontier can be reconstructed with a relaxed assumption on the inefficiency when the noise follows a normal distribution. Suppose that we have i.i.d. observations $Y_{1}, Y_{2}, \ldots, Y_{n}$ from the model

$$
\begin{equation*}
Y_{i}=\tau \exp \left(-U_{i}\right) \cdot \exp \left(V_{i}\right), \quad i=1, \ldots, n \tag{1}
\end{equation*}
$$

where $\tau>0, U_{i}$ is a positive random variable that represents the inefficiency and whose density makes a jump at the origin, and where $V_{i}$ follows a normal distribution with mean zero and unknown variance $\sigma^{2}$. Note that Model (1) can be rewritten as

$$
\begin{equation*}
\log Y_{i}=\tau+V_{i}-U_{i}, \quad i=1, \ldots, n \tag{2}
\end{equation*}
$$

Kneip et al. (2015) proposed a method to estimate $\tau$ and $\sigma^{2}$ based on a penalized profile likelihood. The estimation procedure can be summarized as follows.

Let $g(\cdot)$ and $f(\cdot)$ be the densities of the observed variable $Y_{i}$ and the latent variable $X_{i}=\tau \exp \left(-U_{i}\right)$, respectively. Note that the density $f(\cdot)$ is defined on $[0, \tau]$ with $f(\tau)>0$. As in Kneip et al. (2015), we use a sub-index 0 to indicate the true quantities. For all $y>0$, we can write the true density of $Y$,

$$
\begin{equation*}
g_{0}(y)=\frac{1}{\sigma_{0} y} \int_{0}^{1} h_{0}(t) \phi\left(\frac{1}{\sigma_{0}} \log \frac{y}{t \tau_{0}}\right) d t \tag{3}
\end{equation*}
$$

where $h_{0}(t)=\tau_{0} f_{0}\left(t \tau_{0}\right)$ for $0 \leq t \leq 1$ and $\phi(\cdot)$ is the standard normal density. From expression (3), we consider the following probability density model to estimate $\tau_{0}$ and $\sigma_{0}^{2}$ based on $Y_{1}, Y_{2}, \ldots, Y_{n}$ :

$$
\begin{equation*}
\left\{g_{h, \tau, \sigma}(\cdot): h \text { is a probability density on }[0,1], \tau>0, \sigma>0\right\} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{h, \tau, \sigma}(y)=\frac{1}{\sigma y} \int_{0}^{1} h(t) \phi\left(\frac{1}{\sigma} \log \frac{y}{t \tau}\right) d t \tag{5}
\end{equation*}
$$

Since $g_{h, \tau, \sigma}(y)$ depends on the underlying density $h(\cdot)$, Kneip et al. (2015) considered the approximation of $h$ by

$$
\begin{equation*}
\left\{h_{\gamma}(t)=\gamma_{1} I(t=0)+\sum_{k=1}^{M} \gamma_{k} I\left(q_{k-1}<t \leq q_{k}\right): \gamma_{k}>0 \text { for all } k \text { and } \sum_{k=1}^{M} \gamma_{k}=M\right\}, \tag{6}
\end{equation*}
$$

where $q_{k}=k / M(k=0,1, \ldots, M)$ and $M$ is a pre-specified natural number. The final density model is

$$
\begin{equation*}
g_{h_{\gamma}, \tau, \sigma}(y)=\frac{1}{\sigma y} \sum_{k=1}^{M} \gamma_{k} \int_{q_{k-1}}^{q_{k}} \phi\left(\frac{1}{\sigma} \log \frac{y}{t \tau}\right) d t \tag{7}
\end{equation*}
$$

Estimators $\hat{\tau}$ and $\hat{\sigma}$ of $\tau_{0}$ and $\sigma_{0}$ are obtained by maximizing the following penalized likelihood:

$$
\begin{equation*}
(\hat{\tau}, \hat{\sigma}, \hat{\gamma})=\underset{\tau>0, \sigma>0, \gamma \in \Gamma}{\arg \max }\left\{n^{-1} \sum_{i=1}^{n} \log g_{h_{\gamma}, \tau, \sigma}\left(Y_{i}\right)-\lambda \operatorname{pen}\left(g_{h_{\gamma}, \tau, \sigma}\right)\right\} \tag{8}
\end{equation*}
$$

where $\lambda \geq 0$ is a fixed value independent of $n$, $\operatorname{pen}\left(g_{h_{\gamma}, \tau, \sigma}\right)=\max _{3 \leq j \leq M}\left|\gamma_{j}-2 \gamma_{j-1}+\gamma_{j-2}\right|$ and $\Gamma=\left\{\gamma=\left(\gamma_{1}, \ldots, \gamma_{M}\right)^{\top}: \gamma_{k}>0\right.$ for all $k$ and $\left.\sum_{k=1}^{M} \gamma_{k}=M\right\}$.

## 3 Our Proposals

In this section, building upon the work of Kneip et al. (2015), we propose how to estimate the frontier function with a relaxed assumption on the inefficiency for three stochastic frontier models. Additionally, we provide some heuristics for the theoretical understanding of the proposed methods.

### 3.1 Linear model

Assume the stochastic frontier model with a linear frontier function

$$
\begin{equation*}
Y_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+\epsilon_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+V_{i}-U_{i}, i=1, \ldots, n, \tag{9}
\end{equation*}
$$

where $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\top}$ and $\mathbf{X}_{i}=\left(X_{1, i}, \ldots, X_{p, i}\right)^{\top}$. Concerning $U_{i}$ and $V_{i}$, we make the same assumption as in Kneip et al. (2015). Our interest lies in estimating both $\beta_{0}$ and $\boldsymbol{\beta}$. Horrace and Parmeter (2011) considered the same model with the same assumption on $V_{i}$ but they tried to estimate the density of $U_{i}$ with a relaxed assumption on $U_{i}$, which is that the distribution of $U_{i}$ is a member of the family of ordinary smooth densities (see Fan, 1991).

Since $Y_{i}=\left(\beta_{0}-E\left(U_{i}\right)\right)+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+\left(V_{i}-\left(U_{i}-E\left(U_{i}\right)\right)\right.$ with $\epsilon_{i}^{*}=V_{i}-\left(U_{i}-E\left(U_{i}\right)\right)$ having zero mean, we can estimate $\boldsymbol{\beta}$ and $\beta_{0}-E\left(U_{i}\right)$ via least squares using the fact that $E\left(\epsilon_{i}^{*} \mid X_{i}\right)=0$, provided that $V_{i}$ and $U_{i}$ are independent of $X_{i}$. Once we have obtained $\hat{\boldsymbol{\beta}}$, we calculate $Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}$, which is expected to be similar to $\beta_{0}+V_{i}-U_{i}$. From the observation

$$
\begin{equation*}
\exp \left(Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}\right) \approx \exp \left(\beta_{0}\right) \exp \left(-U_{i}\right) \exp \left(V_{i}\right) \tag{10}
\end{equation*}
$$

we apply the estimation method of Kneip et al. (2015) with $\exp \left(Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}\right)$ to obtain the estimate of $\exp \left(\beta_{0}\right)$ and $\sigma_{V}=\sqrt{\operatorname{Var}\left(V_{i}\right)}$. After obtaining $\overline{\exp \left(\beta_{0}\right)}$, we can obtain $\hat{\beta}_{0}=\log \left(\widehat{\exp \left(\beta_{0}\right)}\right), \widehat{E\left(U_{i}\right)}=\hat{\beta}_{0}-\widehat{\beta_{0}-E\left(U_{i}\right)}, \hat{\epsilon}_{i}=Y_{i}-\left(\hat{\beta}_{0}+\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}\right)$. If we are only interested in ranking production units or in ranking firm-specific inefficiency estimates, the estimate $\hat{\boldsymbol{\beta}}$ is enough and we don't need to go further with the method of Kneip et al. (2015). However, if we have specific interest in firm level inefficiency, then it is necessary to have the estimate $\hat{\epsilon}_{i}$ for which the distributional assumption about the inefficiency is usually utilized. We propose here how to obtain $\hat{\epsilon}_{i}$ with the relaxed assumption on the inefficiency. Traditionally, one estimates the firm-specific inefficiency using the formula of $E\left(U_{i} \mid \epsilon_{i}\right)$ derived from the distributional assumption on $U_{i}$ and $V_{i}$. In our case, instead of using the formula of $E\left(U_{i} \mid \epsilon_{i}\right)$ we use the best linear predictor of $U_{i}$ given $\epsilon_{i}, a+b \epsilon_{i}$, which was analyzed in detail in Waldman (1984). A simple calculation leads to $b=$ $-\operatorname{Var}\left(U_{i}\right) /\left(\operatorname{Var}\left(U_{i}\right)+\operatorname{Var}\left(V_{i}\right)\right)$ and $a=E\left(U_{i}\right)(1+b)$.

### 3.2 Partially linear model

Another stochastic frontier model that we would like to consider is the model that Parmeter et al. (2017) studied. They considered the same model as in Section 3.1 but assume that the inefficiency is directly influenced by observable exogenous determinants, $Z_{i}$ :

$$
\begin{equation*}
Y_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+\epsilon_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+V_{i}-U_{i}, i=1, \ldots, n, \tag{11}
\end{equation*}
$$

where $V_{i} \sim N\left(0, \sigma_{V}^{2}\right), U_{i} \geq 0, E\left(U_{i} \mid \mathbf{X}_{i}, Z_{i}\right)=E\left(U_{i} \mid Z_{i}\right)=g\left(Z_{i}\right)$. For simplicity, we assume that $Z_{i}$ is a scalar. We will deal with the case where $Z_{i}$ is a vector of dimension $q$ in Section 3.3. Model (11) can be rewritten as

$$
\begin{equation*}
Y_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}-g\left(Z_{i}\right)+\epsilon_{i}^{*}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}-g\left(Z_{i}\right)+\left(V_{i}-\left(U_{i}-g\left(Z_{i}\right)\right)\right) \tag{12}
\end{equation*}
$$

Since $E\left(\epsilon_{i}^{*} \mid \mathbf{X}_{i}, Z_{i}\right)=0$ provided $V_{i}$ is independent of $\left(X_{i}, Z_{i}\right)$, we can estimate $\boldsymbol{\beta}$ and $g(\cdot)$ using estimation techniques for partially linear models. More precisely, the conditional mean function $g(\cdot)$ representing the inefficiency can be estimated up to a constant because it is mixed up with the intercept $\beta_{0}$. Parmeter et al. (2017) discussed that the intercept $\beta_{0}$
cannot be separately identified from $g\left(Z_{i}\right)$ but this is not a concern as differences between $g\left(Z_{i}\right)$ across firms can be used as measures of relative inefficiency. However, if we would like to evaluate the exact impact of the exogenous determinants on the inefficiency, we have to know the value of $\beta_{0}$ so that we can estimate the function $g(\cdot)$ consistently. Here we try to estimate the exact level of $\beta_{0}$ and $g(\cdot)$ applying the method in Kneip et al. (2015). The idea is to calculate $Y_{i}-\mathbf{X}_{i}^{\top} \boldsymbol{\beta}=\beta_{0}+V_{i}-U_{i}$. Let $\hat{\boldsymbol{\beta}}$ be the estimator of $\boldsymbol{\beta}$ obtained from the partial linear model fitting of Model (11). Then, since $\hat{\boldsymbol{\beta}}$ is $\sqrt{n}$ consistent under appropriate regularity conditions, $Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}$ is expected to be similar to $\beta_{0}+V_{i}-U_{i}$. So we apply the method of Kneip et al. (2015) to estimate $\beta_{0}$ and $\sigma_{V}=\sqrt{\operatorname{Var}\left(V_{i}\right)}$ with $\exp \left(Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}\right)$ as in Section 3.1. In our simulation, we implemented the method in Speckman (1988) to estimate the partially linear model but used two smoothing parameters as proposed in Aneiros-Pérez et al. (2004). We chose the two smoothing parameters based on generalized cross-validation.

### 3.3 Partially linear single-index model

In this section, we consider a similar stochastic frontier model to the one in Section 3.2 but we assume that there is more than one observable determinant which affects the inefficiency, i.e. $\mathbf{Z}_{i}=\left(Z_{1, i}, \ldots, Z_{q, i}\right) \in \mathbb{R}^{q}$. In this case, we could consider various models for $g\left(\mathbf{Z}_{i}\right)$ such as additive models, single-index models and so on. Here we consider the single-index model where $g\left(\mathbf{Z}_{i}\right)$ can be expressed as $g_{1}\left(\mathbf{Z}_{i}^{\top} \boldsymbol{\alpha}\right)$ for a certain univariate function $g_{1}(\cdot)$ and a $q$-dimensional vector $\boldsymbol{\alpha}$. Specifically, our stochastic frontier model can be written as

$$
\begin{equation*}
Y_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+\epsilon_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}+V_{i}-U_{i}, i=1, \ldots, n, \tag{13}
\end{equation*}
$$

where $E\left(U_{i} \mid \mathbf{X}_{i}, \mathbf{Z}_{i}\right)=E\left(U_{i} \mid \mathbf{Z}_{i}\right)=g_{1}\left(\mathbf{Z}_{i}^{\top} \boldsymbol{\alpha}\right)$. A more convenient form for estimation is

$$
\begin{equation*}
Y_{i}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}-g_{1}\left(\mathbf{Z}_{i}^{\top} \boldsymbol{\alpha}\right)+\epsilon_{i}^{*}=\beta_{0}+\mathbf{X}_{i}^{\top} \boldsymbol{\beta}-g_{1}\left(\mathbf{Z}_{i}^{\top} \boldsymbol{\alpha}\right)+\left(V_{i}-\left(U_{i}-g_{1}\left(\mathbf{Z}_{i}^{\top} \boldsymbol{\alpha}\right)\right)\right) \tag{14}
\end{equation*}
$$

Since $E\left(\epsilon_{i}^{*} \mid \mathbf{X}_{i}, \mathbf{Z}_{i}\right)=0$ provided $V_{i}$ is independent of $\left(X_{i}, Z_{i}\right)$, we can estimate $\boldsymbol{\beta}, g_{1}(\cdot)$ (up to a constant) and $\boldsymbol{\alpha}$ using estimation techniques for partially linear single-index models. Following the same idea as in Sections 3.1 and 3.2, we can estimate $\beta_{0}$ and $\sigma_{V}=\sqrt{\operatorname{Var}\left(V_{i}\right)}$ from application of the method of Kneip et al. (2015) to $\exp \left(Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}\right)$. In our simulation, we implemented the method in Liang et al. (2010) to estimate the partially linear singleindex model. We used 5 -fold cross-validation to choose the bandwidth for the single-index estimation.

### 3.4 Theoretical understanding of the proposed methods

Let us now look at some asymptotic properties of the proposed estimators. Following the results in Kneip et al. (2015) we first need to show that $H^{2}\left(\hat{g}, g_{0}\right)=O_{P}\left(M_{n}^{-2}\right)$ (see their Theorem 3.1), where for any densities $g_{1}$ and $g_{2}$ the Hellinger distance $H^{2}\left(g_{1}, g_{2}\right)$ is defined by

$$
H^{2}\left(g_{1}, g_{2}\right)=\frac{1}{2} \int\left(\sqrt{g_{1}(y)}-\sqrt{g_{2}(y)}\right)^{2} d y
$$

and where $\hat{g}=g_{h_{\hat{\gamma}}, \hat{\tau}, \hat{\sigma}}$ and $M=M_{n}$ is the number of grid points used to estimate the function $h$. To prove that Theorem 3.1 in Kneip et al. (2015) remains valid in our context, we need to check what changes in the proof of this theorem when $Y_{i}$ is replaced by $Y_{i}-\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}$. Since $\hat{\boldsymbol{\beta}}$ converges to $\boldsymbol{\beta}$ with parametric rate, it can be seen that $\hat{\boldsymbol{\beta}}$ does not disturb the rate of $H^{2}\left(\hat{g}, g_{0}\right)$, and so the result of Theorem 3.1 in Kneip et al. (2015) remains valid provided the regularity conditions (A1)-(A4) hold true. Next, Theorem 3.2 in Kneip et al. (2015), which states the main result of the paper, namely that

$$
\hat{\sigma}_{V}-\sigma_{V}=O_{P}\left((\log n)^{-2}\right) \quad \text { and } \quad \hat{\beta}_{0}-\beta_{0}=O_{P}\left((\log n)^{-3 / 2}\right)
$$

remains valid in our context since it only requires that the result of Theorem 3.1 is valid. In particular, our estimator $\hat{\beta}_{0}$ has a logarithmic rate of convergence, as in the case where the variance $\sigma_{V}^{2}$ would be known.

## 4 Simulation Evidence

In this section, we present the small sample performance of the proposed methods.

### 4.1 Simulation setup

Our data generating process follows the simple stochastic frontier model:

$$
Y_{i}=\beta_{0}+\beta_{1} \log I_{1, i}+\beta_{2} \log I_{2, i}+V_{i}-U_{i}, i=1, \ldots, n
$$

where $X_{1, i}=\log I_{1, i}, X_{2, i}=\log I_{2, i}$. For all the settings below, $V_{i}$ is distributed i.i.d. $N\left(0, \sigma_{V}^{2}\right)$. The vector $\left(I_{1, i}, I_{2, i}, W_{1, i}, W_{2, i}\right)$ is i.i.d. multivariate normal with all the correlations being $\rho=0.5$. The mean vector for the covariates is $(4,8,0,0)$ and all four random variables have unit variance. We define observable determinants as $Z_{1, i}=\Phi\left(W_{1, i}\right)$ and $Z_{2, i}=\Phi\left(W_{2, i}\right)$, where $\Phi(\cdot)$ is the distribution function of a standard normal variable.

To generate the inefficiency $U_{i}$, we consider a positive random variable $U_{i}^{*}$, which follows an exponential distribution $\operatorname{Exp}(\lambda)$ or a half-normal distribution $N^{+}\left(\mu, \sigma^{2}\right)$. Here, $U_{i}^{*} \sim \operatorname{Exp}(\lambda)$ means that the density of $U_{i}^{*}$ is

$$
f_{U^{*}}(u)=\lambda^{-1} \exp \left(-\lambda^{-1} u\right) I(u>0)
$$

and $U_{i}^{*} \sim N^{+}\left(\mu, \sigma^{2}\right)$ means that the density of $U_{i}^{*}$ is given as

$$
f_{U^{*}}(u)=\frac{\Phi^{-1}(\mu / \sigma)}{\sqrt{2 \pi} \sigma} \exp \left\{-\frac{1}{2}\left(\frac{u-\mu}{\sigma}\right)^{2}\right\} I(u>0)
$$

We consider three scenarios for $U_{i}^{*}$ : (1) $N^{+}\left(0,0.5^{2}\right)(2) N^{+}\left(0.25,0.4^{2}\right)(3) \operatorname{Exp}(0.3014)$. Depending on the type of model of interest, we define $U_{i}$ as a function of $U_{i}^{*}, Z_{1, i}$ and $Z_{2, i}$. Finally, we set the vector of $\beta$ 's as $\beta_{0}=5, \beta_{1}=1.5$ and $\beta_{2}=2$ and choose $\sigma_{V}=\rho_{n t s} \sigma_{U}$ with $\rho_{n t s}=0.05,0.25,0.5$ and $\sigma_{U}=\sqrt{\operatorname{Var}\left(U_{i}\right)}$.

### 4.1.1 Linear model

For this model, we simply let $U_{i}=U_{i}^{*}$.

### 4.1.2 Partially linear model

In this model, we define the inefficiency $U_{i}$ as $U_{i}=0.2 \exp \left(Z_{1, i}\right) U_{i}^{*}$. Hence, $g\left(Z_{1, i}\right)=$ $E\left(U_{i} \mid \mathbf{X}_{i}, Z_{1, i}\right)=0.2 E\left(U_{i}^{*}\right) \exp \left(Z_{1, i}\right)$ provided $U_{i}^{*}$ is independent of $\left(\mathbf{X}_{i}, Z_{1, i}\right)$.

### 4.1.3 Partially linear single-index model

In this model, we define the inefficiency $U_{i}$ as $U_{i}=\sin \left(\sqrt{2} Z_{1, i}+\sqrt{2} Z_{2, i}\right) U_{i}^{*}$. Hence, $g\left(Z_{1, i}, Z_{2, i}\right)=E\left(U_{i} \mid \mathbf{X}_{i}, Z_{1, i}, Z_{2, i}\right)=E\left(U_{i}^{*}\right) \sin \left(\sqrt{2} Z_{1, i}+\sqrt{2} Z_{2, i}\right)$ provided $U_{i}^{*}$ is independent of ( $\mathbf{X}_{i}, Z_{1, i}, Z_{2, i}$ ).

### 4.2 Evaluation of the performance of $\hat{\beta}_{0}$ and $\hat{\sigma}_{V}$

For the three simulation models, we perform 500 Monte Carlo experiments with $n$ equal to 100,200 or 400 , and $\rho_{n t s}$ equal to $0.05,0.25$ or 0.5 . In Table 1 to Table 18 we display the Root Mean Squared Error (RMSE) of $\hat{\beta}_{0}$ and $\hat{\sigma}_{V}$ over the grid $\log _{10} \lambda=$ $-4,-3,-2,-1,0,1,2,3,4$ for the three models. The quantity $\log _{10} \lambda^{*}$ is the value of $\log _{10} \lambda$ that gives the smallest RMSE. For the number of bins, we used the rule $M=$ $\max \left(3,2 \times \operatorname{round}\left(n^{1 / 5}\right)\right)$ as in Kneip et al. (2015). Here, round $(a)$ means the nearest integer to $a$.

The tables show that the performance is as expected: when the sample size increases the performance of the estimators improves for both $\beta_{0}$ and $\sigma_{V}$. When increasing the noise from $\rho_{n t s}=0.05$ to 0.50 , the performance deteriorates. This effect is stronger for estimating $\beta_{0}$ than for estimating $\sigma_{V}$ as observed in Kneip et al. (2015). Finally, the selection of the penalty parameter $\lambda$ seems not to be crucial for the performance. This phenomenon will also be observed in our data analysis in Section 5.

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.5042 | 0.5050 | 0.5063 | 0.5067 | 0.5022 | 0.5022 | 0.5022 | 0.5022 | 0.5021 | 0.5021 |
|  | $n=200$ | 0.3476 | 0.3460 | 0.3457 | 0.3463 | 0.3445 | 0.3445 | 0.3447 | 0.3443 | 0.3440 | 0.3440 |
|  | $n=400$ | 0.2470 | 0.2473 | 0.2471 | 0.2467 | 0.2468 | 0.2468 | 0.2469 | 0.2469 | 0.2468 | 0.2467 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.5375 | 0.5366 | 0.5352 | 0.5434 | 0.5390 | 0.5389 | 0.5389 | 0.5389 | 0.5394 | 0.5352 |
|  | $n=200$ | 0.3657 | 0.3648 | 0.3647 | 0.3675 | 0.3609 | 0.3609 | 0.3610 | 0.3610 | 0.3616 | 0.3609 |
|  | $n=400$ | 0.2647 | 0.2636 | 0.2636 | 0.2628 | 0.2585 | 0.2584 | 0.2584 | 0.2585 | 0.2591 | 0.2584 |
| $\rho_{\text {nts }}=0.50$ | $n=100$ | 0.6054 | 0.6095 | 0.6028 | 0.5892 | 0.5883 | 0.5885 | 0.5884 | 0.5885 | 0.5881 | 0.5881 |
|  | $n=200$ | 0.4550 | 0.4532 | 0.4474 | 0.4303 | 0.4234 | 0.4234 | 0.4233 | 0.4234 | 0.4236 | 0.4233 |
|  | $n=400$ | 0.3201 | 0.3066 | 0.2919 | 0.2742 | 0.2671 | 0.2672 | 0.2670 | 0.2670 | 0.2672 | 0.2670 |


|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.0450 | 0.0393 | 0.0365 | 0.0436 | 0.0376 | 0.0376 | 0.0377 | 0.0378 | 0.0397 | 0.0365 |
|  | $n=200$ | 0.0347 | 0.0305 | 0.0292 | 0.0322 | 0.0274 | 0.0273 | 0.0273 | 0.0276 | 0.0288 | 0.0273 |
|  | $n=400$ | 0.0213 | 0.0218 | 0.0203 | 0.0230 | 0.0205 | 0.0203 | 0.0203 | 0.0204 | 0.0212 | 0.0203 |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.0482 | 0.0439 | 0.0435 | 0.0494 | 0.0361 | 0.0357 | 0.0359 | 0.0362 | 0.0384 | 0.0357 |
|  | $n=200$ | 0.0443 | 0.0370 | 0.0352 | 0.0374 | 0.0222 | 0.0223 | 0.0223 | 0.0226 | 0.0253 | 0.0222 |
|  | $n=400$ | 0.0390 | 0.0307 | 0.0260 | 0.0286 | 0.0155 | 0.0157 | 0.0155 | 0.0157 | 0.0191 | 0.0155 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.0614 | 0.0654 | 0.0686 | 0.0651 | 0.0395 | 0.0396 | 0.0396 | 0.0395 | 0.0411 | 0.0395 |
|  | $n=200$ | 0.0450 | 0.0509 | 0.0527 | 0.0419 | 0.0191 | 0.0192 | 0.0191 | 0.0191 | 0.0218 | 0.0191 |
|  | $n=400$ | 0.0403 | 0.0417 | 0.0423 | 0.0312 | 0.0136 | 0.0142 | 0.0136 | 0.0137 | 0.0173 | 0.0136 |

Table 2: RMSEs of $\hat{\sigma}_{V}$ in the linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0,0.5^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.4927 | 0.4963 | 0.4964 | 0.4991 | 0.4932 | 0.4933 | 0.4933 | 0.4930 | 0.4930 | 0.4927 |
|  | $n=200$ | 0.3346 | 0.3354 | 0.3356 | 0.3386 | 0.3353 | 0.3353 | 0.3352 | 0.3352 | 0.3346 | 0.3346 |
|  | $n=400$ | 0.2361 | 0.2360 | 0.2341 | 0.2351 | 0.2351 | 0.2352 | 0.2352 | 0.2352 | 0.2353 | 0.2341 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.5142 | 0.5149 | 0.5135 | 0.5187 | 0.5097 | 0.5097 | 0.5097 | 0.5096 | 0.5101 | 0.5096 |
|  | $n=200$ | 0.3539 | 0.3508 | 0.3528 | 0.3602 | 0.3481 | 0.3479 | 0.3480 | 0.3480 | 0.3485 | 0.3479 |
|  | $n=400$ | 0.2559 | 0.2524 | 0.2458 | 0.2588 | 0.2462 | 0.2462 | 0.2463 | 0.2463 | 0.2469 | 0.2458 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.5644 | 0.5649 | 0.5633 | 0.5634 | 0.5548 | 0.5548 | 0.5549 | 0.5549 | 0.5551 | 0.5548 |
|  | $n=200$ | 0.4027 | 0.3973 | 0.3988 | 0.4019 | 0.3799 | 0.3801 | 0.3801 | 0.3801 | 0.3805 | 0.3799 |
|  | $n=400$ | 0.2963 | 0.2905 | 0.2765 | 0.2920 | 0.2669 | 0.2668 | 0.2668 | 0.2669 | 0.2684 | 0.2668 |


Table 4: RMSEs of $\hat{\sigma}_{V}$ in the linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0.25,0.4^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.5294 | 0.5295 | 0.5291 | 0.5291 | 0.5284 | 0.5283 | 0.5283 | 0.5283 | 0.5282 | 0.5282 |
|  | $n=200$ | 0.3526 | 0.3528 | 0.3529 | 0.3528 | 0.3518 | 0.3520 | 0.3518 | 0.3516 | 0.3515 | 0.3515 |
|  | $n=400$ | 0.2558 | 0.2557 | 0.2557 | 0.2556 | 0.2551 | 0.2551 | 0.2550 | 0.2552 | 0.2549 | 0.2549 |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.5543 | 0.5539 | 0.5511 | 0.5493 | 0.5506 | 0.5506 | 0.5506 | 0.5507 | 0.5508 | 0.5493 |
|  | $n=200$ | 0.3709 | 0.3741 | 0.3726 | 0.3667 | 0.3662 | 0.3661 | 0.3662 | 0.3663 | 0.3664 | 0.3661 |
|  | $n=400$ | 0.2805 | 0.2760 | 0.2673 | 0.2647 | 0.2654 | 0.2654 | 0.2654 | 0.2654 | 0.2652 | 0.2647 |
| $\rho_{\text {nts }}=0.50$ | $n=100$ | 0.6299 | 0.6342 | 0.6304 | 0.6146 | 0.6088 | 0.6088 | 0.6088 | 0.6088 | 0.6084 | 0.6084 |
|  | $n=200$ | 0.4352 | 0.4271 | 0.4182 | 0.4057 | 0.4052 | 0.4052 | 0.4052 | 0.4054 | 0.4048 | 0.4048 |
|  | $n=400$ | 0.3405 | 0.3351 | 0.3077 | 0.2883 | 0.2924 | 0.2924 | 0.2925 | 0.2923 | 0.2920 | 0.2883 |


|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.0295 | 0.0282 | 0.0268 | 0.0268 | 0.0206 | 0.0206 | 0.0206 | 0.0207 | 0.0208 | 0.0206 |
|  | $n=200$ | 0.0211 | 0.0209 | 0.0207 | 0.0190 | 0.0144 | 0.0145 | 0.0144 | 0.0145 | 0.0148 | 0.0144 |
|  | $n=400$ | 0.0147 | 0.0145 | 0.0146 | 0.0127 | 0.0095 | 0.0096 | 0.0095 | 0.0100 | 0.0099 | 0.0095 |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.0415 | 0.0400 | 0.0401 | 0.0332 | 0.0310 | 0.0308 | 0.0308 | 0.0307 | 0.0307 | 0.0307 |
|  | $n=200$ | 0.0306 | 0.0269 | 0.0250 | 0.0200 | 0.0238 | 0.0238 | 0.0238 | 0.0234 | 0.0226 | 0.0200 |
|  | $n=400$ | 0.0215 | 0.0193 | 0.0173 | 0.0122 | 0.0185 | 0.0186 | 0.0185 | 0.0181 | 0.0173 | 0.0122 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.0662 | 0.0708 | 0.0729 | 0.0565 | 0.0465 | 0.0466 | 0.0465 | 0.0459 | 0.0436 | 0.0436 |
|  | $n=200$ | 0.0441 | 0.0528 | 0.0513 | 0.0308 | 0.0355 | 0.0359 | 0.0354 | 0.0347 | 0.0321 | 0.0308 |
|  | $n=400$ | 0.0335 | 0.0444 | 0.0395 | 0.0200 | 0.0324 | 0.0327 | 0.0322 | 0.0317 | 0.0266 | 0.0200 |

Table 6: RMSEs of $\hat{\sigma}_{V}$ in the linear model under the scenario $U_{i}^{*} \sim \operatorname{Exp}(0.3014)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{\text {nts }}=0.05$ | $n=100$ | 0.2210 | 0.2214 | 0.2212 | 0.2209 | 0.2205 | 0.2205 | 0.2204 | 0.2204 | 0.2204 | 0.2204 |
|  | $n=200$ | 0.1544 | 0.1547 | 0.1544 | 0.1540 | 0.1537 | 0.1538 | 0.1538 | 0.1537 | 0.1537 | 0.1537 |
|  | $n=400$ | 0.1220 | 0.1219 | 0.1218 | 0.1222 | 0.1223 | 0.1227 | 0.1227 | 0.1227 | 0.1226 | 0.1218 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.2659 | 0.2660 | 0.2661 | 0.2677 | 0.2734 | 0.2741 | 0.2741 | 0.2741 | 0.2740 | 0.2659 |
|  | $n=200$ | 0.1970 | 0.1970 | 0.1977 | 0.2010 | 0.2080 | 0.2085 | 0.2087 | 0.2086 | 0.2086 | 0.1970 |
|  | $n=400$ | 0.1389 | 0.1384 | 0.1400 | 0.1456 | 0.1560 | 0.1562 | 0.1566 | 0.1565 | 0.1565 | 0.1384 |
| $\rho_{\text {nts }}=0.50$ | $n=100$ | 0.3605 | 0.3578 | 0.3437 | 0.3298 | 0.3438 | 0.3451 | 0.3450 | 0.3451 | 0.3453 | 0.3298 |
|  | $n=200$ | 0.2921 | 0.2844 | 0.2515 | 0.2464 | 0.2688 | 0.2706 | 0.2706 | 0.2703 | 0.2707 | 0.2464 |
|  | $n=400$ | 0.2331 | 0.2186 | 0.1720 | 0.1755 | 0.2049 | 0.2068 | 0.2068 | 0.2067 | 0.2069 | 0.1720 |

Table 7: RMSEs of $\hat{\beta}_{0}$ in the partially linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0,0.5^{2}\right)$

Table 8: RMSEs of $\hat{\sigma}_{V}$ in the partially linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0,0.5^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.2276 | 0.2277 | 0.2276 | 0.2272 | 0.2265 | 0.2266 | 0.2267 | 0.2267 | 0.2266 | 0.2265 |
|  | $n=200$ | 0.1608 | 0.1609 | 0.1607 | 0.1600 | 0.1597 | 0.1595 | 0.1595 | 0.1595 | 0.1596 | 0.1595 |
|  | $n=400$ | 0.1214 | 0.1216 | 0.1215 | 0.1215 | 0.1218 | 0.1218 | 0.1218 | 0.1217 | 0.1218 | 0.1214 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.2630 | 0.2629 | 0.2616 | 0.2640 | 0.2678 | 0.2693 | 0.2695 | 0.2694 | 0.2697 | 0.2616 |
|  | $n=200$ | 0.1848 | 0.1846 | 0.1848 | 0.1883 | 0.1935 | 0.1960 | 0.1959 | 0.1959 | 0.1959 | 0.1846 |
|  | $n=400$ | 0.1388 | 0.1388 | 0.1394 | 0.1443 | 0.1513 | 0.1557 | 0.1549 | 0.1548 | 0.1544 | 0.1388 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.3511 | 0.3473 | 0.3304 | 0.3294 | 0.3459 | 0.3468 | 0.3468 | 0.3468 | 0.3469 | 0.3294 |
|  | $n=200$ | 0.2851 | 0.2799 | 0.2474 | 0.2421 | 0.2646 | 0.2649 | 0.2649 | 0.2651 | 0.2654 | 0.2421 |
|  | $n=400$ | 0.2504 | 0.2338 | 0.1801 | 0.1847 | 0.2126 | 0.2127 | 0.2128 | 0.2126 | 0.2130 | 0.1801 |

Table 9: RMSEs of $\hat{\beta}_{0}$ in the partially linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0.25,0.4^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.0110 | 0.0108 | 0.0104 | 0.0101 | 0.0102 | 0.0103 | 0.0103 | 0.0103 | 0.0103 | 0.0101 |
|  | $n=200$ | 0.0092 | 0.0090 | 0.0089 | 0.0091 | 0.0096 | 0.0097 | 0.0097 | 0.0097 | 0.0098 | 0.0089 |
|  | $n=400$ | 0.0076 | 0.0075 | 0.0075 | 0.0079 | 0.0087 | 0.0090 | 0.0090 | 0.0090 | 0.0090 | 0.0075 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.0329 | 0.0323 | 0.0330 | 0.0366 | 0.0422 | 0.0432 | 0.0437 | 0.0435 | 0.0435 | 0.0323 |
|  | $n=200$ | 0.0253 | 0.0249 | 0.0267 | 0.0320 | 0.0382 | 0.0394 | 0.0396 | 0.0396 | 0.0397 | 0.0249 |
|  | $n=400$ | 0.0220 | 0.0221 | 0.0238 | 0.0302 | 0.0358 | 0.0371 | 0.0371 | 0.0370 | 0.0371 | 0.0220 |
| $\rho_{\text {nts }}=0.50$ | $n=100$ | 0.0634 | 0.0640 | 0.0636 | 0.0574 | 0.0717 | 0.0725 | 0.0725 | 0.0724 | 0.0725 | 0.0574 |
|  | $n=200$ | 0.0513 | 0.0516 | 0.0513 | 0.0501 | 0.0665 | 0.0668 | 0.0668 | 0.0665 | 0.0664 | 0.0501 |
|  | $n=400$ | 0.0420 | 0.0411 | 0.0418 | 0.0483 | 0.0640 | 0.0643 | 0.0643 | 0.0640 | 0.0640 | 0.0411 |

Table 10: RMSEs of $\hat{\sigma}_{V}$ in the partially linear model under the scenario $U_{i}^{*} \sim N^{+}\left(0.25,0.4^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.2276 | 0.2277 | 0.2276 | 0.2272 | 0.2265 | 0.2266 | 0.2267 | 0.2267 | 0.2266 | 0.2265 |
|  | $n=200$ | 0.1608 | 0.1609 | 0.1607 | 0.1600 | 0.1597 | 0.1595 | 0.1595 | 0.1595 | 0.1596 | 0.1595 |
|  | $n=400$ | 0.1214 | 0.1216 | 0.1215 | 0.1215 | 0.1218 | 0.1218 | 0.1218 | 0.1217 | 0.1218 | 0.1214 |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.2630 | 0.2629 | 0.2616 | 0.2640 | 0.2678 | 0.2693 | 0.2695 | 0.2694 | 0.2697 | 0.2616 |
|  | $n=200$ | 0.1848 | 0.1846 | 0.1848 | 0.1883 | 0.1935 | 0.1960 | 0.1959 | 0.1959 | 0.1959 | 0.1846 |
|  | $n=400$ | 0.1388 | 0.1388 | 0.1394 | 0.1443 | 0.1513 | 0.1557 | 0.1549 | 0.1548 | 0.1544 | 0.1388 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.3511 | 0.3473 | 0.3304 | 0.3294 | 0.3459 | 0.3468 | 0.3468 | 0.3468 | 0.3469 | 0.3294 |
|  | $n=200$ | 0.2851 | 0.2799 | 0.2474 | 0.2421 | 0.2646 | 0.2649 | 0.2649 | 0.2651 | 0.2654 | 0.2421 |
|  | $n=400$ | 0.2504 | 0.2338 | 0.1801 | 0.1847 | 0.2126 | 0.2127 | 0.2128 | 0.2126 | 0.2130 | 0.1801 |

Table 11: RMSEs of $\hat{\beta}_{0}$ in the partially linear model under the scenario $U_{i}^{*} \sim \operatorname{Exp}(0.3014)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{\text {nts }}=0.05$ | $n=100$ | 0.0106 | 0.0104 | 0.0099 | 0.0093 | 0.0091 | 0.0092 | 0.0091 | 0.0091 | 0.0091 | 0.0091 |
|  | $n=200$ | 0.0084 | 0.0083 | 0.0081 | 0.0080 | 0.0083 | 0.0084 | 0.0084 | 0.0083 | 0.0084 | 0.0080 |
|  | $n=400$ | 0.0067 | 0.0066 | 0.0065 | 0.0067 | 0.0073 | 0.0075 | 0.0075 | 0.0075 | 0.0075 | 0.0065 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.0263 | 0.0256 | 0.0261 | 0.0291 | 0.0343 | 0.0353 | 0.0358 | 0.0356 | 0.0356 | 0.0256 |
|  | $n=200$ | 0.0182 | 0.0178 | 0.0191 | 0.0241 | 0.0301 | 0.0313 | 0.0315 | 0.0314 | 0.0315 | 0.0178 |
|  | $n=400$ | 0.0142 | 0.0144 | 0.0158 | 0.0220 | 0.0276 | 0.0289 | 0.0288 | 0.0288 | 0.0289 | 0.0142 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.0493 | 0.0496 | 0.0491 | 0.0422 | 0.0557 | 0.0565 | 0.0565 | 0.0564 | 0.0565 | 0.0422 |
|  | $n=200$ | 0.0370 | 0.0371 | 0.0365 | 0.0339 | 0.0502 | 0.0504 | 0.0504 | 0.0501 | 0.0500 | 0.0339 |
|  | $n=400$ | 0.0277 | 0.0264 | 0.0261 | 0.0318 | 0.0474 | 0.0477 | 0.0477 | 0.0474 | 0.0475 | 0.0261 |

Table 12: RMSEs of $\hat{\sigma}_{V}$ in the partially linear model under the scenario $U_{i}^{*} \sim \operatorname{Exp}(0.3014)$

Table 13: RMSEs of $\hat{\beta}_{0}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim N^{+}\left(0,0.5^{2}\right)$

Table 14: RMSEs of $\hat{\sigma}_{V}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim N^{+}\left(0,0.5^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{\text {nts }}=0.05$ | $n=100$ | 0.4811 | 0.4785 | 0.4839 | 0.4931 | 0.4883 | 0.4883 | 0.4883 | 0.4883 | 0.4885 | 0.4785 |
|  | $n=200$ | 0.3114 | 0.3133 | 0.3141 | 0.3188 | 0.3158 | 0.3158 | 0.3158 | 0.3158 | 0.3159 | 0.3114 |
|  | $n=400$ | 0.2134 | 0.2137 | 0.2145 | 0.2150 | 0.2137 | 0.2137 | 0.2137 | 0.2137 | 0.2137 | 0.2134 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.4933 | 0.4973 | 0.4987 | 0.5087 | 0.5019 | 0.5019 | 0.5019 | 0.5019 | 0.5015 | 0.4933 |
|  | $n=200$ | 0.3459 | 0.3450 | 0.3442 | 0.3473 | 0.3418 | 0.3418 | 0.3418 | 0.3418 | 0.3418 | 0.3418 |
|  | $n=400$ | 0.2231 | 0.2248 | 0.2225 | 0.2230 | 0.2196 | 0.2196 | 0.2196 | 0.2195 | 0.2196 | 0.2195 |
| $\rho_{\text {nts }}=0.50$ | $n=100$ | 0.5533 | 0.5531 | 0.5548 | 0.5625 | 0.5502 | 0.5502 | 0.5502 | 0.5502 | 0.5505 | 0.5502 |
|  | $n=200$ | 0.4115 | 0.4138 | 0.4055 | 0.3956 | 0.3927 | 0.3927 | 0.3927 | 0.3927 | 0.3929 | 0.3927 |
|  | $n=400$ | 0.2729 | 0.2627 | 0.2531 | 0.2498 | 0.2443 | 0.2443 | 0.2443 | 0.2444 | 0.2441 | 0.2441 |

Table 15: RMSEs of $\hat{\beta}_{0}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim N^{+}\left(0.25,0.4^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{n t s}=0.05$ | $n=100$ | 0.0471 | 0.0412 | 0.0405 | 0.0490 | 0.0360 | 0.0359 | 0.0359 | 0.0360 | 0.0368 | 0.0359 |
|  | $n=200$ | 0.0316 | 0.0313 | 0.0315 | 0.0350 | 0.0225 | 0.0225 | 0.0225 | 0.0226 | 0.0231 | 0.0225 |
|  | $n=400$ | 0.0226 | 0.0224 | 0.0235 | 0.0265 | 0.0156 | 0.0156 | 0.0156 | 0.0156 | 0.0161 | 0.0156 |
| $\rho_{\text {nts }}=0.25$ | $n=100$ | 0.0460 | 0.0405 | 0.0395 | 0.0465 | 0.0315 | 0.0315 | 0.0315 | 0.0315 | 0.0317 | 0.0315 |
|  | $n=200$ | 0.0350 | 0.0300 | 0.0303 | 0.0350 | 0.0199 | 0.0199 | 0.0199 | 0.0199 | 0.0202 | 0.0199 |
|  | $n=400$ | 0.0301 | 0.0239 | 0.0257 | 0.0304 | 0.0115 | 0.0115 | 0.0115 | 0.0115 | 0.0116 | 0.0115 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.0525 | 0.0542 | 0.0584 | 0.0546 | 0.0378 | 0.0379 | 0.0379 | 0.0378 | 0.0377 | 0.0377 |
|  | $n=200$ | 0.0415 | 0.0444 | 0.0478 | 0.0384 | 0.0259 | 0.0259 | 0.0258 | 0.0257 | 0.0238 | 0.0238 |
|  | $n=400$ | 0.0305 | 0.0298 | 0.0342 | 0.0296 | 0.0205 | 0.0205 | 0.0205 | 0.0204 | 0.0182 | 0.0182 |

Table 16: RMSEs of $\hat{\sigma}_{V}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim N^{+}\left(0.25,0.4^{2}\right)$

|  |  | $\log _{10} \lambda$ |  |  |  |  |  |  |  |  | $\log _{10} \lambda^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |  |
| $\rho_{\text {nts }}=0.05$ | $n=100$ | 0.5120 | 0.5133 | 0.5136 | 0.5155 | 0.5168 | 0.5170 | 0.5170 | 0.5169 | 0.5172 | 0.5120 |
|  | $n=200$ | 0.3405 | 0.3406 | 0.3398 | 0.3391 | 0.3382 | 0.3383 | 0.3384 | 0.3383 | 0.3385 | 0.3382 |
|  | $n=400$ | 0.2329 | 0.2332 | 0.2332 | 0.2329 | 0.2324 | 0.2321 | 0.2321 | 0.2321 | 0.2323 | 0.2321 |
| $\rho_{n t s}=0.25$ | $n=100$ | 0.5318 | 0.5326 | 0.5319 | 0.5320 | 0.5356 | 0.5355 | 0.5356 | 0.5356 | 0.5357 | 0.5318 |
|  | $n=200$ | 0.3583 | 0.3561 | 0.3547 | 0.3513 | 0.3539 | 0.3542 | 0.3542 | 0.3542 | 0.3543 | 0.3513 |
|  | $n=400$ | 0.2473 | 0.2424 | 0.2441 | 0.2450 | 0.2491 | 0.2493 | 0.2493 | 0.2493 | 0.2495 | 0.2424 |
| $\rho_{n t s}=0.50$ | $n=100$ | 0.6030 | 0.6017 | 0.5952 | 0.5899 | 0.5936 | 0.5936 | 0.5935 | 0.5936 | 0.5938 | 0.5899 |
|  | $n=200$ | 0.4217 | 0.4125 | 0.4002 | 0.3900 | 0.3987 | 0.3987 | 0.3987 | 0.3987 | 0.3988 | 0.3900 |
|  | $n=400$ | 0.3220 | 0.3175 | 0.2820 | 0.2729 | 0.2861 | 0.2861 | 0.2861 | 0.2860 | 0.2861 | 0.2729 |

Table 17: RMSEs of $\hat{\beta}_{0}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim \operatorname{Exp}(0.3014)$

Table 18: RMSEs of $\hat{\sigma}_{V}$ in the partially linear single-index model under the scenario $U_{i}^{*} \sim \operatorname{Exp}(0.3014)$

### 4.3 Comparison with the fully nonparametric method

For estimation of the frontier function in the linear model of Section 4.1.1, we can consider the fully-nonparametric estimation method proposed by Kneip et al. (2015), which relies on some "local linear" approximation of the frontier function. Hence, we would like to compare our proposal with their method. For comparison, we consider the same model as in Section 4.1.1. In our method, we first obtain the estimates $\hat{\beta}_{0}$ and $\hat{\boldsymbol{\beta}}$ and construct the estimate of the frontier function as $\hat{\tau}\left(\mathbf{X}_{i}\right)=\hat{\beta}_{0}+\mathbf{X}_{i}^{\top} \hat{\boldsymbol{\beta}}$. In contrast, Kneip et al. (2015) estimate nonparametrically the frontier function at a given point $\mathbf{X}_{i}$ combining the idea of local linear approximation and the recovery of a constant frontier function in the presence of measurement error. Since both function estimators are presumably expected to have the same logarithmic rates of convergence, one may think that our method and the method of Kneip et al. (2015) will not show a significant difference in estimation performance. To check this, we estimate the frontier function at every data point $\mathbf{X}_{i}$ and calculate $n^{-1} \sum_{i=1}^{n}\left(\hat{\tau}\left(\mathbf{X}_{i}\right)-\tau\left(\mathbf{X}_{i}\right)\right)^{2}$ as a measure of performance. The sample size $n$ equals 100,200 or 400 and $\rho_{n t s}$ is fixed to 0.5 . For the inefficiency we use $U_{i} \sim N^{+}\left(0,0.5^{2}\right)$. The other components of the model are the same as in the model of Section 4.1.1. Finally, we display the performance measure for the two estimation methods over the grid $\log _{10} \lambda=-4,-3,-2,-1,0,1,2,3,4$ in Table 19 (the quantity $\log _{10} \lambda^{*}$ is the value of $\log _{10} \lambda$ that gives the best performance). The results suggest that our method has better performance than Kneip's method when the frontier function is linear. However, the difference in performance gets smaller as the sample size increases.


## 5 Data Analysis

In this section, we illustrate how the proposed methods can be used for efficiency and productivity analysis. We will analyze an administrative dataset for financial variables and selected characteristics of Japanese local public hospitals, which is available in the R package $r D E A$, and we will estimate the inefficiency function of the observable environmental variable using the method described in Section 3.2.

The dataset contains anonymous observations for 958 local public hospitals, identified by a researcher-generated variable "firm-id". The output variable $\left(Y_{i}\right)$ is the logarithm of the sum of the annual number of inpatients and outpatients, where an inpatient is a hospital patient who occupies a bed for at least one night and an outpatient is a patient who receives treatment at a hospital but does not spend the night there. The two input variables ( $X_{1, i}$ and $X_{2, i}$ ) are the logarithm of the total labor cost per year (total number of employees times per capita annual salary) and the logarithm of the total capital cost (total number of beds times the sum of depreciation and interest per bed). The environmental variable $\left(Z_{i}\right)$ is the number of examinations per patient, which represents the severity of the illness in which each hospital is primarily responsible for treatment. We assume the following partially linear model in Section 3.2 for this dataset:

$$
\begin{align*}
Y_{i} & =\beta_{0}+\beta_{1} X_{1, i}+\beta_{2} X_{2, i}+V_{i}-U_{i} \\
& =\beta_{0}+\beta_{1} X_{1, i}+\beta_{2} X_{2, i}-g\left(Z_{i}\right)+\left(V_{i}-\left(U_{i}-g\left(Z_{i}\right)\right)\right) \\
& \equiv \beta_{0}+\beta_{1} X_{1, i}+\beta_{2} X_{2, i}-g\left(Z_{i}\right)+\epsilon_{i}^{*} \tag{15}
\end{align*}
$$

where $U_{i}$ is the inefficiency, $V_{i} \sim N\left(0, \sigma_{V}^{2}\right)$ is the noise that is supposed to be independent of $\left(X_{1, i}, X_{2, i}, Z_{i}\right)$ and $E\left(U_{i} \mid \mathbf{X}_{i}, Z_{i}\right)=E\left(U_{i} \mid Z_{i}\right)=g\left(Z_{i}\right)$ is the inefficiency function. Since some hospitals are known to have characteristics that are different from those of other hospitals in this dataset, we conduct outlier detection and remove 26 observations before fitting Model (15). The method used for outlier detection consists in first obtaining the residuals by fitting the partially linear median regression model to the data $\left(Y_{i}, X_{1, i}, X_{2, i}, Z_{i}\right)$, and then doing univariate outlier detection based on the residuals applying the methods available in the R package extremevalues.

First, we estimate $\beta_{1}$ and $\beta_{2}$ using the method in Speckman (1988), which yields $\hat{\beta}_{1}=0.240$ and $\hat{\beta}_{2}=0.500$. Then, we estimate $\beta_{0}$ using the method outlined in Section 3.2 and obtain the estimates of $\beta_{0}$ given in Table 20, depending on the tuning parameter $\lambda$. After estimating $\beta_{0}$ by the average value of all $\hat{\beta}_{0}(\lambda)$, which is -3.106 , we estimate the inefficiency function $g(\cdot)$ using local linear regression. In Figure 1, we plot the estimate of the inefficiency function $g\left(Z_{i}\right)$ using our method (solid curve) and the method of Parmeter

| $\log _{10} \lambda$ | -4 | -3 | -2 | -1 | 0 | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\hat{\beta}_{0}(\lambda)$ | -3.184 | -2.283 | -3.309 | -3.257 | -3.184 | -3.184 | -3.184 | -3.184 | -3.184 |

Table 20: The estimates of $\beta_{0}$ depending on the tuning parameter $\lambda$.


Figure 1: The estimates of the inefficiency function $g(\cdot)$. The solid curve is obtained using our method and the dotted one is from Parmeter et al. (2017) assuming $\beta_{0}=0$.
et al. (2017) assuming $\beta_{0}=0$ (dotted curve). As expected, in both cases the inefficiency function increases as the severity of illness increases (actually, the two estimated curves have only a constant difference). The result suggests that if we ignore $\beta_{0}$ by assuming that $\beta_{0}=0$, then we overestimate the level of the inefficiency function. In this aspect, our method provides a useful tool to evaluate the impact of the exogenous determinants on the inefficiency without stringent assumptions on the inefficiency.

## 6 Conclusion

This paper proposes a new method to estimate various stochastic frontier models with a relaxed assumption on the inefficiency distribution. Previous research relied on the work of Hall and Simar (2002), which is known to work well in low noise settings only. Instead, we proposed estimators building on the recent work of Kneip and his coworkers and showed in the numerical study that the proposed methods work well for various levels of the noise.
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