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Abstract

This paper addresses the pass-through from market interest rates to retail bank interest rates. The
paper advocates a heterogeneous approach and applies it to the Belgian banking market. A substan-
tial proportion of the heterogeneity in bank pricing policies can be explained by the bank lending
channel and the relative market power hypothesis. The results also suggest that the long-term pass-
through is typically less than one-for-one, rejecting the completeness hypothesis. While there is no
convincing evidence for asymmetry in retail rates, large deviations from equilibrium mark-ups are fas-
ter reduced than small deviations. Overall, conditions for corporate loans are more competitive com-
pared to consumer loans. Demand and savings deposits have, by far, the most rigid prices.
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1. Introduction

This paper introduces heterogeneity in quantifying the pass-through from market inter-
est rates to retail bank interest rates. From a macro-economic perspective, understanding
the behaviour of retail interest rates is crucial. According to the traditional interest rate
0378-4266/$ - see front matter � 2006 Elsevier B.V. All rights reserved.

doi:10.1016/j.jbankfin.2006.03.003

* Corresponding author. Tel.: +32 9264 78 93; fax: +32 9264 89 95.
E-mail address: ferre.degraeve@ugent.be (F. De Graeve).

mailto:ferre.degraeve@ugent.be


260 F. De Graeve et al. / Journal of Banking & Finance 31 (2007) 259–278
channel of monetary policy transmission, policy rates have a one-for-one effect on interest
rates upon which agents base their decisions. Much of the research in the pass-through lit-
erature aims to test that assumption, the so-called completeness hypothesis. Another
assumption implicit in the money view of policy transmission is that there are no distribu-
tional effects across banks. According to the credit view, however, differences in banks’
financial structure entail heterogeneities in bank behaviour. From a micro-economic per-
spective, the pass-through sheds light on banks’ incentives to change prices of their retail
products. Moreover, tracing bank-related differences in pricing policies is crucial in the
validation of various theories.

The importance of accounting for heterogeneity in dynamic relationships is stressed in
estimating persistence in the real exchange rate (e.g., Imbs et al., 2005) and inflation
(e.g., Clark, forthcoming). We test and confirm that heterogeneity is also present in the rela-
tionship between bank interest rates and market rates. To provide a flavour of such heter-
ogeneity, Fig. 1 presents the average, minimum and maximum retail interest rate for
mortgages and time deposits in the Belgian banking market over most of the 1990s and
the early 2000s. The plots also contain the market interest rate of equal maturity.1 While
the similarities between retail bank and market interest rates over time are obvious, so
are the dissimilarities over the cross-section of banks. The mark-up of mortgage rates over
the market rate varies over banks from essentially zero to about two hundred basis points.
The mark-down of time deposits exhibits similar variation over banks. In addition to levels,
there are clear differences in dynamic behaviour. Consider, for instance, the varying degrees
of persistence between the minimum and maximum interest rates of mortgages and time
deposits. This paper aims to measure the time series behaviour of retail rates, while taking
into account and – where possible – explain the cross-sectional heterogeneity.

Two early influential studies on interest rate pass-through are Hannan and Berger (1991)
and Neumark and Sharpe (1992). Following their lead, the issue has been investigated by
Cottarelli et al. (1995) and Gambacorta (2004) for Italy, Lago and Salas (2005) for Spain,
Weth (2002) for Germany, Heffernan (1997, 2002) and Hofmann and Mizen (2004) for the
UK and Hannan and Liang (1993) for the US. The contribution of this paper to that liter-
ature can be divided into three main parts. First, we assess the validity of the completeness
hypothesis in the presence of both heterogeneity and cointegration. On the one hand, we
perform tests that formally confirm the presence of heterogeneity in the dynamics of retail
interest rates. In such an environment the homogeneity assumption implies biased dynamic
coefficients, as shown by Pesaran and Smith (1995) or De Graeve et al. (2004) and Lago and
Salas (2005) for the particular case of retail bank interest rates. On the other hand, we test
and confirm cointegration between retail rates and market rates. Hence, the distribution of
the long-run pass-through is unknown. Our approach simultaneously resolves these two
issues in evaluating the completeness hypothesis. The methods we use originate in the
‘‘large n, large T’’ panel literature. Second, we introduce asymmetry within the heteroge-
neous approach. We try to unify much of the existing types of non-linearity into one con-
1 Comparing retail rates with market rates of equal maturity – rather than with the policy rate – separates the
pass-through of marginal costs from term structure effects of policy rates. This is consistent with a micro-
economic banking perspective. In terms of monetary policy transmission these comparisons of retail rates with
market rates should be interpreted as being conditional on the yield curve response of policy shocks. This policy-
to-yield part of transmission is investigated thoroughly by, among others, Cook and Hahn (1989) and Ellingsen
and Söderström (2001).
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Fig. 1. Retail interest rates: mortgage and time deposit. The figure plots the evolution of the average product-
specific interest rate (thick solid line) across all banks, the highest and the lowest (dashed lines) product-specific
rate charged by any bank in a given month and the evolution of the market interest rate with the same maturity as
the specific product (thin solid line). The titles of the charts denote the name of the product. The maturity of the
corresponding market rate is reported in brackets after the product name (where D = day, M = month,
Y = year).
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venient but comprehensive form to allow several theories and types of asymmetry to coex-
ist. Disaggregate evidence on various types of asymmetry is scarce, especially for EMU.
Third, we analyse a total of 13 products, both loans and deposits. Existing studies typically
consider only a limited number of products. The present analysis covers numerous loan and
deposit products and thus a large spectrum of retail banking activities. Differences in price
setting behaviour over products may well be the source of differential responses of con-
sumption and investment to shocks hitting the economy.

In anticipation of our results, we find that heterogeneity is substantial in retail interest
rates. In contrast to what homogenous studies tend to find, the incorporation of hetero-
geneity reveals that banks adjust their retail interest rates fast and incomplete. At the
source of heterogeneity are differences in banks’ financial structure and market power.
Our results show that a bank with a large capital buffer or a large market share will have
the tendency to charge high loan mark-ups and adjust less than complete to changing mar-
ket conditions. On the bank asset side, corporate loans are priced more competitively rel-
ative to consumer products. With respect to bank liabilities, the interest rates of demand
and savings deposits are very rigid, while this is far less the case for time deposits and sav-
ings bonds. We also find evidence of non-linearities. Specifically, larger deviations from
equilibrium interest rates are more swiftly corrected. Moreover, while the speed of adjust-
ment for loans is relatively symmetric, deposit interest rates tend to be more rigid upwards.

The paper is organized as follows. The second section describes the data. Section 3
introduces the heterogeneous framework and presents a first set of results. In Section 4
we investigate the scope for non-linearities. Section 5 traces the sources of heterogeneous
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pricing behaviour. A final section summarizes the main results and discusses a number of
implications.

2. Data

The specific market we study is the Belgian banking market. The dataset comprises
monthly bank-specific interest rates of 31 banks for 13 products over the period January
1993–December 2002. These banks account for more than 90% of total assets of the Bel-
gian banking sector. The interest rates apply to new operations. The loan and deposit
products are standardized in the sense that maturity, amount and debtor quality are stip-
ulated. Loan rates in the sample are those charged to the most creditworthy borrowers.
Analysing standardized products has the advantage of limiting the effects of non-price
competition. Concerning deposits, we examine the behaviour of three time deposits, two
savings bonds, one demand and a savings deposit. The loan products cover four corporate
loans and two consumer-oriented loans. The dataset is unbalanced due to a number of
mergers and acquisitions. We treat banks that were involved in a merger or acquisition
as different units before the merger, and as one thereafter. As is evident from Fig. 1, over
most of the sample period interest rates have been declining. This characteristic can largely
be explained by the EMU-related convergence of interest rates, inflation and the stance of
the business cycle and of monetary policy. The picture that emerges from the loan and
deposit rates is that bank retail rates generally follow changes in market rates with a com-
parable maturity. However, there are clear differences across products in terms of speed
and magnitude of the adjustment.

3. Measurement

3.1. Methodology

The standard approach for measuring the pass-through is an error correction frame-
work. The way in which we treat heterogeneity and the ‘‘large n, large T ’’ methods2 we
use are far less common. This section describes our approach and highlights where aban-
doning the homogeneity assumption may help. For each of the 13 products, we consider a
separate panel. A first step in measuring the pass-through is determining the relevant mar-
ginal cost for each product. For the products for which a reference maturity was not
explicitly specified we use as marginal cost the market rate which exhibits the highest cor-
relation. The fact that products are standardized translates naturally into considering the
same marginal cost for all banks, within a product category.

The majority of interest rate series in our dataset are non-stationary over the sample
period. For modelling purposes, in order to avoid spurious results, a natural question
to ask is whether the respective retail and market rates are cointegrated. Our aim is to
allow heterogeneity in almost all aspects of banks’ price setting behaviour. We therefore
apply Pedroni’s (1999) cointegration test, i.e., the between-dimension augmented
2 The dimension of our dataset (n = 31, T = 120) falls well within the range of the prototypical international
macro-economic datasets, for which the ‘‘large n, large T ’’ methods were originally designed.
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Dickey–Fuller test (see also McCoskey and Kao, 1999). This residual-based test is based
on individual Engle–Granger cointegrating regressions of the form:

bi;t ¼ c1i þ dimt þ ui;t; ð1Þ
where b = bank rate, m = market rate, t = 1, . . . ,T indexes time and incorporation of het-
erogeneity is clear from the ‘‘i’’ subscripts on the parameters (i = 1, . . . ,n where n is the
number of banks). Individual long-run pass-through coefficients are measured by di, while
c1i captures bank-specific mark-ups. The cointegration test, under the null hypothesis of
no cointegration, allows for both short (ui,t) and long-run (di) heterogeneity under the
alternative. In case of cointegration, or stationary ui,t, an error correction representation
of the retail rate exists:

Dbi;t ¼ c2i þ
Xp

k¼1

akiDbi;t�k þ
Xq

l¼0

bliDmt�l þ ciui;t�1 þ ei;t: ð2Þ

The lag length (p,q) is determined using the Schwarz Bayesian Information Criterion.
The term ciui,t�1 captures the adjustment towards equilibrium. When ci 2 ]�1, 0[, this con-
firms the presence of an equilibrium-restoring relationship.

Even though our approach fully encompasses heterogeneity, the estimation procedure
still allows observations on a macro-scale. First, aggregate coefficients l (where
l 2 {c1,c2,a1, . . . ,ap,b0, . . . ,bq,c}) are a weighted average of the bank-specific coefficients.
The weights wl

i are a function of the respective estimated covariances (Swamy, 1970).3 Sec-
ond, the average long-run pass-through, d, is estimated following Phillips and Moon
(1999). They provide an estimator of the heterogeneous cointegration coefficient.4

There are a couple of differences between our estimates and more standard panel esti-
mates (such as fixed and random effects estimators). First, consider the immediate pass-
through coefficient b0. Our estimator for this coefficient is b0 ¼

PN
i¼1wb0

i b0i. This specifica-
tion allows each bank to exhibit a different immediate reaction to changes in market rates.
A similar relation holds for c1, c2, a1, . . . ,ap, b1, . . . ,bq and c. The traditional panel
approach controls for an individual level effect (in c1 and c2), but disregards heterogeneity
in the dynamics (the a, b and c coefficients). Second, much of the pass-through literature
has focused on the speed with which banks adjust their retail rates to changing money
market conditions. A commonly used metric is the ‘‘mean lag’’, an indicator of the
number of months it takes to attain the long-run equilibrium. For an individual bank this

measure can be computed as hi ¼ jdi�b0ij
jcij

. The present model allows us to compute the

average mean lag h ¼
PN

i¼1wh
i hi ¼

PN
i¼1wh

i
jdi�b0i j
jci j

, rather than the mean lag average��PN
i¼1wd

i di �
PN

i¼1wb0
i b0ij

� PN
i¼1wc

i ci

�� ��. The latter is what one can extract from a standard

homogenous panel. The former measures the average of individual adjustment speeds,
which is in interpretation closer to the economic parameter of interest. There is a similar
and equally important distinction between the average long-run pass-through, d, and the
long-run average pass-through. Recently, these points have proven to be important in the
3 An earlier version of the paper (De Graeve et al., 2004) compared the Swamy-estimates with mean-group
estimates as suggested by Pesaran and Smith (1995). We found no substantial differences.

4 In particular, when the variance of the exogenous variable is (almost surely) the same for each cross-sectional
unit, as in the setup of Eq. (1), the pooled estimator proposed by Phillips and Moon (1999) traces the average
long-run parameter.
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estimation of inflation persistence and purchasing power parity. Our results suggest that
these distinctions are also important when dealing with retail interest rates. Third, a very
interesting by-product of the way we estimate the average long-run pass-through is that it
has a tractable normal distribution.5 This allows us to assess whether the pass-through is
effectively complete (d = 1). By contrast, alternative estimators of pass-through coefficients
follow non-standard distributions, leaving the completeness issue unresolved.

3.2. Results

Table 1 reports the cointegration and heterogeneity tests. Table 2 presents the estima-
tion results.6 For all loans and deposits, the size and significance of the negative adjust-
ment coefficients in column V of Table 2 confirm the presence of an equilibrium-
restoring relationship. This is consistent with the results of the cointegration tests in Table
1. As the t statistics in column III of Table 1 show, for every product panel, the null
hypothesis of no cointegration is rejected. Although the cointegration test indicates the
presence of a cointegrating relation in the demand deposit panel, its adjustment coefficient
is only marginally significant. Conversely, in the case of trade credit cointegration is con-
firmed only marginally by the panel augmented Dickey–Fuller test, but its adjustment
coefficient is highly significant. All other loan and deposit products are clearly cointegrated
with their respective comparable market rates.

The presence of heterogeneity is also evident from Table 1. Columns IV and V of this
table compare, by means of likelihood ratio tests, our model with a traditional homoge-
nous coefficient model. For all products the likelihood ratio test rejects the null of homo-
geneity. Thus, the data prefer a heterogeneous specification. Not fully appreciating the
amount of heterogeneity in the data may generate substantial biases, as De Graeve
et al. (2004) show for the adjustment coefficient and Lago and Salas (2005) for the
long-term pass-through. The importance of heterogeneity can be deduced from Table 2.
Each number in square brackets is the percentage of the standard error that is due to
cross-sectional heterogeneity. The remaining proportion is mere parameter uncertainty.
As these percentages typically attain values of 70% and more, most of the uncertainty sur-
rounding our macro-estimates is clearly due to cross-sectional variation.7
5 In a traditional time series setting OLS provides (super)consistent estimates of the cointegration vector. Due
to the non-stationarity of the regressors, however, these estimators no longer have standard distributions. In a
panel setting too, one can consistently estimate the cointegration vector by OLS. However, what is particular to
‘‘large n, large T’’ panels is that certain estimators of cointegration coefficients converge to a normal distribution,
as shown by Phillips and Moon (1999). This enables standard hypothesis testing on long-run coefficients.

6 All results have been subjected to a number of sub-sample stability and other robustness checks. First, market
rates are highly volatile in 1993 due to the EMS crisis. Performing the analysis from 1994 onward never had a
significant impact on the results. Second, after the introduction of the euro the pass-through of some products is
low relative to the full sample. It is difficult, however, to attribute this result solely to the introduction of the euro.
It may also be driven by the more or less simultaneous consolidation of the banking sector. The results in Section
5 (in particular those for market share) suggest that at least some weight should be attributed to this latter
interpretation. Additional details can be found in De Graeve et al. (2004).

7 To illustrate the potential differences in inference between various approaches, consider the average mean lag
of trade credit in Table 2, which is 0.198. This is the average of the individual mean lags and corresponds to the
economic parameter of interest. The mean lag average can also be computed from the table, as jd�b0 j

jcj . For this
product this yields j0:908�0:692j

j�0:279j ¼ 0:774. For more than half the products in our sample, we obtain a mean lag
average at least twice as high as the average mean lag. The largest bias is found for current account overdrafts.



Table 1
Cointegration and heterogeneity tests

Products (I) Cointegration test Heterogeneity test

mean (ADF) (II) t Statistics (III) LR (IV) Critical value (V)

Loans

Trade credit (2M) �2.40 �1.66 138.79 65.17
Current account overdrafts (2M) �2.39 �2.15 454.31 110.90
Term loan (6M) �5.54 �16.02 262.49 69.83
Investment loan (5Y) �4.06 �9.61 240.77 74.47
Consumer credit (3Y) �3.05 �5.12 274.73 83.68
Mortgage (5Y) �3.30 �7.10 127.01 101.88

Deposits

Time deposit (15D) �4.67 �14.79 777.65 101.88
Time deposit (3M) �4.88 �17.39 864.82 119.87
Time deposit (3Y) �4.41 �13.30 222.08 101.88
Savings bond (1Y) �4.49 �14.07 212.18 106.39
Savings bond (5Y) �3.72 �10.15 256.76 115.39
Savings deposit (7Y) �2.37 �2.01 238.57 110.90
Demand deposit (15Y) �2.78 �2.07 77.68 26.30

Column I contains the name of the loan and deposit products. The maturity of the corresponding market rate is
reported in brackets after the product name (where D = day, M = month, Y = year). The second and third
columns present, respectively, the mean augmented Dickey–Fuller t statistics (mean(ADF)) and corrected t

statistics. The performed correction is n0.5 Æ (mean(ADF) � l)/r and uses l = �2.026 and r = 0.82 (see
McCoskey and Kao, 1999, for further details). Columns IV and V of the table show the likelihood ratio (LR) and
the corresponding 5% Chi-square critical value. A value above the critical value indicates the restrictions of the
homogenous coefficient model are not valid.
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We reject the completeness hypothesis for the majority of the products in our sample.
While much of the literature accepts the completeness of the long-term pass-through,
our view is that it should be measured and tested differently. As regards measurement,
the present estimates do not suffer from biases due to the use of aggregated data or the
imposition of homogenous slopes. As regards the testing procedure, we take into
account distributional aspects of the long-term pass-through estimate. More precisely,
we trace the exact distribution of long-term pass-through (d) relying on results in
Phillips and Moon (1999). The evidence in column III of Table 2 reveals that the
long-run response is one-for-one only for four out of 13 products. In particular, the
long-term time deposit, the mortgage loan and two of the corporate loans, viz. the term
and investment loan, have a long-term pass-through that is not statistically differ-
ent from one. The majority of the products, however, exhibits an incomplete pass-
through.

Turning to point estimates, for loans we find a considerable amount of short-term stick-
iness (column IV of Table 2). This is in line with the bulk of evidence in the literature. Yet
substantial differences exist across the respective loan products. This stickiness is most pro-
nounced for the consumer loans in our sample, while only to a lesser extent for corporate
loans. Regarding the consumer loans, at most 40% of the long-term pass-through is
adjusted on impact, whereas for corporate loans at least 75% of the final response is imme-
diately realized. The long-run pass-through, too, is low for the two consumer-oriented
products (65% for consumer credit and 91% for mortgages) relative to equal maturity



Table 2
Measurement

(I) (II) (III) (IV) (V) (VI)

c1 d b0 c h

Loans

Trade credit (2M) 3.206*** 0.908*** 0.692*** �0.279*** 0.198
(0.185) (0.025) (0.069) (0.089)
[0.96] [0.78] [0.86] [0.93]

Current account overdrafts (2M) 4.595*** 0.841*** 0.635*** �0.190*** 0.200
(0.150) (0.032) (0.055) (0.056)
[0.93] [0.91] [0.89] [0.92]

Term loan (6M) 1.541*** 0.964*** 0.982*** �0.689*** 0.167
(0.369) (0.086) (0.092) (0.136)
[0.99] [0.97] [0.90] [0.92]

Investment loan (5Y) 1.855*** 0.994*** 0.767*** �0.337*** 0.404
(0.204) (0.032) (0.057) (0.078)
[0.91] [0.87] [0.71] [0.91]

Consumer credit (3Y) 4.579*** 0.651*** 0.194** �0.245*** 0.659
(0.466) (0.085) (0.085) (0.047)
[0.86] [0.77] [0.68] [0.87]

Mortgage (5Y) 1.509*** 0.913*** 0.355*** �0.216*** 1.448
(0.198) (0.066) (0.058) (0.027)
[0.91] [0.90] [0.75] [0.67]

Deposits

Time deposit (15D) �0.184 0.890*** 0.726*** �0.403*** 0.287
(0.115) (0.028) (0.089) (0.085)
[0.96] [0.97] [0.94] [0.89]

Time deposit (3M) �0.128 0.884*** 0.852*** �0.525*** 0.222
(0.098) (0.019) (0.069) (0.103)
[0.95] [0.95] [0.93] [0.93]

Time deposit (3Y) �0.059 0.980*** 0.756*** �0.472*** 0.327
(0.079) (0.010) (0.039) (0.061)
[0.90] [0.77] [0.81] [0.87]

Savings bond (1Y) 0.041 0.924*** 0.678*** �0.513*** 0.241
(0.043) (0.010) (0.032) (0.077)
[0.83] [0.81] [0.78] [0.93]

Savings bond (5Y) 0.037 0.968*** 0.735*** �0.343*** 0.315
(0.082) (0.012) (0.036) (0.053)
[0.91] [0.89] [0.81] [0.85]

Savings deposit (7Y) �0.275 0.695*** 0.022 �0.115*** 1.720
(0.234) (0.029) (0.034) (0.026)
[0.89] [0.91] [0.56] [0.88]

Demand deposit (15Y) �1.214*** 0.533*** 0.090 �0.075* 2.431
(0.300) (0.042) (0.069) (0.04)
[0.84] [0.88] [0.75] [0.89]

Each row contains the point estimates of Eqs. (1) and (2) per (product) panel. The maturity of the corresponding
market rate is reported in brackets after the product name (where D = day, M = month, Y = year). For each
(product) panel the columns report the spread (c1), long-term pass-through (d), short-term pass-through (b0), the

adjustment coefficient (c) and the mean lag (h). c1 ¼
PN

i¼1wc1
i c1i

� �
;b0 ¼

PN
i¼1wb0

i b0i

� �
; c ¼

PN
i¼1wc

i ci

� �
and

h ¼
PN

i¼1wh
i hi

� �
correspond to weighted average coefficients (Swamy, 1970). The long-term pass-through (d)

corresponds to the average long-run pass-through, estimated following Phillips and Moon (1999). Standard
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Table 2 (continued)
errors (in parentheses) are reported below the point estimates. Significance at the 10%, 5% and 1%-level is,
respectively, denoted by *, ** and ***. Below the standard errors, the square brackets contain the percentage of
these standard errors that is due to cross-sectional heterogeneity. The remaining proportion is mere parameter
uncertainty.
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corporate loans.8 With respect to the speed of adjustment, computation of the mean lag
reveals a similar result. Banks are slower in their adjustment to market rates for con-
sumer-oriented products. Angeloni et al. (2003) find that the ECB’s policy decisions have
a stronger impact on corporate investment relative to private consumption. Our results
suggest that such differential composition effects of monetary policy actions may well be
due to the manner in which banks adjust their retail interest rates.

Furthermore, long-term adjustment tends to be more complete for both corporate and
consumer loans the longer their maturities. For time deposits and savings bonds, too, point
estimates of the long-run pass-through are higher for longer maturities. This result has not
been identified in previous research due to either a lack of products to compare with, or the
use of a short-term market rate, rather than one with a comparable maturity. Pass-through
estimates that do not distinguish between marginal cost and term structure effects – using
the short-term market rate as marginal cost – typically find the opposite: the pass-through is
lower the longer the maturity of the product. Our results show that this finding is only due
to the incomplete transmission of short rate movements to the entire yield curve.

The Belgian bank deposit market seems to consist of two distinct segments. The first is
the market for time deposits and savings bonds, where banks seem to follow changes in
market conditions quite rapidly. Table 2 shows that mean lags in this segment are very
low, viz. below one month. Interestingly, the product-specific spreads for time deposits
and savings bonds are insignificant and sometimes even positive, accentuating the compet-
itiveness with which these products are priced. This contrasts sharply with the other seg-
ment, namely that of demand and savings deposits. Here, the average spreads are more
negative than for time deposits and savings bonds. Adjustment is particularly sluggish
for both these deposits, as indicated by their mean lags (around 2 months). Moreover,
the estimated immediate pass-through is 2% for savings and 9% for demand deposits. Even
in the long run, the response is far from complete (70% and 53%, respectively).

4. Non-linearities

4.1. Methodology

Non-linearities in interest rate adjustment are compatible with numerous theoretical
arguments, ranging from market structure, over informational problems, to nominal rigid-
ities and transaction costs. Most of the existing empirical work considers the asymmetry
8 The sample of the consumer credit data starts in January 1996. This warrants some caution in interpreting
results for consumer credit. To investigate the effect of the shorter time span we also performed the analysis for all
products for that shorter period. We then find that the pass-through is lower for all products, and that the
precision of the estimates is somewhat lower, relative to the full sample results. Within this shortened sample,
however, consumer credit still exhibits the lowest (long and short-term) pass-through.
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implied by a particular theory one at the time. Since the various theories are not mutually
exclusive, we propose a functional form of the interest rate adjustment process that aims to
nest all theories. We focus on asymmetries in the speed of adjustment.9 Consider the fol-
lowing expression for ci, the adjustment coefficient of the error correction model (2), as our
baseline specification10:

ct ¼
c1 þ c2ut�1 þ c3ðut�1Þ2 if ut�1 < �u;

ðc1 þ cþ1 Þ þ ðc2 þ cþ2 Þut�1 þ ðc3 þ cþ3 Þðut�1Þ2 if ut�1 P �u;

(
ð3Þ

Eq. (3) makes the dynamic adjustment regime-dependent. Regime shifts are driven by
the value of the residuals ut�1 of the cointegration relation (1) relative to a threshold, �u.
These residuals play an important role with respect to non-linearities. In the short run
retail interest rates (rt) often differ from their equilibrium value (c1 + dmt). In what follows
we label these differences (ut) ‘‘supermargins’’ to indicate temporary deviations from the
long-run margin c1. These supermargins capture the bank’s incentives to change its price.
First, the sign of the supermargin indicates whether the bank makes profit or loss relative
to its long-run mark-up. A negative supermargin for loans may indicate an increased
incentive to increase loan rates. Second, the magnitude of the supermargin can also convey
important information. The larger deviations from equilibrium are, the more likely it is
that incentives to change prices become more pronounced. Small deviations from equilib-
rium may not instigate price changes.

In the lower regime the adjustment is characterized by the coefficients c1, c2 and c3. The
upper regime measures the adjustment based on c1 þ cþ1 , c2 þ cþ2 and c3 þ cþ3 . While the c
coefficients determine how the bank reacts (the shape of the adjustment coefficient), the
threshold �u determines when there is a change in behaviour (shift to another shape).
The specification (3) captures several types of adjustment behaviour suggested by eco-
nomic theory. For clarity of exposition, the description below of (3) first discusses the case
where �u ¼ 0. That is, we start by focusing on the case where asymmetry is considered rel-
ative to the long-run equilibrium (i.e., below versus above the cointegration relation). We
later generalize this to a variable threshold �u.

First of all, Eq. (3) nests symmetric adjustment towards equilibrium: cþ1 ¼ c2 ¼ cþ2 ¼
c3 ¼ cþ3 ¼ 0. This implies a constant adjustment coefficient of c1, irrespective of the sign
and size of the supermargin. Second, the sign of the supermargin may induce different
dynamic responses. The coefficient cþ1 captures the possibility of such asymmetric reac-
tions. Asymmetry is modelled in a similar fashion in Neumark and Sharpe (1992), Schol-
nick (1996), Frost and Bowden (1999), Hofmann and Mizen (2004) and Sander and
Kleimeier (2004). Whenever banks have some market power they may have little incentive
to adjust their retail lending rates when they are above their equilibrium value
9 In principle, one could allow asymmetries in each coefficient of Eq. (2). Lim (2001) takes this approach and
investigates asymmetry depending on the sign of interest rate changes. However, different theoretical models
predict different factors that generate the non-linearity. This suggests to go beyond the traditional models that
capture only sign asymmetries, by allowing multiple drivers of non-linearity. From an econometric point of view
parsimony then dictates to restrict non-linearity to a limited number of coefficients. Because of its close
correspondence to theoretical models we focus on the adjustment coefficient. This is similar to most of the existing
empirical literature, e.g., Neumark and Sharpe (1992), Frost and Bowden (1999), Hofmann and Mizen (2004),
Sander and Kleimeier (2004).
10 While all coefficients are still heterogeneous, we drop the ‘‘i’’ subscripts to lighten notation.
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(rt > c1 + dmt in terms of Eq. (1)). For loans, a significantly positive estimate of cþ1 indi-
cates that banks are slower in adjusting retail rates when their mark-up is above its equi-
librium level. Such behaviour is also in accordance with downward nominal price rigidity.
If, however, the market is characterized by customers with sufficiently high (absolute)
demand elasticities, a policy of prolonged positive deviations from equilibrium prices
would result in a severe loss of demand. This could more than offset the gain in profits
due to the positive supermargin and may imply an insignificant (or even negative) cþ1 .

Third, not only the sign but also the size of the supermargin may be a source of non-
linearity in adjustment towards equilibrium (Frost and Bowden, 1999; Hofmann and
Mizen, 2004). Inclusion of c2 means adjustment towards equilibrium differs for each value
of the supermargin. In the case of loans, a positive estimate for this coefficient means that
ct is highly negative in case of large negative supermargins (ut�1� 0). In other words, the
higher the bank’s loss relative to its equilibrium mark-up, the faster it will adjust its loan
rates. As supermargins increase c2 > 0 implies that the speed of adjustment falls. This is
equivalent to adjustment coefficients closer to zero. As another example, c2 > 0 and
ðc2 þ cþ2 Þ < 0 implies that larger supermargins entice faster adjustment regardless of their
sign. Moreover, when jc2j differs from jc2 þ cþ2 j asymmetric behaviour is present. Then
both the sign and size of the supermargin matter for the speed of adjustment.

Fourth, the incentives that are captured by c2 could become increasingly more impor-
tant for larger deviations from equilibrium. Theories of menu and switching costs imply
no or relatively weak transmission of shocks when the retail interest rate is in the vicinity
of its equilibrium. These theories imply c3 < 0. The persistence of large gaps between the
market and retail interest rates, as argued relevant by Rosen (2002), is corroborated by
finding c3 > 0. Again, there may be reasons to suspect that the proportionality differs
depending on whether the retail rate is above or below the cointegration relation. We
therefore also include cþ3 in the baseline specification.

For clarity of exposition, the above description of (3) assumed �u ¼ 0. Alternative sce-
narios are conceivable, however. A bank may, for example, only raise loan rates when
its loss exceeds a menu cost. This implies that the relevant threshold (�u) for the residuals
need not be zero. In the empirical implementation, we allow the threshold to be different
from zero.11 When �u 6¼ 0 the interpretation of the c coefficients remains the same, only the
instances in which a certain c applies change. Starting from (3), we perform a general-to-
specific procedure to determine the optimal parsimonious model.

4.2. Results

The estimation results of Eq. (3) are reported in Table 3. In Fig. 2 we plot the adjust-
ment coefficient c implied by the estimated coefficients of Table 3 for different values of the
supermargin u. Both for loans and deposits adjustment coefficients are more negative
the further residuals are away from the estimated threshold. This is evident from the
11 We estimate the threshold �u as follows. Similar to Sander and Kleimeier (2004), we specify a grid over the
domain of the residuals of the cointegration relation (1), ut�1. Every point on the grid is a candidate for �u. For
each of these points we estimate the error correction model (2), where the adjustment towards equilibrium, c,
follows (3). For reasons of estimation precision, we require that there is at least 10% of observations on each side
of the threshold. Among these models we select the one with the maximal likelihood. That model’s value on the
grid is our estimate of the threshold �u.



Table 3
Non-linear adjustment

(I) (II) (III) (IV) (V) (VI) (VII) (VIII)

c1 c2 c3 cþ1 cþ2 cþ3 �u

Loans

Trade credit (2M) 0.611*** �1.302*** �0.107
(0.074) (0.330)

Current account
overdrafts (2M)

�0.076 �0.691***

(0.049) (0.251)
Term loan (6M) 2.066*** �0.327*** �2.724*** �0.108

(0.610) (0.099) (0.663)
Investment loan (5Y) �0.191*** �0.438**

(0.065) (0.213)
Consumer credit (3Y) 0.440*** �0.760*** 0.164

(0.124) (0.236)
Mortgage (5Y) �0.495***

(0.139)

Deposits

Time deposit (15D) �0.196* 0.594** �1.694*** 0.036
(0.116) (0.274) (0.563)

Time deposit (3M) �0.429*** 0.472* �0.705 �0.114
(0.105) (0.260) (0.451)

Time deposit (3Y) �2.451*** �0.346*** 0.025
(0.472) (0.073)

Savings bond (1Y) �0.170** �2.304*** �0.197** �0.016
(0.082) (0.532) (0.079)

Savings bond (5Y) �5.707*** �0.245*** 4.169** �0.091
(1.689) (0.055) (1.694)

Savings deposit (7Y) �0.063** �0.316* 0.283
(0.031) (0.163)

Demand deposit (15Y) �0.075**

(0.037)

The table provides the estimated adjustment coefficients of the pass-through model (1) and (2), where the
adjustment specification is nested within the general form of Eq. (3):

ct ¼
c1 þ c2ut�1 þ c3ðut�1Þ2 if ut�1 < �u;

ðc1 þ cþ1 Þ þ ðc2 þ cþ2 Þut�1 þ ðc3 þ cþ3 Þðut�1Þ2 if ut�1 P �u:

(

Estimation of the above adjustment specification allows for a non-zero threshold. The optimal threshold is given
in the last column. The maturity of the corresponding market rate is reported in brackets after the product name
(where D = day, M = month, Y = year). Standard errors are reported in parentheses. Significance at the 10%, 5%
and 1%-level is, respectively, denoted by *, ** and ***.
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inverse v- and u-shapes of the implied adjustment coefficients in Fig. 2. This implies that
large deviations from equilibrium are swiftly corrected. In terms of point estimates, all the
models have either a positive c2 combined with a more negative cþ2 , or a negative c3 (pos-
sibly combined with a negative cþ3 , or a positive one, but smaller in absolute values). The
finding of greater inertia in interest rates when they are close to their equilibrium level is
suggestive of menu or switching costs at work. Menu cost theories predict that when the
price is close but not equal to its desired level, small costs of changing prices will prevent a
full equilibrium correction. Similarly, switching costs predict that small deviations from
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Fig. 2. Non-linear adjustment. The figure plots the implied adjustment coefficient as a function of the
supermargin. The implied adjustment coefficient (c) is given on the y-axis. This is the fitted value of c based on
estimation of Eq. (3). The estimated coefficients of this equation are reported in Table 3. The x-axis contains the
supermargins u, which are the residuals of Eq. (1). The titles of the charts denote the name of the particular
product. The maturity of the corresponding market rate is reported in brackets after the product name (where
D = day, M = month, Y = year).
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equilibrium will not be sufficient to make customers consider changing bank, and will thus
hamper quick price changes. One type of non-linearity the data strongly reject is the per-
sistence of large deviations from equilibrium, advocated by Rosen (2002).

Regarding the functional form in the case of loans, we find no clear asymmetric effects
over products. Three of the loan products (current account overdrafts, investment loans
and mortgages) exhibit a symmetric adjustment process. Only c1 and c3 are significant
for these products. For trade credit and consumer credit there is a minor difference in slope
depending on the sign of the residual. Only for term loans, there is a more substantial indi-
cation of asymmetry. For this product, a negative deviation from the threshold induces a
faster adjustment than a positive one of equal size. In terms of Fig. 2 (first row, third
graph) the adjustment coefficient is much steeper to the left of the threshold.

For six of the seven deposits, we find indications of non-linear adjustment. Moreover,
four of these models imply faster adjustment at times where the deposit rate is above its
equilibrium value. In particular, the adjustment of the shortest maturity time deposit is
characterized by jc2j < jc2 þ cþ2 j and the savings deposit has jc3j < jc3 þ cþ3 j. The asymmet-
ric behaviour of the time deposit may also be inferred from Fig. 1. The minimum of the
time deposit rate tends to incorporate decreases and often neglects increases in the market
rate. The long maturity time deposit and both savings bonds have a significantly negative
intercept (cþ1 ) in the upper regime. These results suggest that the type of asymmetry Neu-
mark and Sharpe (1992) show to be important in the US is also present in some of the
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Belgian deposit markets. In general, however, the effects driven by the size of the super-
margin are relatively more important than sign-induced asymmetries in the adjustment
speed of both loan and deposit retail interest rates.

5. Determinants

5.1. Methodology and specification

The measurement of the pass-through in Section 3 highlights the importance of heter-
ogeneity in banks’ pricing behaviour. We now investigate if heterogeneity in the pricing
measures is driven by bank-specific factors. The focus is on two particular pricing mea-
sures of interest: the spread (c1) and the long-term pass-through (d).12 For both loans
and deposits, we estimate the following relation:

c1i;j

di;j

� �
¼ f

market poweri;j; financial structurei;

operational structurei; product market dummiesj

� �
; ð4Þ

where i indexes individual banks and j refers to the respective products. Due to heteroge-
neity between banks and among products, the left-hand side variables are heteroscedastic.
In order to cope with this feature, we estimate Eq. (4) by (feasible) generalized least
squares. The right-hand side variables are constructed from bank balance sheet and profit
and loss account data. We now detail on the specific variables13 and hypotheses included.

The literature concerned with the credit channel of monetary policy transmission has
stressed the importance of banks’ financial structure, in particular bank capitalization and
liquidity, in determining their responsiveness to monetary policy. Poorly capitalized and
illiquid banks (Kashyap and Stein, 2000) are hypothesized to be relatively vulnerable to
monetary, and by implication, market shocks. Moreover, banks have to maintain regulatory
capital against their risk-weighted assets, implying that their capacity to expand lending
depends on their capital adequacy. In line with Gambacorta and Mistrulli (2004), we mea-
sure the capital position of a bank by its excess capital-to-risk-weighted-asset ratio. As a
measure of liquidity we include the ratio of the sum of cash, securities and the bank’s net
interbank position over total liabilities. Similar to equity, we expect liquidity to act as a buffer
against market fluctuations, implying a negative effect on pass-through for both loans and
deposits.14 Following the results of Maudos and Fernández de Guevara (2004) for net inter-
est margins, we include excess capital in the spread regressions too.
12 We also investigated heterogeneities in the other pricing measures, such as adjustment speed (c and h) and
immediate pass-through (b0), yet suppress their results. The results for adjustment speed are not very stable,
especially when taking into account non-linearities. Heterogeneities in the short-term pass-through are generally
driven by the same factors that influence the long-term pass-through.
13 The characteristics we consider are structural in the sense that they capture typical features of banks that do

not change very much over time, such as balance sheet structure or market position. We therefore use bank-
specific averages over the sample period. One instance in which such characteristics do change significantly over
time, however, is the case of mergers. The fact that we treat merged banks as different units before the merger
implies that this effect is taken into account in the analysis.
14 Contrary to most analyses in the credit channel literature, we do not consider bank size as a separate

characteristic. Both from a theoretical and an empirical perspective, bank size is usually considered to proxy for
some size-related characteristics for which data are not available. We explicitly take into account the effect of
these size-related factors, leaving little independent scope for bank size in the analysis. This is confirmed in a
regression of the residuals of (4) on bank size, where the latter is never significant.
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Another obvious determinant of bank pricing behaviour is the degree of competition in
the loan or deposit market. Since Berger and Hannan (1989), tests discerning between the
structure-conduct-performance and efficiency hypotheses in explaining bank margins and
bank profitability have attracted considerable interest in empirical banking. Market power
is proxied by market share, which we calculate for each of the loan and deposit products
separately. This is consistent with the relative market power hypothesis advanced by Ber-
ger (1995) which states that a bank with a large market share in a certain product market
may be able to set interest rates less competitively for that particular product. A negative
(positive) effect of the market share variable on the deposit spread (loan mark-up) would
thus corroborate the relative market power hypothesis. The alternative hypothesis is that
banks’ pricing decisions are driven by the degree of their operational efficiency. The ratio-
nale is that efficient banks have the incentive to use their cost-effectiveness to post below-
average lending rates or above-average deposit rates. We measure the degree of each
bank’s operational inefficiency with the cost-income ratio (e.g., Vander Vennet, 2002)
and expect a positive (negative) relationship with the estimated loan (deposit) spread.
These arguments may equally apply to the long-term pass-through.

Finally, similar to Gambacorta (2004), we include two variables in the loan regressions
to measure possible effects of relationship lending. On the lending side, the percentage of
long-term loans in total loans is intended to proxy for long-term contacts between a bank
and its customers (Berger and Udell, 1992). The hypothesis is that banks engaged in rela-
tionship lending will tend to smooth market shocks for their customers by smoothing
interest rates over the business cycle. We also include the ratio of deposits over the sum
of deposit and non-deposit funding to verify the thesis of Berlin and Mester (1999). They
suggest that banks with a stable pool of deposits, which leaves them less vulnerable to
exogenous interest rate shocks, will provide more loan rate smoothing. The expected effect
of relationship lending is thus negative on the pass-through. As a compensation for keep-
ing interest rates relatively stable, the bank could earn higher loan spreads. In sum, we
expect relationships to result in higher, but less volatile loan rates. With respect to deposit
rates, a low ratio signals a high degree of market-based funding, and thus pricing close to
the market.

5.2. Results

The estimation results are presented in Table 4.15 Consider the spread regressions in
columns II and III. The adjusted R2 indicates that the specification captures heterogeneity
in loans very well (80%), while less so for deposits (13%). The good performance of the
loan regression is comforting for our baseline specification. The relatively poor fit for
deposit spreads is most likely due to the (statistically) zero spread of many deposit prod-
ucts (see Section 3, Table 2). Capital exerts a positive effect on both the loan and deposit
spread. Gambacorta (2004) finds similar effects of capital on interest rate levels in the Ital-
ian banking market. In terms of excess capitalization the 25th percentile bank has a loan
mark-up that is 38 basis points lower than the mark-up of the 75th percentile bank
(implied differences are reported in square brackets). Market share has a significantly
15 All regressions contain product dummies. These are not reported in the table, but are approximately equal to
the spread and long-run pass-through estimates in Table 2.



Table 4
Determinants of heterogeneity

(I) Dependent variable Summary statistics

Spread LT PT Mean Std 75–25

Loans c1 Deposits c1 Loans d Deposits d

(II) (III) (IV) (V) (VI) (VII) (VII)

Bank characteristics:

Liquidity �0.20** �0.06* 0.412 0.219 0.373
(0.08) (0.03)

[�0.076] [�0.023]
Excess capital 10.87*** 3.18*** �1.53** �0.46** 0.0290 0.060 0.035

(2.34) (1.00) (0.65) (0.18)
[0.377] [0.110] [�0.053] [�0.016]

Market share 0.58 �0.59** �0.21*** 0.05 0.073 0.127 0.077
(0.42) (0.27) (0.07) (0.07)
[0.045] [�0.046] [�0.016] [0.004]

Inefficiency �0.48 �0.98** 0.19 0.21*** 0.257 0.096 0.152
(0.72) (0.38) (0.12) (0.07)

[�0.073] [�0.149] [0.028] [0.032]
Deposits/(deposit and

non-deposit funding)
�0.52 0.04 0.08 �0.06 0.686 0.158 0.235
(0.69) (0.18) (0.12) (0.04)

[�0.123] [0.010] [0.018] [�0.014]
Long-term loans/total loans �0.45 0.07 0.714 0.201 0.304

(0.50) (0.08)
[�0.138] [0.023]

Adjusted R2 0.80 0.13 0.28 0.53

Column I contains the variables included in each regression. Columns II (loans) and III (deposits) contain the
results of the spread regression. They report for each variable the point estimate and White-corrected standard
error (in parentheses). Significance at the 10%, 5% and 1%-level is, respectively, denoted by *, ** and ***. The
square brackets contain the implied difference for each variable between the 75th and 25th percentile bank,
computed as the point estimate times the interquartile range. Columns IV (loans) and V (deposits) report the
same information for the long-term pass-through (LT PT) regression. Additionally, the right-hand panel provides
the mean (column VI), the standard deviation (column VII, std) and the interquartile range (column VIII, 75th–
25th percentile) per bank characteristic. The last row presents the adjusted R2 of each regression.
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negative (positive) effect on deposit (loan) spreads.16 This finding corroborates the relative
market power hypothesis of Berger (1995): having a large market share in the respective
markets allows banks to charge high loan rates and pay low deposit rates. In addition,
the deposit spread is significantly negatively affected by the inefficiency indicator. This is
consistent with the findings of Focarelli and Panetta (2003) for Italy. There too, efficient
banks pass on part of their cost-effectiveness onto consumers in the form of higher deposit
rates. The two proxies for relationship lending are never significant.17
16 For loans, the effect is positive and insignificant in the baseline specification. However, dropping the most
insignificant variables, we find a coefficient of 0.738 for market share, with a standard error of 0.368.
17 We also included the long-term business variable in the deposit regressions. It is never significant and does not

affect the obtained results. Another variable that does not appear influential to our results is credit risk. In
contrast to e.g., Gambacorta (2004), we find that it does not affect our loan pricing measures. This is probably due
to the fact that the products in our sample are those provided to the most creditworthy customers.
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Turning to the long-term pass-through regressions, the baseline specification explains
28% of heterogeneity in loans and 53% for deposits. Heterogeneity in the dynamics of
retail rates is for a large part driven by capitalization and liquidity. Liquid and highly cap-
italized banks have a lower pass-through, both for loans and deposits. In other words, the
pricing behaviour of these banks is least tied to market developments. The implied differ-
ences suggest that the effect of liquidity on the loan pass-through is large, even relative to
the already substantial effect of capitalization. This supports one of the basic hypotheses
underlying the bank lending channel of monetary policy transmission, viz. there are cross-
sectional differences in the ability of banks to shield their loan supply from market fluctu-
ations (e.g., Kashyap and Stein, 2000).

Inefficiency has a positive effect on the pass-through, although only marginally for
loans. Efficient banks are tied less closely to market conditions. Market share does not
affect the deposit pass-through. Loan pass-through, by contrast, is the lowest for banks
with large market shares. At first sight, the economic significance, measured by the implied
difference in pass-through between the 25th and 75th percentile bank, seems rather small
(�0.016). The distribution of market shares is, however, highly skewed, indicating that
market power is concentrated in a few banks. The implied difference in pass-through
between the 25th percentile and the bank with the largest market share is approximately
five times as large. The significantly negative effect of market share on long-term pass-
through has interesting macro-economic consequences. In particular, for most of the prod-
ucts in the sample, we reject the completeness of the long-term pass-through coefficient d.
The negative impact of market share on d implies that the average long-run coefficient
tends to be even lower for the major Belgian banks.18

6. Conclusion

Our analysis is concerned with the static and dynamic characteristics of retail bank
interest rates. The particular market under consideration is the Belgian retail bank market.
A first conclusion of the paper is that retail pricing behaviour is characterized by a sub-
stantial degree of heterogeneity. To some extent, such bank-level differences in pricing
are the consequence of market power and bank lending channel effects. On the one hand,
we find that banks with the largest market shares price their products least competitively,
which is supportive of Berger’s (1995) relative market power hypothesis. On the other
hand, both loan and deposit prices of well capitalized and highly liquid banks are least
responsive to changing market conditions, as predicted by the bank lending channel.

Second, for the majority of products in our sample we find that the pass-through is
incomplete in the long run. This conclusion is opposite to many earlier studies (see e.g.,
the overview in De Bondt, 2002). Our analysis provides two methodological improvements
relative to that literature, however. The first is that we take into account the non-standard
distribution of the long-run pass-through. The second improvement is that the point esti-
mates on which we base our conclusions are consistent with heterogeneity at the micro-
level. The finding of incompleteness is reassuring for theoretical banking models that
18 While we measure market share for each product market separately, the largest banks tend to dominate each
individual segment. When computing the average pass-through for the three largest Belgian banks (which
comprise, on average, 65% of total assets), it seems that large banks are prone to lower, rather than higher pass-
through behaviour.
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incorporate non-competitive pricing. With respect to empirical analysis, our results sug-
gest that the incorporation of heterogeneity is important in the quantification of aggregate
effects.

Third, while the adjustment of loans tends to be symmetric, there is some evidence that
deposit rates adjust faster downward than upward. Our non-linear analysis of adjustment
speed suggests, however, that this kind of sign asymmetries is only of secondary impor-
tance. The dominant effects are size-driven for both loans and deposits. We find much fas-
ter reactions of banks’ retail interest rates in case of large deviations from equilibrium
mark-ups, regardless of their sign. This type of behaviour is consistent with theories of
menu and switching costs. Since we find such non-linearities for 12 out of the 13 products
we analyse, this seems to be a quite general feature of retail interest rates.

Finally, we uncover a number of product-related differences in pricing behaviour. On
the liability side, contrary to term deposits and savings bonds, demand and savings depos-
its have the largest mark-downs and are least responsive to changes in marginal costs. On
the asset side, corporate loans adjust both quicker and more complete to changes in money
market rates with a comparable maturity, relative to consumer loans.

Although our approach is applied to the Belgian banking market, some of these results
may pertain to retail interest rate analysis more generally. In view of this, it remains to be
investigated to what extent heterogeneity is important in the assessment of pricing behav-
iour for other banking markets. Our approach can easily be applied to bank-level data for
other countries. Importantly, the apparent effects of heterogeneity for at least some mar-
kets may require to re-evaluate cross-country comparisons. From a methodological point
of view, interesting extensions of our approach may explicitly take into account correla-
tions over banks for a given product (market structure), over products for a given bank
(cross-subsidization), or both.
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