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ABSTRACT
A minimum variance distortionless response (MVDR) beam-

former can be an effective multi-microphone noise reduction strat-
egy, provided that a vector of transfer functions from the desired
speech signal at a reference microphone to the other microphones,
i.e. a vector of the relative transfer functions (RTFs), is known.
When using a local microphone array (LMA) and an external micro-
phone (XM), this RTF vector has two distinct parts: an RTF vector
for that of only the LMA and a single RTF component for the XM,
with the reference microphone on the LMA. Whereas a priori as-
sumptions can be made for the RTF vector for the LMA, the RTF for
the XM must be estimated as the XM position is generally unknown.
This paper investigates a procedure for estimating this unknown RTF
by making use of the a priori RTF vector for the LMA, thereby com-
pleting the RTF vector for use of the MVDR beamformer. It is shown
that such a procedure results in an Eigenvalue Decomposition (EVD)
of a 2 × 2 matrix for a system of M microphones in the LMA and
one XM. The resulting performance is evaluated within the context
of a monaural MVDR beamformer.

Index Terms— Multi-Microphone Noise Reduction, Beam-
forming, MVDR, External Microphone, Relative Transfer Function.

1. INTRODUCTION

In hearing devices, such as hearing aids (HAs) and cochlear implants
(CIs), the use of a multi-microphone noise reduction strategy is es-
sential for preserving a desired speech signal and rejecting unwanted
noise. Considerable attention has been devoted to this issue within
the context of microphone arrays [1], but recently there has also
been an interest in noise reduction strategies that include an exter-
nal microphone (XM) [2–8]. In this paper, the minimum variance
distortionless response (MVDR) beamformer [9] [10] as the multi-
microphone noise reduction strategy is considered.

The MVDR beamformer can be effective provided that a vector
of transfer functions from the desired speech signal at a reference
microphone to the other microphones, i.e. a vector of the relative
transfer functions (RTFs), is known. When using a local microphone
array (LMA) and an external microphone (XM), this RTF vector has
two distinct parts: an RTF vector corresponding to that of the LMA
and a single RTF component for the XM, with the reference micro-
phone on the LMA. A priori assumptions can be imposed on the RTF
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vector for the LMA due to the known, static relative microphone po-
sitions, whereas the position of the XM in relation to the LMA is
typically unknown. Consequently the unknown RTF component for
the XM must be estimated in order to complete the entire RTF vector
for use in the MVDR beamformer.

Such an estimation can be done using the covariance subtraction
or covariance whitening methods [11] as applied to correlation ma-
trices involving both the LMA and XM signals. For instance, the
procedure proposed in [6] uses the covariance whitening method to
estimate the RTF component for the XM, which was consequently
mixed with the a priori (anechoic) RTF vector for the LMA.

This paper investigates an alternative procedure whereby the a
priori knowledge of the RTF vector for the LMA is explicitly used
for estimating the RTF component for the XM. Such a procedure
simply serves to augment an MVDR that has already been designed
for use with the LMA, which could facilitate a practical implemen-
tation. Whether or not a pre-whitening operation is included, it
is shown that this approach leads to an eigenvalue decomposition
(EVD) of a 2×2 matrix for a system ofM microphones in the LMA
and one XM. The performance of the resulting MVDR beamformer
using these estimates, as well as that from a previously developed
method [8] in a monaural context is evaluated through simulations.

This paper is organised as follows. The data model is provided
in Section 2. A review of the MVDR with a LMA and with an XM
is given in Section 3. The RTF estimation methods are discussed in
Section 4. Simulation results are presented in Section 5 and conclu-
sions are drawn in Section 6.

2. DATA MODEL

A noise reduction system consisting of a LMA of M microphones
plus one additional XM is considered. It is also assumed that there is
only one desired speech signal in a noisy environment. In the short-
time Fourier transform (STFT) domain, the received signal at one
particular frequency, k, and one time frame, l, is represented as:

y(k, l) = h(k, l)s1(k, l)︸ ︷︷ ︸
x(k,l)

+ n(k, l) (1)

where (dropping the dependency on k and l for brevity) y =

[yT
a ye]

T , ya = [y1 y2 . . . yM]T are the LMA signals, ye is the
XM signal, x is the speech contribution, represented by s1, the
speech signal in the first microphone of the LMA, filtered with
h = [hT

a he]T , ha is the RTF vector for the LMA (with the first
microphone used as the reference, i.e. the first component of ha

equal to 1), he is the RTF component for the XM. n = [nT
a ne]T

represents the noise contribution, which consists of correlated and
uncorrelated noise. Variables with the subscript “a” refer to the



LMA and those with the subscript “e” refer to the XM.
The (M + 1) × (M + 1) speech-plus-noise, noise-only, and

speech-only spatial correlation matrix are given respectively as:

Ryy = E{yyH }; Rnn = E{nnH }; Rxx = E{xxH } (2)

where E{.} is the expectation operator and H is the Hermitian trans-
pose. It is assumed that the speech signal is uncorrelated with the
noise signal, and hence Ryy = Rxx +Rnn. The speech-plus-noise
and the noise-only spatial correlation matrix can also be calculated
solely for the LMA signals respectively as Ryaya = E{yay

H
a } and

Rnana = E{nan
H
a }. It is assumed that all signal correlations can

be estimated as if all signals were available in a centralised proces-
sor, i.e., a perfect communication link is assumed between the LMA
and XM with no bandwidth constraints and synchronous sampling.

The estimate of the speech component in the first microphone
of the LMA, z1, is then obtained through the linear filtering of the
microphone signals, such that:

z1 = wHy (3)

where w = [wT
a we]T is the complex-valued filter to be designed.

3. MVDR BEAMFORMING

3.1. MVDR with an a priori RTF vector (MVDR-LM)

The MVDR as proposed in [9] [10] minimises the total noise power
(minimum variance), while preserving the received signal in a partic-
ular direction (distortionless response). Considering only the LMA,
the problem can be formulated as follows:

min
wa

wH
a Rnanawa

s.t. wH
a h̃a = 1

(4)

where h̃a = [h̃a,1 h̃a,2 . . . h̃a,M]T is the a priori RTF vector for the
LMA that defines the direction for which the speech is to be pre-
served. h̃a can be based on a priori assumptions regarding micro-
phone characteristics, position, speaker location and room acoustics
(e.g. no reverberation). For instance, it is not uncommon in hearing
devices to assume knowledge of the speaker location [12–14]. The
optimal noise reduction filter for (4) is then given by:

wa =
R−1

nana
h̃a

h̃H
a R−1

nana h̃a

(5)

which will be referred to as the MVDR-LM.

3.2. MVDR with an XM (MVDR-XM)

The MVDR-LM can be simply extended to incorporate the XM into
what is referred to as the MVDR-XM:

min
w

wHRnnw

s.t. wH h̃ = 1
(6)

where h̃ = [h̃T
a ĥe]

T
consisting of h̃a, the a priori RTF vector for

the LMA and ĥe the RTF component for the XM to be estimated.

Similarly to (4)-(5), the solution to (6) is:

w =
R−1

nn h̃

h̃H R−1
nn h̃

(7)

With such a definition for h̃, only a single estimate for the RTF com-
ponent for the XM, ĥe is required (as opposed to estimating the en-
tire RTF vector). In the following section, a previously developed
method and the proposed method (with and without pre-whitening)
for computing ĥe will be discussed.

4. RTF ESTIMATION

4.1. Cross-Correlation Method

As previously proposed in [8], ĥe can be found from a cross-
correlation between an estimate of the speech signal in the first
microphone of the LMA and the speech contribution in the XM.
Using the estimate of the speech signal from the MVDR-LM, i.e.
z̃a,1 = wH

a ya, a mean square error (MSE) problem can be formu-
lated with the XM:

min
ĥe

E{|ĥe z̃a,1 − ye|2} (8)

The estimate for the RTF component for the XM is then (where ∗ is
the complex conjugate):

ĥe,xc =
E{ye z̃∗a,1}
E{z̃a,1 z̃∗a,1}

(9)

4.2. EVD with a priori knowledge

In order to estimate an entire RTF vector, a method is proposed
in [15] whereby, for a given Ryy and a given Rnn, an im-
proved speech-only correlation matrix, Rx,r1 is computed, along
with an improved noise-only correlation matrix, Rn,r1 such that
{Rx,r1,Rn,r1} minimises the cost function:

J = α||Ryy − (Rx,r1 + Rn,r1)||2F + (1− α)||Rnn −Rn,r1||2F
(10)

where ||.||F is the Frobenius norm and α ∈ [0 1] is a weighting pa-
rameter. In other words, Rx,r1 +Rn,r1 should give an accurate ap-
proximation to Ryy and Rn,r1 an accurate approximation to Rnn,
with α placing more weight on the respective approximation. Fur-
thermore, a priori knowledge can be exploited here, such that Rx,r1

should be low rank. Using a rank-1 model for Rx,r1, it is shown
in [15], that Rx,r1 should minimise the following cost function:

J = α(1− α)||(Ryy −Rnn)−Rx,r1||2F (11)

Rx,r1 can then be found from an Eigenvalue Decomposition (EVD)
of the matrix (Ryy − Rnn), where the entire RTF vector can be
computed from the principal eigenvector.

However, for the case where the RTF vector for the LMA is
known, such additional a priori knowledge can also be included on
top of the rank-1 approximation for Rx,r1. Consequently, Rx,r1

can be expressed as:

Rx,r1 = Φ̂x,r1h̃h̃
H = Φ̂x,r1

[
h̃a

ĥe

] [
h̃H
a ĥ∗

e

]
(12)

where now, only Φ̂x,r1, the estimated speech power in the first mi-
crophone and ĥe need to minimise the cost function of (11), i.e. the



estimation problem is reduced to:

min
Φ̂x,r1, ĥe

||(Ryy −Rnn)− Φ̂x,r1

[
h̃a

ĥe

] [
h̃H
a ĥ∗

e

]
||2F (13)

Proceeding to solve (13), an M × (M − 1) unitary blocking
matrix Ba and an M × 1 vector ba are defined such that:

BH
a h̃a = 0; ba =

h̃a

||h̃a||
(14)

where BH
a Ba = I(M−1) and in general Iϑ is a ϑ×ϑ identity matrix.

Using Ba and ba, an (M + 1) × (M + 1) unitary transformation
matrix, T, can be subsequently defined:

T =

[
Ta 0
0 1

]
(15)

where Ta = [Ba ba], TH
a Ta = IM , and hence THT = I(M+1).

As the Frobenius norm is invariant under a unitary transformation
[16], (13) can be rewritten as:

min
Φ̂x,r1, ĥe

||TH ((Ryy −Rnn)− Φ̂x,r1

[
h̃a

ĥe

] [
h̃H
a ĥ∗

e

]
)T||2F

(16)
which upon expansion results in:

min
Φ̂x,r1, ĥe

||
[

K11 K12

K21 K22

]
−
[

0 0
0 Kx,r1

]
||2F (17)

where K11 is an (M − 1) × (M − 1) matrix, K12 an (M − 1) ×
2 matrix, K21 a 2 × (M − 1) matrix and K22 and Kx,r1 are 2 × 2
matrices realised as:

K22 =

[
bH
a 0

0 . . . 0 1

]
(Ryy −Rnn)


0

ba

...
0

0 1

 (18)

Kx,r1 = Φ̂x,r1

[
||h̃a||

ĥe

] [
||h̃a|| ĥ∗

e

]
(19)

From (17), it can be seen that the additional a priori knowledge
of a known h̃a reduces the estimation problem further to:

min
Φ̂x,r1, ĥe

||K22 −Kx,r1||2F (20)

which is that of a rank-1 approximation of the 2 × 2 matrix, K22.
The solution then follows by initially performing an EVD on K22

and extracting the principal eigenvector, kmax = [ka ke]T , corre-
sponding to the largest eigenvalue. ĥe is consequently calculated by
the appropriate scaling and normalisation of the elements in kmax

upon comparison with (19) and hence given by:

ĥe,evd =
||h̃a|| ke

ka
(21)

4.3. Covariance whitening with a priori knowledge

A natural extension to the EVD method previously described is that
of covariance whitening (CW) [11], which involves a spatial pre-
whitening operation followed by an EVD (subsequently referred to

as EVD-CW). The spatial pre-whitening operation is defined from
the noise-only correlation matrix using the Cholesky decomposition:

Rnn = R
1/2

nn R
H/2

nn (22)

where R
1/2

nn is a lower triangular matrix, and R
H/2

nn is its conjugate
transpose. Spatial pre-whitening is then performed by multiplying
the signal vector of interest by R

−1/2

nn . Therefore, the pre-whitened
version of (13) becomes:

min
Φ̂x,r1, ĥe

||R
−1/2

nn ((Ryy −Rnn)− Φ̂x,r1

[
h̃a

ĥe

] [
h̃H
a ĥ∗

e

]
)R

−H/2

nn ||2F

(23)
Representing the pre-whitened version of h̃ as:[

h̃a

ĥe

]
= R

−1/2

nn

[
h̃a

ĥe

]
(24)

pre-whitened versions of the unitary blocking matrix, Ba, vector,
ba, and transformation matrix, T can all be defined such that:

BH
a h̃a = 0; ba =

h̃a

||h̃a||
; T =

[
Ta 0
0 1

]
(25)

where Ta = [Ba ba], TH
a Ta = IM , and hence THT = I(M+1).

The transformed version of (23) is then:

min
Φ̂x,r1, ĥe

||TH ((Ryy −Rnn)− Φ̂x,r1

[
h̃a

ĥe

] [
h̃
H

a ĥ
∗
e

]
)T||2F

(26)
where Ryy = R

−1/2

nn RyyR
−H/2

nn and Rnn = I(M+1), whose form
is identical to that of (16), except that the pre-whitened quantities are
used. Consequently, the estimation problem is reduced to:

min
Φ̂x,r1, ĥe

||K22 −Kx,r1||
2
F (27)

where K22 and Kx,r1 are 2×2 matrices realised as in (18) and (19)
respectively, but replaced with the respective pre-whitened quanti-
ties. Once again, the solution follows from the rank-1 approximation
of a 2× 2 matrix: K22. Performing an EVD on K22 and extracting
the principal eigenvector, kmax = [ka ke]T , corresponding to the
largest eigenvalue, ĥe is initially calculated:

ĥe =
||h̃a|| ke

ka

(28)

following which the pre-whitening operation is undone to achieve
the RTF estimate (where the (M + 1) × 1 selection vector, ee =
[0 . . . 0 1]T ):

ĥe,evd−cw = eT
e R

1/2

nn

[
h̃a

ĥe

]
(29)

5. SIMULATIONS

A LMA with two omnidirectional microphones separated by 1 cm,
with an end-fire positioned speech source 1 m from the array, and
an XM in a room of dimensions 6.9 m x 4.3 m x 2.6 m was consid-
ered. All simulations were performed using the Weighted Overlap
and Add (WOLA) method [17], with a Discrete Fourier Transform
(DFT) size of 512, 50% overlap, and sampling frequency of 16 kHz.
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Fig. 1: (Colour online) Misalignment plots for (a) Real and (b) Imag-
inary parts for ĥe,xc ( ), ĥe,evd ( ), and ĥe,evd−cw ( ).

A perfect voice activity detector (VAD) was also used to retrieve
the signals in the speech-plus-noise and noise-only frames. All RTF
estimates were performed in periods where the speech source was
active. The room impulse responses were obtained using the ran-
domised image method [18] and implemented from [19].

In order to initially evaluate the relative performance of the RTF
estimation methods discussed, an anechoic condition was consid-
ered, where white noise was used as the speech source signal, with
an on-off behaviour dictated by the VAD. The noise field was a white
diffuse noise field generated according to the method in [20]. The
XM was initially placed 35 cm away from the speech source and
instantaneously moved closer to only 9 cm away from the speech
source after 10 s. The relevant correlation matrices were estimated
with an exponential forgetting factor [21], corresponding to an aver-
aging time of 1 s. The misalignment between the true RTF for the
XM, he, and the respective estimate, ĥe, was then calculated in each
time frame up to the Kth frequency bin corresponding to 7125 Hz
(for the real and imaginary parts accordingly) as:

Mis (dB) = 10 log10

∑K
k=1 |he(k)− ĥe(k)|2∑K

k=1 |he(k)|2
(30)

Figure 1 displays the convergence of this misalignment for the three
methods. All methods are able to adapt to changes in the position
of the XM. It can also clearly be seen that the EVD-CW method
performs better than the EVD method without pre-whitening, which
in turn performs better than the cross-correlation method.

In a more realistic scenario, seven sentences separated by silence
from the hearing in noise test (HINT) database [22] were used for the
speech source signal. A diffuse noise field was generated from [20]
using multitalker babble noise from Audiotec [23]. A scenario was
considered for the XM, where it was placed just 26 cm away from
the speech source and an averaging time of 3s was used in the es-
timation of the correlation matrices. The input signal-to-noise ratio
(SNR) at the first microphone of the array was varied and the perfor-
mance of the MVDR-XM using all the RTF estimation procedures
was evaluated in terms of a change in speech-intelligibility-weighted
signal-to-noise ratio (∆ SI-SNR) [24] in relation to the SI-SNR at the
first microphone of the LMA and the short-time objective intelligi-
bility (STOI) measure [25].

Figure 2 and 3 display the results of the MVDR-XM for the
three RTF estimation methods, along with the MVDR-LM and the
XM signal itself for an anechoic scenario and a scenario with a re-
verberation time of 0.25s respectively. Firstly, it can be seen that
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Fig. 2: Performance of the MVDR-LM, XM, and the MVDR-XM
with the various RTF estimates in an anechoic scenario as a function
of the SI-SNR at the first microphone of the LMA.
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Fig. 3: Performance of the MVDR-LM, XM, and the MVDR-XM
with the various RTF estimates with reverberation (T60 = 250ms) as
a function of the SI-SNR at the first microphone of the LMA.

using an MVDR-XM with any of the estimation procedures offers
an improvement over using an MVDR-LM. With respect to the ∆
SI-SNR, in both anechoic and reverberant scenarios, the trend of
an increasing performance from the cross-correlation method, to the
EVD method without pre-whitening and then the EVD-CW method
is observed, which corroborates with the result of Figure 1. A sim-
ilar trend is observed for the STOI metric, although the differences
are not as pronounced. For this particular position of the XM, it
is also interesting to note that at lower input SI-SNRs, the perfor-
mance of the EVD-CW method is better than or at least equivalent
to the performance gained by simply switching to the use of the XM.
However, it should be noted that switching to the XM will result in
a loss of the spatial cues for the speech source. This suggests that
future work should observe the effect of the XM position on the per-
formance of the algorithms. Audio samples for an SI-SNR input of
0 dB can be heard at [26].

6. CONCLUSIONS

A procedure for estimating the unknown RTF component for an XM
using the a priori information of the RTF vector for an LMA has been
developed, thereby completing the entire RTF vector for an MVDR
beamformer as applied to a LMA and an XM. It has been demon-
strated that this procedure reduces to an EVD of a 2× 2 matrix for a
system of M microphones in the LMA and one XM. Simulation re-
sults have also indicated that the method with a pre-whitening oper-
ation would exhibit an improved performance over that without the
pre-whitening operation and a cross-correlation method previously
developed, within the context of a monaural MVDR beamformer.



7. REFERENCES

[1] M. Brandstein and D. B. Ward, Microphone Arrays: Sig-
nal Processing, Techniques and Applications. New York:
Springer, 2001.

[2] A. Bertrand and M. Moonen, “Robust distributed noise re-
duction in hearing aids with external acoustic sensor nodes,”
Eurasip Journal on Advances in Signal Processing, vol. 2009,
2009.

[3] N. Cvijanovic, O. Sadiq, and S. Srinivasan, “Speech enhance-
ment using a remote wireless microphone,” IEEE Trans. on
Consumer Electronics, vol. 59, no. 1, pp. 167–174, February
2013.

[4] J. Szurley, A. Bertrand, B. Van Dijk, and M. Moonen, “Binau-
ral noise cue preservation in a binaural noise reduction system
with a remote microphone signal,” IEEE/ACM Trans. Audio
Speech Lang. Process., vol. 24, no. 5, pp. 952–966, 2016.

[5] D. Yee, H. Kamkar-Parsi, R. Martin, and H. Puder, “A
Noise Reduction Post-Filter for Binaurally-linked Single-
Microphone Hearing Aids Utilizing a Nearby External Mi-
crophone,” IEEE/ACM Trans. Audio Speech Lang. Process.,
vol. 26, no. 1, pp. 5–18, 2017.
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