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Abstract 

This paper provides an update on the neural control of bipedal walking in relation to bioinspired 

models and robots. It is argued that most current models or robots are based on the construct of 

a symmetrical CPG (central pattern generator). However, new evidence suggests that CPG 

functioning is basically asymmetrical with its flexor half linked more tightly to the rhythm 

generator. The stability of bipedal gait, which is an important problem for robots and biological 

systems, is also addressed. While it is not possible to determine how biological biped systems 

guarantee stability, robot solutions can be useful to propose new hypothesis for biology. In the 

second part of this review, the focus is on gait perturbations, which is an important topic in 

robotics in view of the frequent falls of robots when faced with perturbations. From the human 

physiology it is known that the initial reaction often consists of a brief interruption followed by 

an adequate response. For instance, the successful recovery from a trip is achieved using some 

basic reactions (termed elevating and lowering strategies), that depend on the phase of the step 

cycle of the trip occurrence. Reactions to stepping unexpectedly in a hole depend on comparing 

expected and real feedback. Implementation of these ideas in models and robotics starts to 

emerge, with the most advanced robots being able to learn how to fall safely and how to deal 

with complicated disturbances such as provided by walking on a split-belt. 
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Introduction 

Overview of the problem 

Often, the field of artificial generation of biped gaits, the gait synthesis both in virtual 

and physical robots, is inspired by ideas from biology [1]. However, these ideas change over 

time and therefore it is essential to update the knowledge and provide new insights. This is the 

first aim of the current review. In particular, major advances were made thanks to new 

techniques. For, example, optogenetics allows for the selective activation of cell populations. 

These methods are based on a combination of genetics and optics and can be used in the 

behaving (walking animal) by delivering light into selected locations in the brain. The basis of 

the method in the use of light-activated proteins (opsins) inserted in viruses. Such genetically 

engineered fluorescent proteins change their fluorescence when bound to a given 

neurotransmitter such as glutamate. While biology inspires robotics, the reverse is not so 

obvious. However, robots can implement biologically plausible stability criteria and serve as 

physical models to validate the hypotheses about biological motor control. A third aim is to 

extend the field to include gait perturbations, while previous reviews focused on steady state 

gait. It is important to note that biology can inspire engineering design at several levels, related 

to the different levels of insight about the biological mechanisms, building on the distinction 

between biomimetism and bioinspiration [2]. Bioinspiration is defined by the ISO/TC266 as a 

design method based on the observation of biological systems [3]. This approach does not need 

to understand the goals and mechanisms of the biological system. On the other hand, the 

biomimetism does require a deep understanding of the biological system to solve a 

technological problem. The biomimetic approach uses models of biological systems in order to 

transfer these models to appropriate solutions. 
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In previous reviews the work on insects was included as well [4–6] suggesting the 

application of insect locomotion to the design of robots [7]. Here this work is not discussed in 

detail since the focus is on data on mammals in relation to human or robot biped simulations. 

Some excellent reviews on “lessons from biology” are available [6,8,9]. However, an update is 

needed because of new insights and because of the inclusion of gait perturbations, an emerging 

area in robotics, as robots go from the lab to our daily lives and walk around in any environment. 

Following this idea, the paper is structured as follows. In the first place we will review 

the new biological concepts that have inspired robotic walking such as the pattern generators. 

Afterwards, we will look at an aspect of robots that has served to understand human gait: the 

stability criteria proposed for biped robots. Once we have reviewed the normal gait we will look 

at perturbed gait, considering both expected and unexpected perturbations, and the different 

strategies to implement recovery. 

Generation of the biped gait patterns during unperturbed gait 

The spinal locomotor CPG 

In order to understand the neural control of locomotion it pays to look back in evolution. 

As walking vertebrates, we evolved from primitive vertebrates such as the lamprey which use 

undulatory motions to swim [10,11]. These motions were caused by using a rostrocaudal wave 

of excitation along their spinal cord. Hence a first question arises: Is this rostrocaudal gradient 

preserved in mammals such as humans? 

To answer this question, we can look at the next evolutionary step towards quadrupedal 

vertebrates, the development of appendages (fins or legs), which appeared first in the 

elasmobranchs (sharks and rays) some 420 million years ago [11]. The neural locomotion 

networks of the skate Leucoraja erinacea, a well-studied elasmobranch, were found to be similar 
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to those of mammals. However, instead of legs, these animals moved fins in a forward–

backward motion with left-right alternation, that also allows locomotion on land [12]. It is 

indeed known that some fish can walk, and this strongly suggests that mammal CPG circuits 

were already basically present in these marine vertebrates. In this view the human arms and 

legs stem from the paired fins of primitive fish [13]. 

What remained from the rostrocaudal activations in further evolution? In walking 

vertebrates such as humans there is also evidence for rostrocaudal waves in experiments where 

gravity is relatively unimportant, such as in air-stepping [14]. Similarly, in ventral root 

recordings at thoracic levels in the isolated rodent spinal cord during fictive locomotion there 

is a similar wave-like sequence of motor neuron activation [15]. Other species show the same 

phenomenon, for example in the frog where a rostrocaudal traveling wave activates the 

synergies in the proper sequence for locomotion [16]. 

The rostrocaudal activation then had to be translated into motions of legs. The first force 

to be dealt with by these primitive legs was gravity in order to lift the legs from the ground. 

Therefore, flexor pattern generation emerged, presumably first by co-opting primitive swim 

circuits [17]. In the latter work on genetic manipulation of mice, the evolutionary primacy of 

Flexor Pattern Generation was demonstrated by the prevalence of flexor firing in FoxP1MND 

preparations, in which the identity of limb-innervating motor neurons was reverted to a state 

resembling that of motor neurons that direct undulatory swimming in primitive aquatic 

vertebrates. After reversion of motor neuron identity, almost all firing patterns became flexor 

like [17]. 

If flexor activity is the crucial element in locomotion one may expect that flexor centers 

are most closely situated to the main brain structures. Indeed, in the cat or mouse, the flexor 

centers for the hind legs are located rostrally (L1-L3) while the extensor centers are situated 

more caudally (L4-L6). The threshold for evoking rhythmic activity is always lower rostrally, 
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suggesting a closer link with the rhythm generator structures. This is true for chemical 

activation [18–20] as well as for opto-genetic stimulation [21–23]. In the latter study [23], it 

was found that caudal stimulation yielded a lower frequency of rhythmic activity indicating a 

weak link to rhythm generation. In the neonatal rat the key structure for rhythm generation is 

clearly located in the rostral lumbar segment [18]. The emerging picture in the neonatal rodent 

is that the more rostral segments of the lumbar cord can drive the more caudal segments [24]. 

The rostrocaudal gradient for rhythm generation potential was also seen in studies on cat 

scratching, where the pattern-generating capacity of the anterior half of the hindlimb 

enlargement was found to be greater than the posterior half [25]. A similar asymmetric 

distribution of pattern-generating elements in the spinal cord has been described in the turtle 

[26]. 

Where does extensor activity enter the stage? Here one needs to go back to the events 

that took place when fishes became land animals, from lobe-finned fish (sarcopterygians) to 

limbed vertebrates (tetrapods) [27]. Flexion of the limbs had to be complemented by extension 

to support the animal. Hence extensors had to be activated in relation to the load to be supported. 

Load receptors could provide the necessary signals, and these could provide reinforcing 

feedback to the extensors. It is striking that this organization seems to be present in all legged 

walking animals [4], including insects [28]. It seems likely that these events helped shape a 

neuronal extensor center, which could elicit synchronous extension of the whole limb. This 

extension is basically working with gravity at the end of swing, therefore there is less need to 

be activated by a rhythm generator. Once on the ground, the load feedback reinforces extension. 

 This leads to a basic asymmetry because the flexor center is much more tightly coupled 

to rhythm generator circuits than the extensor center. This fits nicely with the rostrocaudal wave 

of activation, described above. 
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This new picture of the CPG was schematically summarized in Figure 1a, based on the 

model presented by Brownstone and Wilson in a study on neonatal mouse spinal cord [29]. 

 

 

Figure 1. Central Pattern Generators of gait: 

a) Model of an asymmetrical CPG as proposed  for the neonatal mouse spinal cord (adapted from 

Brownstone and Wilson [29]). A rhythm generator is thought to send excitatory commands to a flexor 
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half center while sending in parallel inhibition to the extensor half center. When the latter inhibition 

subsides, the extensor center is activated which leads to limb loading in the stance phase. 

b) Model of the human CPG (as based on the model proposed by Ivanenko et al. [30]) containing a 

rhythm generator (RG) and CPG nodes for swing (SWG) and stance (STG), with lumbar (L) and 

sacral (S) levels. There are outputs for flexor (F), extensors (E) and biarticular muscles (FE). The Ia 

and Ib afferents are connected to the swing and stance half centers, respectively. The V2b indicate the 

role of this group of spinal interneurons. This human CPG model, proposed in [30] ,consist of two 

interconnected CPGs, a dominant lumbar (L) one and a second sacral (S) one. These CPGs consist 

each of two parts which are mutually inhibitory (push-pull). One half-center is the swing generator 

(SWG) the other the stance generator (STG). The swing generator controls mostly flexor (F) muscles, 

while the stance generator controls extensors (E). The lumbar CPG is connected to upper leg muscles 

and the sacral CPG is linked to the distal muscles. Biarticular muscles (FE) such as the hamstrings 

receive input from both. These CPGs control various muscle synergies. Simplified one can assume 

that in the step cycle there is a rostrocaudal sequence of activations, starting with the lumbar SWG. 

At onset swing the hip flexors such as Iliopsoas are active (L1-2; synergy 4 in [30]), while the swing 

phase is terminated by activity in hamstrings (synergy 5). The latter activity is also crucial for onset 

stance in conjunction with activity in tibialis anterior (TA) to decelerate the body (synergy 1). During 

stance the ankle extensors are needed as antigravity muscles and for propulsion (S1-2; synergy 2). 

Hence overall a rostro-caudal sequence is seen with the exception of the end swing TA burst. This 

exception is well-understood in human physiology since humans mostly land on the heel and require 

TA to brake the foot landing.  Hence in humans there are 2 bursts in TA, one at onset swing and one 

at end swing: there is an initial burst needed to accelerate the foot upwards. In mid swing the leg acts 

as a pendulum without any need for added TA activation. In animals that have less pendulum swing 

the flexor activity occurs throughout the swing phase, like the cat, mouse or  insects such as the stick 

insect C. morosus [31]. Figure adapted from the human CPG model of Ivanenko et al. [30].   

Triangle-ended lines mean excitatory connections while circle-ended ones mean inhibitory synapses. 

 

Human gait and its control 

While it may be assumed that there are many similarities in the control of gait in mice 

and in man, it is important to include the differences as well. In human overground walking the 

rostrocaudal traveling wave is also present, however it is supplemented by two periods of 

motoneuron activation related to two modules involved in support and decelerations in the 
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loading response in early stance [14,32]. This support module depends on load feedback while 

the deceleration module depends on cortical activation of tibialis anterior, which in humans is 

an important muscle for the smooth landing of the foot after heel strike. Hence overall a rostro-

caudal sequence is seen with the exception of the end swing TA burst. This exception is well-

understood in human physiology since humans mostly land on the heel and require TA to brake 

the foot landing.  Hence in humans there are 2 bursts in TA, one at onset swing and one at end 

swing. These activations can be understood in terms of the biomechanics of the human leg. 

Given the weight of the leg there is an initial burst needed to accelerate the foot upwards. In 

mid swing the leg acts as a pendulum and there is no need for added activation of TA. In animals 

that have less pendulum swing the flexor activity occurs throughout the swing phase, for 

example in the cat or mouse but also in insects such as the stick insect C. morosus [31]. 

The swing stance sequence needs to be repeated, hence the coupling of the swing and 

stance centers to a rhythm generator, as could be borrowed from the swimming animals (fish 

and lamprey CPG). Not only the flexor centers are more closely related to rhythm generator 

circuitry than the extensor centers, they also may be relatively independent for different joints. 

In mice, for example, the individual flexor motor neuron pools can be recruited into bursting 

without any activity in other nearby flexor motor neuron pools [23]. This organization comes 

very close to the unit burst generator model proposed by Grillner [33]. In this model there are 

premotor centra for flexors and extensors for each joint of the leg. These centra can work 

independently or in a mutual inhibitory pair. It is still to be proven that independent bursting is 

functional during normal locomotion. It seems more likely that these “unit CPG synergist 

groups” can in turn be coupled to similar units at different joints thereby providing the 

possibility of recruitment in different orders (forward versus backward locomotion 

coordination). Grillner indicated that these units can possibly be further subdivided [33]. This 

fits well with the data of Hägglund that showed that the bursting could be evoked independently 
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in flexors or extensors by excitatory input (activation of spinal glutaminergic cells) [23]. This 

seemingly contradicts the original half-center model which depends heavily on mutual 

inhibition between flexor and extensor centers. On the other hand, the bursting was observed in 

immobile animals while under natural locomotor conditions it appears that mutual inhibition of 

flexor and extensor motoneurons is indeed an essential feature. It was therefore suggested that 

the mouse CPG has a modular structure [23]. In this view the modules can be combined in 

different ways making it possible to support different gaits (alternating, in phase, backward, 

biarticular double bursting). In particular, gait speed seems to be organized in a modular 

fashion. This came to light with new techniques allowing identification or ablation of selective 

types of interneurons. For example, in mice the different types of gait (walk, trot, bound, gallop) 

were found to depend on different subpopulations of commissural interneurons [34]. 

For humans, as for quadrupedal animals, such as cats and mice, it seems likely that they 

also use a dominant flexor center, closely coupled to a rhythm generator but also linked to an 

opposing extensor center (Fig 1b). The mutual inhibition between flexor and extensor centers 

is the basis of one of the attractive CPG features, namely the “push-pull” mode of operation. 

An extensor center needs to be activated at times when the flexor center is inactive, which is 

readily achieved by having inhibitory connections between the flexor and extensor center. The 

activity of this extensor center could then be suppressed by the periodic activation of the flexor 

center (assisted by the rhythm generator) and driven by the decrease in load feedback that 

reinforces extension (see further).  Flexion arises both from the activation from a flexor rhythm 

generator and from the release of suppression from the extensor center. Evidence for such 

"push-pull" operation of locomotor CPG was obtained by measurements in motoneurons during 

locomotor-like activity in the isolated neonatal mice lumbar spinal cord preparation [35,36] or 

in immobilized decerebrate cats fictive locomotion [37–40]. In [35] it was noted that there was 

a marked asymmetry in the flexor and extensor drives. In particular, when CPGs were activated, 
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the excitatory drive to extensors was much weaker than the one to the flexors. This arrangement 

makes sense in the view that the flexor centers need to be driven mostly centrally while extensor 

centra depend primarily on peripheral feedback [41–43]. All these features are summarized in 

figure 1b, which depicts the spinal locomotor circuitry in humans although it has many features 

borrowed mostly from rodent models (but not completely established for humans yet). 

1) First, following the human CPG model of Ivanenko and colleagues [30], there are 2 

CPG levels in figure 1b, one lumbar and one sacral, both controlling the legs. The first level 

controls mainly upper leg muscles, while the second one the lower leg muscles. According to 

cat studies, these 2 CPG levels are organized hierarchically and it is suggested that the L3-L5 

segments are normally the "leading" ones, i.e., they determine the rhythm of activity in the 

whole spinal hindlimb center [25]. Furthermore, the organization is modular and the two parts 

of each CPG, namely the SWG and the STG, swing and stance generators, respectively, have 

the potential to be rhythmic autonomously. This follows from observations in the neonatal rat 

explored with optogenetic techniques [23]. The idea that there are several CPGs for each limb 

goes back to the idea of unit burst generators as explained above [33]. Each part of the CPG 

controls a set of muscles (either Flexors or Extensors) but a few muscles receive input from 

both, such as the biarticular muscles; see [44]. In Figure 1b the lumbar SWG has a larger symbol 

for oscillations to indicate that normally, according to the Rybak models, only flexor 

populations operate in the intrinsic bursting regime while the extensor populations are usually 

in a state of tonic activity, periodically inhibited by the flexor centers [45,46]. Nevertheless, 

under specific conditions, the STG can produce rhythmicity on its own, independently of the 

flexor rhythm [23]. It is presently unclear what role this extensor rhythm has in a functional 

context. 

2)   Second, the CPG’s in figure 1b are connected to a separated rhythm generator  (for 

review see [47]). A separation of CPGs and rhythm generators was proposed because 

Page 12 of 91AUTHOR SUBMITTED MANUSCRIPT - draft

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



13 

spontaneous deletions (failures) of activity bursts can be either resetting or not [48,49]. The 

lack of rhythm resetting during most of these deletions prompted the idea that these deletions 

were at the level of the pattern generator part of the CPG, not at the RG part [50]. On the basis 

of such evidence it was suggested by Rybak and colleagues and McCrea and Rybak that the 

spinal CPG has a two-level functional organization consisting of a rhythm generator (RG) and 

pattern formation (PF) circuits [49,50]. With the new optogenetic methods available it was 

possible to identify at least one group of neurons involved in rhythm generation [51–53]. Indeed 

in the neonatal mouse spinal cord, glutaminergic Hb9 interneurons have been proposed to be 

part of the rhythm generator system (for review see [29,54]).3) In Figure 1b, the swing 

generators (SWG) are interconnected with a rhythm generator (RG), not to the stance generators 

(STG), leading to an asymmetrical configuration. These asymmetrical features are derived from 

various animal experiments. In premammillary cats walking on a treadmill, it was seen that 

spontaneous deletions occur much more frequently for extensors than for flexors, suggesting a 

weaker drive to extensors [55]. Flexor burst deletions are accompanied by tonic extensor 

activity while flexor bursting continues despite extensor burst deletions [42,55]. In fictive 

locomotion, the results were similar although occasionally there were exceptions (lack of tonic 

extensor activity with flexor deletions [48,49]). The mouse locomotion data further supported 

the picture since flexor and extensor deletions showed asymmetry [56]. While flexor deletions 

were accompanied by sustained ipsilateral extensor activity, the rhythmic flexor bursts 

continued without interruption during extensor deletions. This type of results supported the idea 

of an asymmetric CPG organization [42,43,57]. These finding led to models in which the flexor 

motoneurons receive stronger CPG input than the extensor ones (see e.g. Figure 8 in [35]). 

More generally the concept of asymmetry was part of other advanced CPG model [45,47,56,58–

61]. It is of interest to note that the original idea for an asymmetric CPG, with dominance of 

flexor rhythmicity, actually came from studies on insects [41], For instance, Pearson and Iles 
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(1970) studied the cockroach (Periplaneta Americana) locomotor system [62]. Discharges of 

coxal levator (flexor) motoneurons could be seen to remain rhythmic even in the case of 

deletions of extensor bursts [62,63]. This led to the idea of a flexor burst generator CPG with 

excitatory connections to flexors and suppressive effects on extensors [62,64].  From these 

observations and from those on deletions in the cat arose the general idea of an asymmetric 

CPG model [57], as further developed by Brownstone and Wilson [29] based on 

monosynaptically driven flexors and disynaptically inhibited extensors (figure 1a). In 

particular, the latter authors suggested that Hb9 interneurons in the neonatal mouse could be 

involved in an asymmetric model of locomotor rhythmogenesis through projections of 

electrotonically coupled rhythm-generating modules to flexor pattern formation half-centers. 

4)   In figure 1b the symbol for intrinsic rhythmicity is larger for the swing generator 

than for the stance generator. This is based on the evidence that rhythmicity is always present 

in flexor parts of the CPG while the rhythmicity of extensor circuits is only present under some 

conditions (see [45–47]). 

5) The lumbar CPG (larger in figure 1b) dominates the sacral one [24]. 

6) The SWG and STG are mutually inhibited, presumably through V2b interneurons. 

This is based on the evidence that alternating activity vanishes when these interneurons are 

inactivated (see [47] for review). Opto-genetic evidence also indicates that the mutual inhibition 

between flexors and extensors during locomotion relies on V2b interneurons in the neonatal 

mouse [65,66]. 
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Afferent feedback 

It has been emphasized that the CPG structures cannot be seen in isolation from sensory 

input since, under natural conditions, such CPGs work in close interaction with afferent activity 

during gait [67,68].  

a)  
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b) 

Figure 2. Reflex and afferent information in the control of gait: 

 a)  Gating of reflex pathways by the central nervous system (CNS). The central idea is that the CNS not only 

controls motoneurons (MN) and the connected muscles but also the afferent activity resulting from interaction 

with the environment (i.e. load receptors and Ib afferents from extensors, Ia afferents from hip flexors). This 

efferent control is schematically represented as input to interneurons (IN) although it is known that there are 

presynaptic interactions on the terminals of these afferents as well. 

Figure 2b. Input/output of the CPG in relation to loading of the limb. During the gait stance phase, the load 

signals increase extensor activity and suppress the onset of the swing phase [3,68]. At the end of stance, the 

limb loading decreases and swing can be initiated. A second signal relates to hip angle [69]. At the end of stance, 

the hip extension is thought to assist the initiation of the swing phase using signals from the stretch of hip flexor 

muscles [70].  

 

The interaction is bidirectional. Afferent activity modulates the CPG activity while the 

CPG funnels the afferent activity. These features are illustrated in figures 1b and 2a, b and will 

be discussed here in detail. Although the focus is on human physiology, we also refer to animal 
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work, which was at the basis of some of the features (as previously described by Edwards and 

Prilutski [69] in their figure 9.9): 

1) During stance, the load receptors input resulting from contact with the ground is, 

undoubtedly, the most important feedback (figure 2b). This is true for humans [70], as it is for 

the animal models [4,68]. In mammals, cutaneous receptors on the foot sole may be important 

as load receptors [41]; nevertheless, a main role is attributed to force sensors in muscles, the 

Golgi tendon organs with Ib afferents. Reflex pathways from the Ib afferents involve inhibitory 

connections in the resting state [71]. However, it was shown that the effects are excitatory 

during gait conditions [72]. These latter findings were confirmed by another group [73]. The 

switch from inhibitory to excitatory feedback is discussed below (see point 3)). In humans, 

some evidence for the suppression of inhibitory Ib actions during gait was obtained as well 

[74,75].  

  2)  An important feature presented in Figure 1b is the Ib positive (reinforcing) feedback 

connection to the stance generator (STG). When there is extra loading during stance, the support 

phase needs to be prolonged and the onset of swing delayed. This was observed in the walking 

premammillary cat [72]. Later cat work demonstrated rhythm entrainment and resetting effects 

[76–79]. 

In humans some evidence is available as well. In infants, it was shown that sudden 

loading of the leg prolongs the stance phase and delays the next swing phase [80,81]. More 

continuous loading in adult humans had a similar effect [82]. Experiments with unloading 

during gait provided further evidence for facilitatory Ib effects to continue stance, a positive 

force feedback. In the study by Grey et al (2004) [83] a rapid plantar flexion perturbation was 

applied to the ankle during the stance phase. The EMG of the ankle extensor soleus began to 

decline approximately 52 ms after the unloading perturbation, even when an anesthetic nerve 

block eliminated cutaneous input. It was argued that load feedback from Ib afferents of the 
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soleus was the most likely source of muscle activity during the stance phase of human walking 

[83]. 

3)    So far, the CPG has been considered to be regulated by afferent input. However, 

this is a too simplistic view, as emphasized by Pearson in 2004 [67]. Indeed, the CPG affects 

afferent transmission (see output from STG inhibiting the inhibitory pathways of Ib and 

cutaneous afferents in figure 1b; figure 2a). Hence the better proposal is that there is a 

bidirectional interaction between CPG and afferent input (also proposed by Cohen in 1992 

[84]). This fits well with recent proposals about the feedforward action of the CPG in motor 

control models, for instance in [85], the CPGs generate oscillatory signals more to assist the 

sensory information decoding rather than to produce feedforward motor commands. At the end 

of the stance phase there is a facilitation of afferent input which induces the swing phase (figure 

1b). Inversely, at end swing the sensory input related to limb loading is facilitated. These actions 

can explain the phase-dependent reversal seen both in cat [41,86] and in man [87,88]. While 

the reversal is well-documented (see further) it is admitted that the connections shown in the 

figure are hypothetical and need to be confirmed. They are partly based on similar schemes of 

Büschges and Manira [68] and of Pearson and Ramirez [89]. 

In humans it is even more difficult to prove these connections, although the phenomenon 

of reflex reversal is well-documented [87,88]. For example, the stimulation of cutaneous input 

from the foot sole leads to flexion in early swing but leads to extensor reflexes and flexor 

suppression at end swing and onset stance[87,88]. The CPG has an element of feedforward 

control since the inhibition of one generator is followed by post-inhibitory rebound, a process 

which Sherrington in 1913 [90] described as “successive induction”. In humans and cats, the 

release of inhibition of the STG presumably results in extensor EMG activity even prior to 

touchdown near the end of swing, in the so-called E1 phase, another convincing example of 

feedforward control [6,91]. 
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In figure 1b it is suggested that the STG part of the CPG inhibits the afferents. This is 

partly speculative but there is some indirect evidence both from cats and humans. From the cat 

work it is known that excitability in cutaneous afferents is phasically modulated during the step 

cycle during fictive locomotion, when only CPG action can explain the results [92]. In humans 

there is clear evidence for phase-depending modulation of cutaneous afferents but there is no 

proof that the CPG is involved  [87,88,93,94]. For Ib afferents it is again the cat work that 

provided the best evidence for modulation by the CPG [95]. In spinal cats injected with 

nialamide and L-DOPA, it was possible to evoke spontaneous fictive locomotion, during which 

stimulation of ankle and knee extensor group I afferents evoked oligosynaptic excitation of 

extensor motoneurons, rather than the "classical" Ib inhibition [96]. Similar results were 

obtained using clonidine to evoke fictive locomotion [97]. In humans it was shown that Ib 

inhibitory reflexes are suppressed during the stance phase of gait [74] or during loading, while 

facilitatory responses are evoked during gait [75]. 

4) At the end of stance the leg load diminishes and the suppression of the flexor center 

is relieved, thereby starting the swing phase, [4,43,67,91,98,99]. This is a process of 

disinhibition related to the removal of suppression of the SWG by the STG. The unloading is 

brought about by the extension of the hip but in addition some proprioceptive signal from the 

hip facilitates the onset of swing [100]. Indeed, later work showed that stretch of hip flexors 

facilitates the onset of swing [101] and the Ia afferents are the most likely contributors as 

detailed in [4]. These hip flexor afferents affect not only the levels of the motoneurons and 

pattern generators but also the rhythm generator level (figure 1b). Again, this is based on cat 

studies, showing in this case that entrainment of the rhythm is possible with manipulation of 

hip afferents [102,103]. For humans, the best evidence is from neonates as they lack a fully 

developed descending input from the brain. Indeed, in infants, hip extension induces locomotor 
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movements [81]. In addition, in humans with spinal cord injury it was shown that stimulation 

of thigh afferents improved locomotor output [104]. 

Summarizing, proprioceptors (Ib and Ia afferents) play a key role in shaping the 

locomotor output in mammals, including humans. Work on transgenic mice has confirmed this 

picture [105]. In this latter study on Egr3 mutants (Early growth response protein 3, related to 

the regulation of biological rhythm)  it was found that Group Ia/II from muscle spindles have a 

dominant effect on shaping the activity of flexor muscles, while Ib and group Ia/II are important 

for the patterning of extensor bursts (for an extensive review of this work see [106]). In the new 

flexor-dominated architecture of the CPG the extensor-center has limited capacity to produce 

intrinsic rhythmic activity. Rather the rhythmic extensor bursts originate from afferent feedback 

related to loading and from release of inhibition from the flexor center. This new notion fits 

well with the observation that the flexor burst is rather constant and that variations in speeds 

are achieved by changing the duration of the extensor phase [45,91]. In the light of these new 

insights it can be stated that locomotion is basically a periodic interruption of standing, whereby 

there is mainly a need for the periodic activation of flexors while extensors rely mostly on a 

mixture of load feedback from sensors and supraspinal facilitation. 

Finally, a word of caution is needed. While for humans there is ample indirect evidence 

for a contribution of spinal CPGs [107], one should not overlook important differences. Bipedal 

gait in humans is slow to develop as it requires an upright posture, based on input from 

descending pathways [6,108]. Hence the contribution of descending input (Figure 2b) is likely 

to be especially important for human gait. Finally, as human gait is usually alternating, one 

needs to take into account the interlimb inputs as well (Fig 2b; see [106,109] for review). 
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Asymmetrical CPG model 

So far, most biped gait models based on CPG assume a symmetrical one with equal 

flexor and extensor parts. However, this situation is no longer valid. Recent physiological 

findings favor instead asymmetric models [43,110]. Based on animal data, Pearson and 

Duysens introduced a swing generator model [57]. In essence, this swing generator (or flexor 

burst generator) is tightly coupled to the rhythm generating system of the CPG (see figure 1b). 

The extensor generating neurons are activated by sensory feedback (especially from load 

receptors) and by a release of inhibition from the flexor burst generator [4,55,67,70,72]. In this 

new notion of CPG, the flexor circuits play a dominant role. The original support for this notion 

came from observations on the output of the CPG in various mammalian preparations such as 

cat or mouse. Flexor or extensor bursts can rarely occur without activation of their antagonist 

burst (deletions). Flexor burst deletions are accompanied by tonic extensor activity while 

instead flexor motor neuron bursting continues to occur during extensor burst deletions [55,56]. 

The evolutionary primacy of flexor pattern generation was confirmed with other techniques as 

well [17]. Not surprisingly, these new data have led to a change in the most advanced models 

of the CPG [45–47].  

In the new flexor-dominated architecture of the CPG the extensor-center does not 

normally produce intrinsic rhythmic activity. Rather the rhythmic extensor bursts originate 

from a release of inhibition from the flexor center.  

Brainstem 

The new view of the spinal CPG comes in parallel with new insights about the role of 

the brainstem in the neural control of locomotion. Basically, the circuitry in the spinal cord 

allows for periodic flexion and extension of the legs and it has been argued that this circuitry 

could serve locomotion in various directions [111–113]. This was confirmed by work on 
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decerebrate cats with epidural stimulation of the spinal cord. The animal’s walking direction 

adapted to changes in treadmill direction, indicating that the sensory input changes were 

sufficient to adjust the locomotion mode [114]. Under natural conditions it is possible to 

hypothesize that this sensory bias is supplemented by descending commands from the brainstem 

[111]. In cats the evidence for this brainstem control was only obtained for one type of gait 

(forward gait), which depends on commands originating from the mesencephalic (or midbrain) 

locomotor region (MLR), as was shown originally by Shik et al., (1966) [115]  and confirmed 

by others [114]. However, in recent years the role of the MLR has proven to be more complex 

than was suggested in earlier studies. The type of electrical stimulation, as used in the original 

studies [115] was rather crude as it recruited a number of cell populations. In recent years it 

was possible to make more selective activations or ablations and a new picture emerged (Figure 

3a). 

In mammals, the MLR consists primarily of the dorsally located Cuneiform Nucleus 

(CNF) and the more ventrally situated pedunculopontine nucleus (PPN). Both areas are 

involved in slow speed locomotion, but CNF specializes in producing high speed gaits (as used 

in flight from a danger). The MLR contains 3 types of cells, namely glutamatergic (both in CNF 

and PPN, see figure 3a), GABAergic, and cholinergic cells [116].  

Glutamatergic PPN neurons were seen to play a role in slow exploratory locomotor behavior 

[117] and these cells probably correspond best to the ones primarily stimulated electrically by 

Shik [115]. They receive input from basal ganglia nuclei, various midbrain sensory-motor 

nuclei and the motor cortex. In contrast, stimulation of the MLR GABAergic population caused 

cessation of locomotion and it was suggested that these cells are involved in freezing and fear-

related behavior [118]. These neurons receive input from limbic centers (amygdala, 

periaqueductal gray). 
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a) 
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b) 

Figure 3: 

a) Schematic presentation of the various subpopulations and their function in MLR (mesencephalic locomotor 

region). 

Under the control of the emotional motor system, the glutamatergic (GLUT) CnF (Cuneiform Nucleus) initiates 

and accelerates locomotion. These cells are linked to escape and flight reactions, as shown by the link with the 

Amygdala (AMG) and the periaqueductal gray (PAG). In the pedunculopontine nucleus (PPN) there are 3 

groups of cells: 

i. Glutamatergic PPN regulates slow-walking gaits; 

ii. Cholinergic (Ach) PPN modulate speed and; 

iii. Gabaergic (GABA) are responsible for gait termination.  

The first 2 are part of the cognitive motor system (with input from the motor cortex) while the GABA part is 

responsible for freezing responses (emotional motor system). MLR receives input from the subthalamicus 

nucleus (“subth”) and projects to RF (Medullary Reticular Formation) and from there the reticulospinal fibers 

descend to the CPGs (central pattern generators). Based on text from [119,120]. CBL: cerebellum. Load 

feedback is represented by Ib afferents. 

b) Basic circuitry of the startle reflex. The nc gigantocellularis in the caudal and ventral part of the nucleus 

pontis caudalis receives input from various sensory sources and is involved in producing startle [121,122]. 

Adapted from  [123]. 

 

Speed is another important variable to be controlled. In quadrupeds the slow speeds 

result in alternating gaits (walk and trot) while fast speeds result in gallop and bound (escape 

behavior). As mentioned above, the CNF is the part of MLR specialized in fast gait, in particular 

the Glutaminergic neurons (GlutNs) in that region. In contrast, slow gait depends on GlutNs in 
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both of these regions (CNF and PPN). Other methods have confirmed and extended these 

findings. Using chemical stimulation, it was found that there is a topographical organization of 

the MLR. 

For example, Sherman and colleagues found that there is an important difference 

between the ventral and the dorsal MLR [124]. Chemical stimulation of the dorsal MLR 

(including the CNF) induced walking, whereas stimulation of the ventral MLR caused standing 

and cessation of gait. 

Gait termination 

The termination of gait can be seen in three types of conditions, namely goal completion, 

fear and startle [125]. Termination of locomotor activity is a distributed function in the 

brainstem. At the midbrain the ventral MLR is concerned [124] (see figure 3a). 

At the lower brainstem (pons and medulla) there is a contribution of the nucleus 

Gigantocellularis (Figure 3b). This structure is involved both in startle and gait termination. For 

the present review it is the startle stopping that is very relevant since it is a reaction to an 

unexpected perturbation, as can occur for robots as well. Such events lead to visual, auditory or 

somatosensory activations, all of which can influence the nc. Gigantocellularis as part of the 

medullar reticular formation (Figure 3b). It typically results in a brief interruption of ongoing 

gait [126]. In the section on perturbations several examples will be given of startle-like 

coactivations. As seen in Figure 3b, the three modalities project to the giant neurons in the lower 

pons (auditory over the cochlear nucleus, visual over the colliculus superior and somatosensory 

over the principal trigeminal nucleus for face input).The two levels (midbrain and pons) 

involved in stopping, are connected (Figure 3a). The reticular formation in the Rostral Medulla 

and Caudal Pons (with the nc Gigantocellularis) has been studied in detail in mice using new 

techniques, including optogenetic activation. Recently, a genetically identified group of V2a 
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brainstem cells in mice was described as halting locomotion when activated optogenetically 

[127]. In other studies, it was shown that freely moving mice briefly stop walking when 

stimulating GABAergic cells in the pontine reticular formation [118,128]. These brainstem 

GABAergic cells project to the intralaminar thalamic nuclei (IL) and through this relay they 

can affect the cortex, more specifically, the frontal areas. These projections can ensure a 

complete transient interruption of ongoing behavior [128]. The lower brainstem, which receives 

input from the colliculus superior and the MLR [125], is also linked to higher centers in the 

brainstem. Hence, the new picture of the MLR is that it is heterogeneous and does not only 

control the onset of locomotion but also its termination by controlling the stop cells in the lower 

brainstem (Figure 3a). 

This picture in mammals fits with recent observations made in invertebrates. For 

example, in lampreys Juvin et al. [129] found the so called “stop cells”, a population of 

reticulospinal neurons that are activated at the end of a locomotor bout. These cells can be 

stimulated pharmacologically (using D-glutamate) and this stops ongoing swimming. In 

contrast, inactivation of the same cells impairs fast stopping. Hence across very different 

species it seems that “stop neurons” represent a glutamatergic descending pathway that favors 

locomotor arrest [130]. These reticulospinal cells are in turn controlled by the MLR, both in 

mice and in lamprey. In addition, as illustrated in Figure 3a, both the MLR Cuneiform Nucleus 

and the Gigantocellularis nucleus in the brainstem are connected to a “fear induced freezing 

circuit” including the amygdala and the midbrain periaqueductal gray (PAG) [131]. It is thought 

that such system could cause a brief freeze followed by a fright/flight reaction or described as 

“fast run following immobility” in [132]. 

How are these circuits affecting spinal cord neurons? Experiments with chemical 

stimulation throw light on this issue [124]. These authors studied the connections with the spinal 

cord. Their data indicate that flexor and extensor muscles were influenced by two separate 
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neural circuits. One, which they termed an “extensor circuit” that regulates posture (mainly 

limb extensors) involving projections from the SNc (substantia nigra pars compacta) to the 

ventral MLR, a region also involved in termination of locomotion.  The other, termed “flexor 

circuit”, is essential for locomotion and is connected to the dorsal MLR. Again, this situation is 

consistent with the flexor centers being central to the generation of CPG activity. 

The control of gait termination is important not only for humans but also for robots, 

especially when facing large perturbations. For example, it was found that stopping can be 

beneficial under certain conditions for robots. In one advanced robot, large instabilities were 

used to trigger a “stop walking reflex”, involving a stop and a crouched posture, as is seen in 

humans in the startle reflex [133]. This “reflex” prevented the robot from falling. 

CPG and robotics   

Up to date, one of the most successful biomimetic models in the field of legged robots 

is the Central Pattern Generator (CPG). Such CPGs have originally been proposed for the cat 

[134] but they can be found in other species [135] and there is evidence for CPGs in humans as 

well [107].  Hence not surprisingly, many gait models include a CPG notion [136–148] and it 

was argued that the addition of a CPG helps to stabilize gait against perturbations [140]. 

Dzeladini et al. (2014) came to the same conclusion and they emphasized that CPGs offer the 

advantages of combining feedforward and feedback mechanisms, an essential feature in human 

motor control [149]. Furthermore, it is noteworthy that the idea of separate swing and stance 

generators (Fig 1b) was implemented in the latter model [148]. 

Nevertheless, there have been biped walking robots and models without CPGs. It is 

possible to implement a  “feedback based locomotion” without the need of a CPG [150–152], 

although recently it was admitted by some of these authors that addition of a CPG could be 

beneficial to their models [153]. On the other hand, some CPG-based models claim that stable 
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locomotion can be produced even with a large reduction in feedback activity [149]. A good 

reason to include a CPG in the models is that it allows the easy implementation of speed 

changes. In one of the earliest models the speed issue was solved by adding a tonic supraspinal 

drive [136,154]. From the cat work it is known that, depending of the intensity of the electrical 

stimulation applied to the mesencephalic locomotor region during locomotion, it is possible to 

produce gait at various speeds [115]. Hence this is an example how a spinal CPG can be 

controlled simply by one descending type of command, as initially proposed in the model of 

Taga [136,154]. Moreover, it is very interesting to see how the CPG can also be used to elicit 

the recovery responses by means of phase changes of the CPG, such as phase resetting (see 

further). The combination of reflex responses to modulate CPG phase in order to adapt to the 

environment or react to perturbations was previously described in different invertebrate and 

vertebrate preparations [155,156]. 

There are two aspects in the CPG that are very important for its implementation that will 

be discussed in the text. First, the role of CPG as a local “internal model” of a rhythmic task, 

such as gait [85]. Second, in biped gait, there is a need to integrate information from different 

sources to maintain stability, hence the need for extra control systems.  In contrast, in 

multilegged animals, CPG’s have a more prominent role or even become the center of the 

locomotion control  (such as in  insects [6]). For an in depth review of the differences between 

human and quadrupedal gait and reflexes see [109]. 

There are many models of locomotion that use the CPG to generate gaits in robots and 

there are good reviews about this topic [6,139,157]. From a robotics perspective, a CPG is a 

non-linear oscillator or combination of oscillators that provide autonomously a rhythmic output 

pattern. The inputs to the CPG can turn the oscillations on and off, change its frequency and 

phase (including phase reset) or even change some of the parameters of the oscillators. These 

oscillators solve the problem of generating or synthesizing cyclic joint trajectories in real-time. 
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When there are two or more legs with multiple degrees of freedom that have to be coordinated 

it is possible to couple the oscillators, so they have a certain phase lag and provide interlimb 

coordination. Moreover, when the robot has to move in unstructured environments with 

continuous variations of the speed, direction, and locomotor behavior [158,159] the motion of 

the legs follows stereotyped patterns with small variations from cycle to cycle related to the 

adaptation or entrainment with the environment, provided by the sensory feedback to the CPG 

[160]. 

From an engineering perspective, the CPG presents interesting properties, such as 

distributed control with fast control loops, capability to solve redundancies, disturbance 

rejection and modulation of locomotion with simple control signals [161]. These properties 

stem from the double nature of CPG. On the one hand, it can generate a pattern autonomously 

while on the other hand it can be modulated both by sensory inputs and by descending 

commands. One of the properties of the CPG models is to exhibit limit cycle behavior and 

produce stable rhythmic patterns. When there is a small perturbation that takes the system out 

of the nominal limit cycle but within the basin of attraction, the system returns to its rhythmic 

behavior thus providing robustness against perturbations. The artificial CPG, as its biological 

counterpart, has the advantages of robustness in the generation of patterns and can produce 

coordinated patterns of rhythmic activity while being modulated by control parameters 

[162].These properties are usually formulated as mathematical models and make CPGs very 

useful building blocks to implement locomotion controllers of biped walking machines 

[163,164]. 

The major problem in the use of CPG in robotics is the definition of the oscillator 

parameters, due to the non-linear behavior of the system and the frequent coupling between 

amplitude, frequency and phase. It is difficult to tune the CPG parameters of the robots. The 
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techniques range from manual tuning to parameter optimization, using criteria such as a 

minimal energy consumption or maximal speed [165]. 

The implementation of CPGs in robots should consider the new level of understanding 

of the biological CPG structure and the interaction with sensory information and descending 

inputs from the central nervous system, in particular, the CPG asymmetry. 

In conclusion, it is clear that there are plenty of examples of an application of a 

biological mechanism that was not completely understood, and the application was used 

differently in simulations and robotics. 

Sensory control of unperturbed gait in models and robots 

Not only is the notion of CPG now well-integrated in most model studies, there is also 

a lot of attention given to sensory input during gait, including descriptions in several detailed 

and recent reviews of the physiology [6,8,109]. Hence only a brief account is given here with 

emphasis on new data. A first distinction needs to be made between local and global control, a 

distinction that has only rarely been implemented in models, for an exception see [151]. This 

distinction is important, but implementation is often difficult since some afferents provide both 

local and global feedback [166].  The contribution of various receptors (tactile receptors, muscle 

spindles and Golgi tendon organs) to load feedback in stance has been extensively described by 

different research groups [4,8].  

The work in previous reviews was mainly focused on data from the cat. While humans 

and cats (and other mammals) share similar neural structures for locomotion control, there are 

a few relevant differences. Probably, the most important difference is related to the control 

requirements imposed by bipedal gait stability that is very different from quadrupedal gait 

stability. The increased complexity of bipedal gait stability is associated to a larger involvement 

of higher nervous system centers in the control of gait. Therefore, the focus of the present 
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review is on humans along with an overview of the progress made in implementing the insights 

from physiology. Since the work of Frigon and Rossignol in 2006 [8], there have been many 

examples of models that incorporated some of these feedback features in simulations [167,168] 

or in real robots [140,152]. 

Stance 

Role of Ia, II afferents. Position, speed feedback. 

A first candidate for proprioceptive feedback during stance is provided by the Ia or 

group ll afferents from the spindles in extensor muscles that provide, respectively, information 

about the rate of muscle length change and muscle length. When extensor muscles are stretched 

because of the weight-bearing at early stance, this local reflex prevents further lengthening by 

contracting the agonist muscle. The evidence that this is an important element in normal human 

walking is limited. Some groups estimated that, in the cat, a large percentage of the EMG of 

ankle extensors during stance is derived from this type of spindle feedback, up to 30-60% of 

EMG in [169] but others believe that it is relatively unimportant in humans [170]. The latter 

group showed that unloading the ankle led to a major reduction in EMG amplitude, even after 

blocking the transmission in Ia afferents that carry information about the rate of change in length 

[83,171]. This suggested that these Ia afferents did not contribute importantly to soleus activity 

during the stance phase of unperturbed gait [171]. In contrast, most experiments suggested a 

more important role for Ib afferents, that provide information about the muscle force from the 

Golgi tendon organs [83,172]. In the paper by Grey et al (2004) it was argued that length 

feedback is less important than load feedback for soleus muscle activity during human walking 

[83]. 
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Role of Golgi tendon organs. Force feedback. 

As explained above, the basic idea from the cat work is that during the stance phase the 

load feedback from ankle extensor muscles activates the extensor part of the CPG and 

suppresses the flexor burst generator [72]. At the end of stance the leg load diminishes and the 

suppression of the flexor center is relieved, thereby starting the swing phase [4,43,67,91,98,99]. 

It was suggested to use these insights in gait models [1,6,9] and it is gratifying to see that  there 

are now many models using some type of force feedback both in quadruped [9,173–175] and 

in biped models [167,176–179] as well as in exoskeletons [180].  These models range from 

those that used only the inhibitory pathway [177], to others that used both inhibitory and 

excitatory connections [178] and some that use primarily positive force feedback [179]. In some 

recent models the feedback system worked so well that, initially, a CPG was not deemed 

necessary [179]. However, pure reflex models have difficulty explaining the changes occurring 

at different speeds. Indeed, it was shown that including a CPG in such cases improved the 

models dramatically as explained above [149]. Interestingly, the added CPG contained a 

feedforward component, in agreement with the model proposed by Kuo [85]. In this CPG model 

the feedforward component predicts the sensory feedback. This approach has a physiological 

basis and it reconciles two opposing views in motor control theories. On the one hand, the 

equilibrium point theories can easily integrate a CPG as a neural structure modulating the 

muscle activity [181]. On the other hand, the CPG, as an autonomous oscillator predicts the 

expected leg behavior acting as a local internal model of the task.  

Some of the models mentioned above include an inhibition of the flexor center of the 

CPG by load feedback, e.g. for quadrupedal gait see the model of Fukuoka [175]. Finally, these 

concepts, borrowed from biology, are entering the realm of biped robots and some of them have 

load sensors to mimic Golgi tendon organs [140]. In this “neurorobotic” model the positive 

force feedback was one of the key features. This is in sharp contrast to the early attempts at 
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modeling, where feedback from stretch reflexes dominated [182]. Even in this case, it was 

realized that some type of extensor reinforcing feedback was needed as well and it was provided 

by input from the vestibulospinal reflexes [182]. 

Stance to swing transition 

At end stance there is not only unloading of extensors but also stretch of hip flexors. 

There have been quite a few examples of models and real robots using hip position or stretch 

as feedback signals [138,152]. Other models use primarily velocity of hip angle as feedback. 

For example, Verdaasdonk and colleagues simulated a semi- passive dynamic walker coupled 

to two CPGs controlling two hip actuators, one for each leg,  and showed that delayed feedback 

of the angle and angular velocity of the legs helped in reaching a resonant state of CPG 

activation with optimal energy characteristics [176]. 

In summary, in robots and models the reflex-based gait control should take into account 

two important sources of afferent input: load receptors and hip afferents. The most important 

control involves signals about the loading and unloading of the limb. During the gait stance 

phase, the load signals increase extensor activity and suppress the onset of the swing phase 

[4,72]. At the end of stance, the limb loading decreases and swing can be initiated. A second 

signal relates to hip angle [102]. At the end of stance the hip extension is thought to assist the 

initiation of the swing phase using signals from the stretch of hip flexor muscles [101]. When 

both hip afference and unloading signals were compared in models, either of cats [9,173] or of 

humans [183], only the unloading rule allowed the models to produce more robust walking. 

Swing phase 

An important notion for gait models is that the swing phase is not a uniform phase but 

consists of sub-phases [184,185]. Lifting the leg to provide foot clearance is but one aspect. 

Foot placement during touchdown is a crucial event. If the foot is placed too far forwards, then 
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braking is too strong while if the foot is placed too far backwards, there is no adequate 

propulsion in the next phase. Hence it may be too simplistic to consider swing or stance as 

uniform entities. In models, it seems convenient to have separate systems or synergies for the 

various phases [186].  

Such subdivision has a physiological basis. For example, in the respiratory system it is 

known that the generator for inspiration consists of separate groups of neurons for the initiation 

and maintenance of inspiration [187]. In particular, a distinction is made between early-

inspiratory neurons and late-E, late-expiratory neurons. This construction helps explaining 

some well-known reflexes as the Hering-Breuer reflex in which stretch receptors in the lung, 

thus sensitive to lung expansion, terminate the inspiration at the right moment, and not at 

another part of the cycle, when a different part of the generator is active.  

During gait, the transition from flexor to extensor activity can be precipitated by foot 

contact but normally, the transition can be seen well before foot contact in what is termed the 

first extension phase (E1), the last part of the swing phase. Moreover, this can occur without 

supraspinal input. In spinal cats the extensor muscle activity was activated well before foot 

(paw) landing and able to produce enough force to support the body [86]. The signals needed 

to switch are likely related to hip flexion but the precise origin for the control of the swing-to-

stance transitions is currently unknown [188]. Possible candidates are the hamstring 

proprioceptors acting as hip extensors since their spindle Ia afferents are activated during the 

flexion phase of swing by flexion at the hip in conjunction with extension at the knee [189]. 

There is empirical evidence showing that these hamstring proprioceptors contribute to 

some of the hamstring activity in this part of the swing phase. Hamstring spindles are 

lengthened at the end of swing (in the first extension phase) and the EMG in these muscles is 

largely due to stretch reflexes [190–192]. It is a functional feedback loop since faster speeds 

need a stronger activation in this period. Since faster speeds mean faster stretch the result is an 
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increase in activation with speed. Moreover, hamstrings are hip extensors needed for stability 

in early stance co-contracting with hip flexors. This appears as spring-like behavior and, in fact, 

modeling hamstrings as biarticular springs proved to be very successful [193]. The latter model 

demonstrated that ground clearance, leg retraction, reaching the desired angle of attack and 

preventing knee hyper extension can largely be achieved using biarticular springs tuned semi-

passively. Some other models also use hamstrings length feedback in swing successfully [179].  

In models, it is common to postulate an anterior extreme angle or anterior extreme 

position to control the transition. The idea of an Anterior Extreme Position from hip signals, 

introduced by Cruse [194] was used in derived models [140,151]. Others are inspired by insect 

models and use local feedback as a main driving force without the need for assistance by CPG 

input [151]. 

The final phase of the swing, just before footfall, is particularly important in humans 

because, due to the foot anatomy, an uncontrolled heelstrike would lead to a sudden drop of the 

foot flat on the ground, named “foot slap”. Instead, in healthy people, a smooth foot landing is 

performed. The available evidence indicates that for this sensitive action the role of supraspinal 

centers is essential, in particular the corticospinal pathway [195]. In this phase, the reflexes 

from various sources show phase-dependency because they are actively suppressed as if to 

avoid perturbation of landing [196]. 

Phase-dependent modulation in models and robots 

An important element of feedback during gait is that one needs to control that feedback, 

depending on the phase of the step cycle. For example, a stretch reflex in soleus during stance 

is meaningful but not during swing [197]. Frigon and Rossignol [8] described how various 

models came very close to the cat physiology, in particular, the models of Taga [154,160] and 

of Paul [178]. However, they also pointed out that there was not much progress in implementing 
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the feature of phase-dependent modulation of reflexes. In particular, the models without CPG 

suffered from this omission. From the physiology it is known that feedback pathways depend 

heavily on the phase of the step cycle not only in cats [57,198] but also in humans 

[87,88,94,197,199,200]. This feature is very important as it guarantees that reflex actions are 

appropriate for the phase of the cycle (i.e. a flexor reflex is fine in early swing but not at end 

swing when the foot is ready to be placed). This type of modulation depends either on spinal 

CPGs or on supraspinal influences [195]. In a later section the topic of gait perturbation is 

considered and again, the importance of the phase dependency of reflexes will be demonstrated. 

Generation of robotic biped gait: stability criterion. 

The generation of biped gait in robots is a major engineering challenge. Current biped 

robots are still far from their biological counterparts. Up to date there are many bioinspired 

solutions but only a few can be considered fully biomimetic. The field is so active that there 

have appeared tools to develop neuromechanical models that can be used to design robot 

controllers in a biomimetic fashion [201]. There are several control agents that should be 

considered in the design of a biped robot controller (see figure 4). Note that the center of the 

motion planning consists of a layer of rhythm/pattern generation (CPG-like) and a layer of step 

planning (equivalent to the motor cortex planning activity for foot placement, see above). As 

we have seen in previous sections, the CPG was proven to be a useful tool to generate 

coordinated step patterns with a certain level of adaptability to environmental changes and easy 

control from higher levels. However, to synthesize gait, these patterns should be integrated 

within a more complete structure that supervises the goal of the task or the path planning (both 

topics which are out of the scope of this review). 
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Figure 4. A general model of a controller for a Biped Walker, either a model or a physical robot. 

There are several levels in the controller. At the higher level the Task Planning defines the actions 

of the robot. From that information the Path Planning defines the robot motion considering the 

environment information. The intermediate Motion Planning module is responsible of the low-

level motion of the robot, and defines the joint torques and trajectories taking into consideration 

the physical dynamics, constraints, torque limits, stability and environment characteristics. In this 

module there are two blocks, one to generate the step and the other to generate the rhythmic 

patterns (e.g. a CPG). The Step Planning needs to consider a Stability Criterion to guarantee that 

the biped will not fall. The Motion Planning provides the reference joint trajectories to the low 

level to effectively control the joints to follow the planned motion. 

 

There were  recent reviews comparing the different approaches used to generate stable 

locomotion in robots and in animals [6,202], hence a brief account and update is sufficient. 
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The problem of bipedal stability 

The analytical approaches are based on a model of the robot that allows the statement 

of the motion equations and the formulation of a walking algorithm based on these equations. 

This defines the biped trajectories mathematically and different techniques can be used to 

implement the control of the actuated joints. A stability criterion can be used to prescribe feet 

placement and reference trajectories for the joints in such a way that the robot can walk without 

falling. In robotics or models, most of the systems used analytical techniques in combination 

with another method, such as Neural Networks, in order to improve  gait behavior [165]. 

There are three main groups of stability criteria in biped robots, (i) the zero-moment 

point (ZMP) that prescribe local stability at every point of the cycle  [203,204], (ii) global 

stability methods that guarantee stability in the whole cycle [205] and (iii) the most recent 

approach using step capturability methods [206,207]. 

The first biped robot, WABOT 1, developed by Prof. Ichiro Kato in 1969, was able to 

walk a few steps based on a prescribed trajectory. In the same years, a theoretical development 

on the stability of dynamic systems was the Zero Moment Point, ZMP  [203,208]. They 

proposed a sufficient stability condition for biped machines in which the point of application of 

the resultant forces under the feet lies within the convex hull defined by the feet [204]. This 

stability criterion has been widely used up to date to generate biped gait in robots since the 

eighties [209] until more recently [210–213] and it has been subject to several modifications in 

recent years [214]. The ZMP can be combined with other techniques to improve performance. 

However, due to the ZMP constraints, the robots walked with an unnatural slow pattern and 

with higher energy consumption than biological bipeds. In the ZMP, the trajectories of each 

joint should be closely tracked, thus requiring a precise trajectory control, this is very different 

from human gait, in which trajectories show some variability [184,215,216]. 
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Lessons can be learned from the downhill walking robots consisting of passive biped 

machines that walk down a ramp with a stable limit cycle inspired another line of research 

[217]. The walking patterns are similar to those of a human both in appearance and in energy 

consumption [218]. Inspired by the passive limit cycle walkers, it was possible to develop 

Orbital Stability of periodic motions for biped robots. It must be noted that these robots do not 

need to be completely passive and the joint trajectories can show some variability (like in 

humans) provided that they remain within a certain basin of attraction around a Limit Cycle. 

Feet placement plays an important role in human stable walking and recently there have 

been proposed several stability criteria based on the definition of adequate alternate feet 

placement, such as the “extrapolated Center of Mass” [219] or the step capturability [220,221]. 

The location of the feet also determines the position of the ZMP [222]. While in the classical 

ZMP approach it should be under the base of support so the biped could be stopped at any 

moment of the cycle without falling, in the step capturability, this point where the biped can 

stop is “somewehere ahead”, much like in human gait.  

Step placement is critical for successful bipedal gait in humans, either under normal 

circumstances, as proposed already in the eighties of the last century [223], or during the 

recovery from a trip [224]. The step placement techniques are based on calculating the points 

where the feet should be placed to avoid falling in both the sagittal and frontal planes. Usually, 

they are based on a simplified model of the body dynamics, such as an inverted pendulum. In 

the “extrapolated” CoM the stability criterion relies on an estimation of the predicted trajectory 

of the CoM and to maintain a certain relation with the Center of Pressure (CoP), thus defining 

the feet placement at each step [219]. This stability criterion, based on the human gait, was 

based on the trajectory of the body center of mass (COM) with respect to the base of support 

(BoS), using a simple model of the body  as an inverted pendulum [219,225].  
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The most recent stability criterion is the N-step capturability [206,207,221]. In the 

capture point, the criterion is defined mathematically as the point on the ground where the foot 

should be placed in such a way that the robot can be brought to stop asymptotically [220,221].  

Although the step capturability is not bioinspired, the concept seems biologically 

plausible. It is based on stepping in a certain region on the ground where the robot can be 

brought to a stable configuration. This idea paved the way to define another group of criteria 

for biped gait stability by means of appropriate foot placement [220].  These techniques are 

based on the definition of a set of points on the ground where the foot can be placed in order to 

perform a stable step. This idea, that is similar to the biological stepping strategy to regain 

stability, evolved towards the N-Step Capturability concept [221]. This criterion, that computes 

the steps a biped needs to stop from a given gait condition, is similar to the way as humans 

behave when they try to maintain or regain stability during gait [224,225]. Later, Englsberger 

used the “Divergent Component of Motion” [226] that can be extended to walking on an uneven 

terrain, as it allows the placement of the capture point anywhere in space, not restricted to the 

ground [227]. The step placement criteria have also been used to generate stable gaits in robotic 

exoskeletons [228]. Moreover, these criteria can be successfully applied to generate gait that 

can reject or recover from perturbations. For instance, the biped Atlas [229] or the DRC-

HUBO+ [230].  

In the development of a stability criterion for biped robots, it is useful to understand 

human gait in order to mimic several desired features for biped robots such as robustness, 

versatility and energy efficiency [205,218]. It could be hypothesized that humans learn to walk 

in such a way that each step is completed safely and, in addition to it, the step should reach a 

certain position that allows future stable steps. The initial conditions for the next step allows 

for subsequent stable steps. This sequence of events is difficult to observe in normal walking 

conditions but it is apparent under certain conditions, such as after the recovery reaction from 
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a trip [224]. Moreover, Matthis and Fajen [231] proposed that human beings achieve this 

behavior with the use of visual information to initialize the mechanical state of the body before 

the beginning of each step. Although it is not possible to determine which stability criterion is 

followed by humans, in this case, robot models and simulations can be useful to propose criteria 

that are biologically plausible and that can be used to help new concepts in the neurophysiology 

of gait control [232]. Therefore, a more detailed analysis of the stability criteria for the 

generation of gait will be provided in the Gait Perturbations section. 

Gait perturbations  

Maintaining gait when perturbations are present constitute a major challenge for both 

robots and humans. The term perturbation is used here in the broad sense for all conditions that 

require a deviation from normal gait to maintain stability. The perturbation origins (Figure 5) 

can vary from uneven or slippery terrain, to obstacles or pushes to the body. Irregular terrain 

poses many challenges as landing occurs on surfaces that are either higher or lower than 

expected. 

It is essential to distinguish between expected perturbations (i.e. obstacles viewed long 

before a crossing is needed) and unexpected ones (suddenly appearing obstacles). In the former 

case the robot or human can anticipate the perturbation and adapt the gait accordingly 

(feedforward control). In the case of unexpected perturbations, the control is basically of the 

feedback (reactive) type, usually consisting of a series of actions described as “strategies”. 

These recovery strategies, aimed at restoring the gait pattern or at avoiding the fall, share some 

features, and there are stereotyped responses to similar perturbations occurring in the same gait 

phase for different subjects. However, this must be taken with care because the responses can 

be adapted either to specific circumstances or to prior subject experience (learning effect). 
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Here another distinction needs to be made, namely between small and large 

perturbations. Small perturbations do not need a complete phase-resetting of the gait cycle, 

while a large perturbation would require a change of the step strategy. In other words, small 

perturbations do not need to reset the CPG and the gait pattern can continue with small 

adjustments. In contrast, large perturbations require a phase resetting. In all these cases the 

reactions of the human subjects consist of a series of muscle activations, many of which are 

below the threshold latency of voluntary reactions [233,234]. These reactions are a first line of 

defense and therefore worthwhile considering when designing equivalent reactions in models 

or robots. 

Models and robots 

As many models deal only with unperturbed gait there are relatively few authors that 

have tackled the problem of gait perturbations in simulations. Initially only small perturbations 

were considered [136,161] but gradually more attention has been given to larger events such as 

slips, obstacle avoidance and tripping and pushes [152,160]. 

Various types of perturbations (Figure 5) will be discussed one by one. First an overview 

of the physiology is given and then the implementation in models and robots will be discussed. 

One great challenge for models and robots is to overcome obstacles while walking. Here a 

distinction has to be made between successful avoidance and failed avoidance (tripping). 

Failure depends on whether obstacles can be anticipated or whether they appear suddenly such 

that anticipation is minimal because of time pressure. 

Page 42 of 91AUTHOR SUBMITTED MANUSCRIPT - draft

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



43 

 

Figure 5. Taxonomy of gait and perturbations during gait. 

 

The study of gait perturbations also allowed to propose theories about the control of the 

step, which have been used to control biped robot stability. As mentioned above, initially the 

emphasis was on the zero moment point (ZMP) as a representation of the point of application 

of the ground reaction forces that should not go beyond the borders of the support to maintain 

contact with the ground [208]. Although this notion has been very helpful it could not account 

well for dynamic stability challenges (such as a push given during walking). This issue of 

dynamic stability is of primary importance both for robots and humans faced with sudden gait 

perturbations. It is therefore perhaps not surprising that key notions about balance control 

appeared almost simultaneously in the field of robotics and biomechanics. In both cases the 

starting point was the linear inverted pendulum model. In biomechanics, Hof and colleagues 

introduced the now widely used notion of 'extrapolated center of mass position', named XcoM 
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[225]. It was proposed that for stable gait the position of (the vertical projection of) the CoM 

plus its velocity times a factor (square root l/g) should be within the BoS, l being leg length and 

g the acceleration of gravity. 

Slightly later, but independently, a similar notion was developed in the robotics field. 

Pratt and Tedrake introduced the 'Capture Point' (CP) as the point on the floor where the robot 

should place its foot to stop despite perturbations, in other words “the region on the ground 

where a humanoid must step to in order to come to a complete stop” [220]. Hence the approach 

taken by Pratt [220] and later by Englsberger [235], was mainly aimed at bipedal push recovery, 

while Hof used his concept more broadly [225], an example followed by many biomechanics 

authors since then. Later, Hof proposed that for stable walking after a disturbance, the foot 

should be placed such that the center of pressure CoP lies at a certain distance behind and 

outward of the extrapolated center of mass at the time of foot contact. More recently the work 

on Capture Point dynamics was extended by the notion of model predictive control (MPC), a 

control method based on the modeling and anticipation of future events to take relevant control 

actions on time [222]. MPC was applied to push recovery control in gait as well [236]. These 

developments in forward control show that robotics is indeed approaching neural control 

principles at a fast rate. 

One of the most important neural principles was proposed in 1950 by von Holst and 

Mittelstaedt, the efference copy [237,238]. This is a copy of a given motor command, allowing 

to compare predicted sensory feedback with the real sensory feedback. This is particularly 

useful to suppress self-generated afferent input (see figure 2a). Such neural forward models 

have been applied to biped robots such a RunBot [239,240]. 
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Anticipating obstacle avoidance 

Visual input is especially important when walking over uneven terrain and avoiding 

obstacles [241]. When sufficient time is available the subject can prepare the avoidance. Adult 

humans direct their gaze to an obstacle some 2 steps in advance [242–244]. Nevertheless, this 

is not an absolute figure  because, when the terrain is more complex, gaze fixations become 

closer [244]. During obstacle crossing, the role of vision depends on the leg used [245]. In the 

lead limb visual information can be available for on-line control while this is not the case for 

the trail limb. For the lead limb the timing of the visual input is critical for accurate foot 

placement. Visual information about the ground surface or obstacle has to be sampled after 

midstance of the preceding single-support phase. It is not needed after foot liftoff [231]. 

Peripheral vision is also important in obstacle avoidance, especially vision from the 

lower hemifield [246]. This is especially true when time-pressure is involved [247], such as in 

fast avoiding reactions to an approaching obstacle [248]. A special role is attributed to 

peripheral vison in the context of evaluation of the position of the lead leg with respect to the 

obstacle. The term “visual exproprioception” is used to indicate vision of the lower limb in 

relation to the environment. It has been argued that visual exproprioceptive information is used 

on-line to fine tune the lower limb trajectory during obstacle avoidance [249]. Later studies 

specified that such information is more important with respect to final foot-placement than to 

update toe-clearance during crossing [250]. 

Similar to unperturbed walking, the weight given to a given form of sensory input during 

obstacle avoidance depends on availability. When vision is restricted or abolished one can still 

avoid obstacles provided haptic information is added, for example such as provided by a cane 

[251]. When tactile information about obstacle position can be gathered beforehand, the 

crossing of the obstacles can also be performed successfully [252]. Otherwise, adjustments to 
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the obstacle avoidance can be found. Subjects with impaired vision use higher toe-clearance 

and increased distance between foot and obstacle at foot placement [249,250]. It can also be  

noted that these adjustments are different between blind and blindfolded people, indicating a 

long-term adaptation to visual deprivation [252].  

The physiology and neural control of avoidance of expected obstacles was described by 

McVea and Pearson (2009) for cats [188] while for humans the avoidance of unexpected 

obstacles was recently reviewed by Potocanac and Duysens [253]. When obstacles are expected 

one can prepare and plan the appropriate action. In brief, the vision of an expected nearing 

obstacle is analyzed in the parietal cortex, which also is informed about the current state of the 

body and has a memory about obstacle locations. The command to overcome the obstacle are 

sent to the motor cortex. In contrast, the avoidance of unexpected obstacles may rely more on 

subcortical pathways (see section 3.2). In either case, expected or unexpected, the role of vision 

is crucial. 

The same applies during running over uneven ground with obstacles. Human runners 

use their vision to plan their encounter with a heightened or lowered surface at least 1 step ahead 

[254,255]. On uneven but visible terrain, runners compensate actively almost half of ground 

level changes (40 to 50%) one step ahead [256]. This anticipation, in conjunction with a number 

of passive mechanisms [257] yields a largely unchanged vertical CoM height despite the uneven 

terrain. Hence, controlling the CoM vertical variations appears to be a general control principle 

in running. The term “disturbance rejection” is used to describe the effort to limit the effect of 

perturbations on the body center of mass (CoM) trajectory [258]. This theme is important in the 

context of robotics. For example, in the robot Meltran II the length of the legs are adjusted such 

that the COM is at a constant height above the walking surface (for this and similar examples 

see the book of Westervelt [259]). An important factor to be considered here is the positioning 
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of the “hip” with respect to the CoM: a posterior positioning increases potential extension 

torques but makes the robot more unstable [260]. 

Models and robots: 

Model studies on obstacle avoidance are faced with the need to have a tool to perceive 

the obstacle and based on that information to calculate the required anticipatory actions. 

For biped models one of the first attempts was made by the group of Winter [261]. They 

used the data from previous experimental gait perturbations with one subject as input for their 

model and for validation [261]. They studied unilateral obstacles of 10% of the subject's leg 

length (this was almost 9 cm for the subject used) and visual input. Pattern-generating 

algorithms produced an estimation of anticipated contacts with obstacles. This was used to 

establish weighting functions that created the joint angle trajectories and joint torques needed 

to overcome the obstacle. Slightly later, Taga proposed a model of the neuro-musculo-skeletal 

system for anticipatory adjustment of human locomotion during obstacle avoidance [160]. It 

was proposed to use a “discrete movement generator”, which receives both the output of the 

CPG (named RG, rhythm generator, in their case) and visual information about the obstacle, 

thereby providing commands to alter the basic gait pattern. A crucial element was that time-to-

contact to obstacles was used (based on the rate of divergence of optical flow) and secondly, 

that the phase of the gait cycle was taken into account. Increasingly in recent times, the models 

are based on synergies and obstacle avoidance is achieved by adding or modifying synergies 

[262] or by superimposing voluntary activations on the underlying walking pattern, such as the 

superposition of a new pulse command to a set of invariant pulses (see figure 6, [168]).  

In robots, one particularly successful attempt in obstacle avoidance was the HONDA 

robot, which can take a step in response to obstacles of 150 mm height and 150 mm length 

[263]. This robot has video cameras for robot or obstacle position estimation. 
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It should be noted that solutions are not necessarily bioinspired and the ZMP-based 

robots cross obstacles with a strategy which is very different from the human with vision. In 

particular, keeping the hip backwards while crossing the obstacle is the preferred control 

strategy of bipedal robots using the Zero Moment Point stability criterion [232]. Interestingly, 

such behavior is also seen in blindfolded subject, when avoiding obstacles [252]. 

Unexpected perturbations 

In this section the conditions are described where humans or robots encounter 

perturbations during locomotion that could not be anticipated. 

Foot-in-hole 

When subjects or robots step unexpectedly in a hole, the instant of foot contact differs 

from the expected one. Such conditions have been imitated in the laboratory [264,265]. Van 

der Linden and colleagues described a fast functionally relevant muscle synergy (a stop walking 

synergy), caused by the mismatch between the expected and actual sensory feedback at the foot 

contact instant  [264]. The results were thought to be consistent with an internal model, possibly 

as part of a cerebellar pathway. Another group made a similar study but they used unexpected 

loss of ground support by removing a wooden board mounted on the walkway [266]. They 

basically found similar responses as in the study mentioned above but in addition they 

investigated the recovery afterwards. The gait rhythm was reset, and the subsequent take-off 

was delayed, allowing the human to continue walking. In this study and in a subsequent one 

[265] they also found that prior knowledge about a “potential hole” made the subjects perform 

the task differently, implying the addition of a learning effect. To avoid this problem of 

anticipation, some experiments  [266] had only one perturbation trial for each subject in a study 

on unexpected stepping down (“foot-in-hole experiment”). Another approach was recently 

taken by a group that used a treadmill with a belt having an adjustable stiffness [267]. They 
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found that subjects could continue to step but that the leg contralateral to the perturbation made 

a shortened swing phase. 

Foot-in-hole experiments were also performed on running humans. When the hole was 

visible the subjects anticipated by pre-activation of ankle extensor muscles prior to foot contact 

[254,255]. When the hole was camouflaged the subjects landed with increased impact (as was 

also observed in a study on walking, [268]). In addition, contact time was shortened and there 

was an increased angle of attack and leg length with drop height (in analogy with running birds, 

[257,269]). The activation of the muscles tested (Gastrocnemius medialis, vastus medialis, 

tibialis anterior) increased with the height of the camouflaged drop after landing. Some 

activation was also seen just prior to foot contact (as in the experiments on walking of Van der 

Linden, [264]). However, this should be interpreted with some caution since the subjects 

repeated the camouflaged trials and therefore could anticipate a possible drop.  

Foot-in-hole for robots 

The equivalent of humans walking with a foot-in-hole has not been tested systematically 

in biped robots but some attempts were made to add sensors to the feet to enable walking on 

uneven terrain [270]. In contrast, several groups have tackled the issue of stair descend, which 

is particularly challenging as it requires lateral tilting [271–273]. Probably most spectacular is 

the stair descend of robots such as Asimo [274]. Interestingly, the latter authors made use of a 

phase-dependent sensory feedback controller.  

Suddenly appearing obstacles     

When an obstacle suddenly appears, the risk of losing balance and to fall increases. Not 

surprisingly this topic has caught the attention of many people involved in research on falls in 

the elderly, but it is also increasingly important for the field of robotics and gait models as it 

adds an extra component of time pressure. Sudden obstacles can be of various kinds, from plates 
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or ropes suddenly appearing on a walkway to wooden blocks or ropes used to perturb the swing 

phase while walking on a treadmill, thereby halting the leg during the swing phase of the gait 

cycle [275]. The studies on humans have been recently reviewed by Potocanac and Duysens 

[253] and it was proposed that attention should be given to fast subcortical pathways since they 

allow for very fast corrections with latencies that are well below those needed for voluntary 

corrections (as used for anticipated obstacles, see above). Such subcortical pathways may have 

developed for crucial situations, requiring fast detection along with fast responses [276–278]. 

Hence, visual detection has two phases, the fast detection of stimuli that are crucial for survival 

(i.e. detection of a snake) and the slow detection of details less critical (“not a harmful snake”). 

The motor reaction for the fast detection are also of 2 kinds. The first reaction is unspecific 

(startle, freeze) while the second one is specific (fight, flight, avoidance) [126,233]. As 

mentioned above, the brainstem plays an important role here (in particular the nucleus 

reticularis gigantocellularis). In tripping responses for example, the first reactions are not 

specific with respect to the avoidance strategy, but later responses are highly specific [233].   

Sometimes the sudden obstacles can be avoided successfully but in other cases not, in 

which case tripping occurs. In all cases the reactions to finally overcome the obstacle fall into 

2 categories [279–282]. Either humans immediately make a large step over the obstructing 

obstacle (elevating strategy) or they first put the foot down and then later lift if over the obstacle 

(lowering strategy). These reactions are phase-dependent in that elevating is typically seen for 

perturbations in early swing while lowering is a feature most commonly seen in late stance 

[253]. In addition, in some cases the recovery requires several steps. The stumbles induced by 

pulls of a rope during swing while walking on a treadmill allowed the analysis of the recovery 

across several steps [282]. Later, they analyzed the segmental energy changes in the recovery 

from a stumble [283]. In the elevating strategy, the energy loss induced by the stumble was 

restored during the perturbed step and reached normal levels during the recovery step. The 
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largest energy changes occurred in the lowering strategies because more strides and larger 

energy changes were needed to recover, suggesting a trade-off between stability and energy 

efficiency [283]. Elderly people may opt for stability as it was found that older adults (65-75 

years) always adopted a lowering strategy when perturbed with a tripping stimulus in late or 

mid-swing (60-80%), while younger adults also adopted elevating strategies [284]. Simulations 

by these authors showed that, when perturbed later in swing, subjects needed a larger recovery 

step and higher recovery limb force for successful recovery. The insufficient recovery limb 

strength made it difficult for older adults to produce a sufficiently large recovery step for a 

successful elevating strategy recovery. Similarly, using a rope to induce tripping, it was possible 

to find the switching point between the two strategies. It can vary between subjects and is also 

dependent on the duration of the pull, in the case of tripping with a rope. This duration was 

varied systematically and it was found that pulls of longer duration produced tripping most 

closely resembling trips on real objects [285]. As perturbation length increased, the transition 

from elevating to lowering strategies occurred at earlier perturbation onsets. 

Planning future steps is an important part of perturbed gait. For instance, when stepping 

over obstacles, the distance from toe to obstacle is kept at about 60% of the total step length. 

This guarantees a safe landing and adequate conditions to perform the following step [286]. In 

addition, it was shown that the recovery from a trip is performed in several steps [282]. Each 

recovery step should be completed stably while reducing the effect of the perturbation and 

guaranteeing that the subsequent step can also be stable [224]. In this way the recovery can be 

performed efficiently in terms of the required torque, impulse, power and torque/time [287]. 

Moreover, it was also proposed that the step length is tuned in such a way that it creates a 

sufficient moment arm to apply torques on the trunk without need to accelerate the Center of 

Mass (COM) of the body [224]. If the step is too short, as it occurs when tripping, it is not 

possible to apply a torque to control the trunk flexion using only the vertical ground reaction 
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forces. In such a case, it is needed to apply horizontal forces that accelerate forwardly the COM 

and require a subsequent faster step [224,288]. During normal gait, the step length guarantees 

that it is possible to control the trunk without the need for horizontal forces. 

Models of bipedal gait 

These experimental notions are now gradually being adopted in various models. For 

instance, in  2011, Forner-Cordero et al. [289] used a musculo-skeletal biped model to simulate 

tripping by the application of forces to stop the swinging foot . Recovery reactions were 

simulated by adding muscle excitations to selected muscles of the legs, and the recovery 

reaction only improved with the activation of the iliopsoas, a muscle that cannot be measured 

with surface electromyography and it is not measured in the trip recovery experiments [289]. 

Similar muscle-driven simulations were performed by Klemetti and colleagues [290], using 

subject-specific muscle-driven simulations of young healthy subjects walking at one of four 

speeds. Tripping was simulated by applying a constant backward force to the swing-foot of the 

model. They concluded that fast walking is not necessarily more unstable than slow walking, 

with respect to responses to a constant perturbation. However, one should be careful in 

extrapolating these results, because the conclusions may be valid for the speed range used but 

in a broader context it should be recalled that high speed is a risk factor and that response time 

is important. For example, in their tripping study, Pavol et al., (2001) studied kinematic and 

kinetic variables describing the recovery attempts and they compared  subjects who fell with 

those who recovered [291]. It was concluded that fast walking may be the greatest cause of 

falling following a trip in healthy older adults. An anterior body mass carriage (stooped 

posture), accompanied by back and knee extensor weakness, may also lead to falls following a 

trip. In this particular case, deficient stepping responses did not contribute to the falls  [291]. 

Nevertheless, in many other cases, response latency remains important. This was assessed with 
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a simpler model, consisting of an inverted pendulum, which showed that response time was 

more important than the absolute walking speed to have a successful recovery response [292]. 

Hence, a crucial element for these studies is the latency of the responses. For unexpected 

obstacles these responses are faster than voluntary ones, but they also depend on the level of 

expectation. Since perturbations are usually repeated over time in the laboratory it is 

unavoidable that some degree of expectation affects the results. For example, in the study by 

Forner-Cordero and colleagues [234], using constraints of the swing phase by a rope, the 

responses occurred faster as perturbations were repeated. Similar results were reported by 

Shinya et al, [293], using sudden acceleration or deceleration of a split-belt treadmill. They 

found that onset latency of the gastrocnemius response was about 20 ms shorter (72 ms vs. 58 

ms) when subjects knew the timing of the upcoming perturbation. These results indicate that 

the excitability of supra-spinal pathways can be increased by knowledge of the timing of the 

forthcoming disturbance. 

Such finding are explained by considering the various possible cortical and subcortical 

pathways involved in descending commands [253]. Some models and robots started to 

implement such pathways. In the model of Jo [294] the reactions to tripping are seen as long 

latency responses evoking a descending pulse that excites different sets of muscles depending 

on the phase of the step cycle [295]. For perturbations in the early swing phase, the pulse 

activates the flexors in the swing leg (elevating strategy) while perturbations in late swing 

activate muscles that produce a lowering strategy. The Jo and Massaquoi study further detailed 

this model by including a loop over the cerebellum [167]. In their SBBW model (Sagittal 

control of Bipedal Balance and Walking) the phase of the cycle is sensed, and the model goes 

as far as implementing presynaptic inhibition in the (simulated) spinal cord to assist phase-

dependent modulation. In the biped model of Tomita and Yano [296], the phase is detected by 

sending the input from external afferents, as to position, load and force of each muscle to the 
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CPG. In addition, there is interaction between afferent input and basal ganglia, allowing flexible 

control of muscle tone and locomotor output much along the line of the findings from animal 

research by Mori [297]. The great benefit of such models is that they allow adaptability to 

environmental changes, thereby creating robustness to unpredictable changes of environment. 

Unexpected load changes on the body can be detected and the relevant information is sent to 

the basal ganglia-brainstem system, which in turn can adjust the elasticity of the legs. 

 

Figure 6.  Scheme explaining reactions to perturbations. Adapted from the model of  Jo and 

Massaquoi (2007), which uses a pulse generator, which could be involved in a long-latency reflex 

running over the cortex and generated by a perturbation at the foot [167]. The results is a tonic 

pulse, produced at brainstem level and projected to the spinal cord and to synergy-generating 

circuits. 
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In the “neurorobotic” model of Klein and Lewis [140], the biomechanics, CPG and 

sensory feedback were used to control a robot, which fully models walking in a biologically 

inspired manner. The CPG and phase modulated reflexes were simulated using a spiking neural 

network. Klein and Lewis [140] also showed the advantage of using a CPG because this assisted 

in stabilizing the gait against perturbations and this was measured relative to a purely reflexive 

system. Advanced cat models also account for phase-dependent modulation [173,186]. In this 

case the CPG is constructed as a neural phase generator (NPG), a system of a series of states 

(along the line of the Forner-Cordero idea of a sequence of states, see above), controlled by a 

single control neuron representing descending input. The NPG is informed about the phase of 

the step cycle and thereby can control the feedback pathways so that only actions are allowed 

that are appropriate for the particular stage of the step cycle. This is especially important in case 

of gait perturbations since it simplifies control. A single descending input is sent to the NPG 

and is translated into different responses, depending on the state of the spinal circuitry, 

following a suggestion by Drew [295] based on microstimulation of brainstem in walking cats. 

Synergies 

The fact that the correcting responses in obstacle avoidance were termed “strategies” 

may not have been a coincidence when it was common to think in terms of control over a subset 

of muscles. Indeed, in the field of motor control there has long been the idea that motor control 

is simplified by using a given set of muscles, now the so-called “synergies” (see previous 

sections). Gait is not only seen as a sequence of states defined by kinetics and kinematics [184] 

or a sequence of tasks, [185] but also as a sequence of synergies. In recent years this idea has 

been implemented extensively by the group of Ivanenko and colleagues [32,262,298–300], for 

review see [30]. They showed that walking in the newborn relies on just two synergies [300] 

but, in healthy adults, the EMG activity during locomotion can be represented by five separate 

periods of MN activation, related to major events in the step cycle (heel strike, weight 
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acceptance, loading/propulsion, trunk-stabilization activity during the double support phase, 

liftoff). As acknowledged by these authors, each one of these phases has a different relationship 

with respect to afferent input during the step cycle. As each phase evolves, new afferent input 

is provided that allows for automatic switching between the phases of the gait cycle. 

The synergy approach is currently entering the field of gait simulations as well. Meyer 

and colleagues [301] used a patient-specific synergy-controlled neuromusculoskeletal 

simulation framework to predict walking of a post-stroke patient. They used 5 synergies per leg 

to predict successfully the subject's walking kinematics and kinetics. This idea about synergies 

was also adopted by some groups to explain reactions to various types of perturbations such as 

tripping [167]. These authors used an earlier model as basis [302], to consider responses to 

pulling a swing leg. They reproduced the two main responses to tripping (elevating and 

lowering) by generating them as synergies resulting from a tonic pulse from the cortex reaching 

the CPG at different times of the step cycle (see figure 6). A detailed review of  synergies in 

gait models is available [303]. 

Slips  

A very common type of gait perturbation is provided by slips. In the laboratory, slips 

can be reliably induced using surfaces of low friction [304,305] but most commonly a form of 

artificial slipping is evoked either by walking onto a moving force plate [306,307] or by speed 

changes on a treadmill [308–312]. It should be mentioned that some of these simulations may 

be less “natural” than others.  Troy and Grabiner [313] compared slipping on ice with surrogate 

slipping tasks and found some important differences (in parameters that differed between 

successful and unsuccessful trials) which made them conclude that “slips induced using 

artificial ice more accurately reflect the type of slips that occur in the community”.  

Nevertheless, the use of these other techniques has been quite informative. 
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For example, in the field of slip responses and synergies the approach of the group of 

Ting yielded important insights. Chvatal and Ting [306] simulated slips by translation 

perturbations of the support surface during walking. Locomotor muscle synergies could be 

shifted in time to account for responses to the slips. Hence, they mostly needed a flexible 

recruitment from a library of muscle synergies. In a follow-up study, Sawers et al. [307] used 

muscle synergy analysis to compare differences in muscle coordination between older adults 

who fell and those who recovered from a slip. They found that subjects who fell recruited fewer 

muscle synergies than those who recovered. The fallers had delayed knee flexor and extensor 

onset times in the slipping leg, as well as a different muscle synergy structure. One striking 

feature was that the fallers had greater bilateral muscle activation and more muscle coactivation, 

both characteristic of a startle “freeze” contribution.  

The synergy approach has clearly a lot of potential [314] (see also the review by 

Ivanenko, Poppele, and Lacquaniti [30]), for example by offering an explanation for gait on 

slippery surfaces [315]. Muscle activity during human gait can be accounted for by four to five 

modules/synergies. When faced with slippery surfaces, the gait of subjects changed, and EMG 

modules were characterized by a widening of muscle activity patterns, presumably to increase 

stability.  

In line with Aoi and colleagues [303,316] it should be stressed that the neural basis for 

the locomotor synergies remains weak. One exception is the flexor synergy, as has been 

recognized since the early days of neurophysiology [43]. Furthermore, a major criticism on the 

theory of synergies is that muscle synergies might reflect task constraints rather than a neural 

control strategy [317]. It was concluded that task constraints and performance optimization are 

sufficient to explain synergistic muscle recruitment from a redundant set of muscles. For a 

recent discussion on the use of synergies in robotics, see Lacquaniti et al. [318], 
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A final comment is in place about the use of the unperturbed leg and the arm movements 

in reactions to slips. In humans the reactions to slips are whole-body responses involving a 

bilateral upper and lower limb response [305,319]. In particular, the flexion of the slipped leg 

is combined with an extensor response in the contralateral leg (to provide stability). The arms 

are lifted, and this arm elevation helps in shifting the center of mass anteriorly to counteract the 

shift due to the slip. In addition, Tang and Woollacott [319] emphasized that these reactions are 

phase-dependent, as is common for all reactions to gait perturbations. These are important 

features to be taken into account for the construction of models and robots. 

Models and robots 

One commonly used approach in robotics in the context of slips is to introduce active 

disturbance rejection [321]. The latter used a “disturbance rejection controller” in conjunction 

with a general dynamic model of 3D biped robots. Following the disturbance rejection, the leg 

joints keep their desired trajectory and the robot foot does not slip. 

Another approach is to model the responses themselves. For example, to get insight into 

the neural control of slip-responses a modelling approach (see Figure 7) was taken by Yu and 

Ikemoto [320,322]. They used muscle activity profiles acquired from human gait experiments 

for their model which was based on CPG-phase-modulation along with a rapid responding 

pathway. The simulated walker was able to maintain balance when confronted with slip-

perturbations. In a subsequent study [323] they evaluated the relative importance of the 2 key 

features namely muscular reflexive patterns and phase modulation. Their results indicated that 

the muscular reflex is effective for the immediate balance recovery, while CPG phase 

modulation is important for a fast recovery to a stable walking cycle. 
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Figure 7. Slip recovery in a robot using the reflex response approach. Stick graphs comparing a 

model of a robot suffering a slip during walking and resulting in: a) a fall if no recovery reaction is 

implemented and b) walking without falling with a reflex-based recovery reaction with reflexes. 

Adapted from  Yu and Ikemoto [320] 

 

Some robots have also acquired slipping and tripping “reflexes”. For example, Boone 

and Hodgkins [324] instrumented their biped robot with a set of responses. For slipping there 

were two types of responses, one-step strategies and two-step strategies, depending on whether 

the correction was applied in the perturbed step or in the following one. The tripping involved 

Slip

Slip

No recovery
reaction

a)

b)

Page 59 of 91 AUTHOR SUBMITTED MANUSCRIPT - draft

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



60 

a box which the robot could step onto after sensing the contact. In this paper an extensive review 

was given of the state of the art, until the date of publication, of attempts at modeling robots 

that can deal with slips and trips. 

A different  suggestion for a reflex control method for biped robots to quickly recover 

their posture from a slip soon after a detection of the slip came from Park and Kwon [325]. 

They used simulations with a 12-DOF biped robot and a 6-DOF environment model and 

claimed that the proposed method was very effective in preventing a fall-down of biped robots 

on a slippery surface. Kajita and colleagues, based on a humanoid robot HRP-2, calculated the 

minimal  friction of the slippery surface needed to walk successfully, resulting in a friction 

coefficient of 0.14 [326]. Most solutions involve open loop control, yet some attempts were 

made for online trajectory control as well and this was shown to effectively enhance the stability 

of locomotion [327]. 

Recovery responses from gait perturbations in robots; a question of stability 

Usually, the problem of eliciting a recovery response during gait in Robotics is split in 

two. First, detect the perturbation, such as the slip, and then implement an adequate reaction, 

that could be a recovery or a preparation for the robot toa fall. 

Back in 1997, Boone and Hodgins proposed the use of reflexes, seen as an unspecific 

fast response directly driven by sensory inputs, to react to perturbations such as tripping and 

slipping [324]. The idea of implementing reflexes in robots is not new [328,329] and it should 

be noted that the implementation of these robotic reflexes in physical robots was not based on 

a deep understanding and replication of the biological reflexes. In biological systems, reflexes 

have different response time scales (short and long loops) and integrate different types of 

information both at spinal (one or several segments) and supraspinal level. Furthermore, in 
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robots there is usually no phase dependent modulation of reflexes, while this is an important 

feature in biological systems [195]. 

The issue of maintaining stability of robots when faced with perturbations has been 

approached very differently in past years. In robots, initially gait was based on ZMP trajectory 

control which did not provide stability in the light of perturbations. More recently however, 

there have been attempts to compensate for induced ZMP deviations, such as using a ZMP 

feedback control to control the angular momentum of the body [330] This  was further refined 

by another group [237] to generate feasible joint trajectories that guarantee ZMP stability. An 

approach to reject disturbances is based on ZMP compensation that could be implemented by 

applying a compensating torque at the ankle joint; the calculation of this torque was based on 

signals from force sensors located at the four corners of each foot (as applied on a humanoid 

robot, MANUS-I) [331]. A more natural compensation acts at the level of the trunk or arms, as 

proposed by some robotics authors [332,333]. Modified arm motion is also a feature of the 

approach taken by Hill and Fahimi [321]. These authors argued that compensation for a 

disturbance requires 2 steps: the robot must react to (compensate for) the disturbance, and then 

return to the desired gait. Another example of this can be found in simulations where the trunk 

and the arms of the robot are used for stabilization against external perturbations [334]. 

Finally, models are also useful to predict fall conditions and, for example, compare the 

predicted threshold for backward balance loss following a slip with experimental data collected 

from a large sample of young adults [335]. They used a 7-link, moment-actuated human model 

to predict the threshold of the center of mass (COM) velocity relative to the base of support 

(BOS) required to prevent backward balance loss during single stance recovery from a slip 

(evaluated at liftoff of the trailing foot in gait). There was good correspondence between the 

two [335]. 
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Cocontraction 

One of the striking differences between biology and gait models is that in the real word 

one frequently can observe instances when antagonists are coactivated. In gait models, such 

coactivation is avoided since it is energy inefficient. However, in humans there sometimes is a 

trade-off between energy and safety concerns. Therefore, it is essential to check the instances 

when coactivation is often observed. Again, the focus will be on perturbations. 

It was argued that coactivation produces functional stability by decreasing oscillation 

and overshoot through the control of the total stiffness of opposing muscle forces [181]. This 

should lead to a minor freezing reaction which may have evolved because of a survival strategy 

[278]. However, whether this is always functional remains to be seen. It depends on how well 

this freezing is incorporated into the ongoing activity. In extreme forms (in clinical syndromes 

such as hyperekplexia) it is clearly dysfunctional [336] but in many other instances, in normal 

subjects, it is usually not disturbing and may carry the benefit of allowing extra processing time. 

Consistent instances of coactivation were first seen in standing subjects after platform rotations. 

Using a “toe up” or heel down” rotation, one might expect a stretch of ankle plantar flexors 

which should lead to a stretch reflex in these muscles [337,338].  The expected contraction was 

seen indeed but also a concomitant cocontraction of the antagonist muscles (tibialis anterior). 

These cocontractions remained basically unexplained. 

During gait, a brief period of cocontraction/freeze may be functional as it minimally 

affects the ongoing gait process. This is seen during perturbed gait initiation [339] or when 

auditory startle responses were elicited during gait [126]. Other different kinds of perturbation 

can elicit similar brief coactivations of ankle flexors and extensors. For example, it is seen when 

stepping on an unexpectedly lower surface [264,266], avoiding a “forbidden zone” after 

tripping [253,340], walking with sideways pushes [341] or with simulated slips [307,312]. 

Interestingly, the startle-like coactivation was frequently seen in the subjects that lost balance, 
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indicating that this might be a dysfunctional response. However, it can also be argued that in 

these cases there was some protective function related to other startle-like actions, such as the 

flexion of the head and the bent arm posture. In addition, the delay introduced by the brief 

freezing may be beneficial in assisting phase resetting, which contributes to generate robust 

bipedal walking [342]. Finally, it is worth noting that in many cases the slip trials actually 

consisted of the first, unexpected slip [307]. This is important as one will see in the next section 

where it is argued that cocontraction is prominent, in particular in unexpected perturbations 

(“first trial effects”) but also in preparing for upcoming perturbations. 

First trial and learning effects 

Robots and gait simulation models share with real subjects the fact that they fall 

sometimes. As this is an undesired outcome it is useful to learn what is essential for prevention 

of falls. Some expectation of a possible upcoming perturbation is a crucial element. To illustrate 

this point, it is of interest to look at a study showing that the expectation of an upcoming large 

postural perturbation influences the recovery stepping response and outcome [343]. Following 

a perturbation (treadmill belt acceleration in 150 ms), 47% of subjects fell when they were not 

expecting the perturbation, whereas 12% fell when they were aware that the perturbation would 

occur ‘‘sometime in the next minute’’. Hence these data suggest that in future work it may be 

of interest to include a “learning aspect” in robots and simulations with the idea that “one 

perturbation predicts another one. This learning may include the possibility of reducing the 

latency of descending commands as in [294]. 

Latency is of primary importance for successful recovery. It seems that the subjects, 

when surprised by the perturbation, had slower reaction times than the subjects that were 

expecting it [343]. Given the slower tripping reactions of elderly as compared to young adults 

[281] along with a slower rise in force, it is not surprising to see that elderly are much more 

likely to lose balance after a trip  [288,344].  
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It may be argued that robots or models do not need to learn since the perturbation when they 

appear are, in essence, unexpected. However, in real life it is not uncommon to encounter 

multiple obstacles and perturbations during gait (given an uneven surface for example), hence 

repetitions and learning are not unnatural. 

On the other hand, it is also useful to realize the effects of surprise. It is a common 

feature of many gait perturbation studies that they make a distinction between the first 

(unexpected) trial and subsequent ones. As pointed out by Troy and Grabiner [345], when 

perturbations are repeated this provides wide opportunity for the subject to anticipate and plan 

for the perturbation. They went as far as having only a single trip for each subject (causing a 

“lowering strategy” after a rope induced stumble). The same protocol was applied in a study on 

unexpected stepping down in foot-in-hole experiments [266] . Nevertheless, many researchers 

reported that basic response patterns persist after repetitions, despite some differences with the 

first response that could also be attributed to an exaggerated response. In one study, such first 

response (first trial) was compared to startle responses in the same subjects and many 

similarities were noted [336]. In particular, early masseter activity persisted, which indicates a 

startle-like component of the response. Moreover, focusing on the first trial response was found 

to be no better than analysis of pooled responses to a series of perturbations [346]. In fact, as 

was pointed out in the latter study, valuable data is missed by concentrating only on the first 

trial since balance reactions can be improved by repeated exposure. For example, it has been 

reported that the subjects modified the responses to laterally directed disturbances during gait 

within 12 trials [347]. Even basic response characteristics such as latency may change as 

perturbations are repeated [234,293]. It is important to consider these differences even though 

they are usually small. Pijnappels [348] investigated whether changes in lower limb muscle 

activity occurred during gait in anticipation of a possible trip. Significant but small differences 

in averaged muscle activity were found, more specifically, slightly increased co-contraction 
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mainly in hamstrings, quadriceps and tibialis anterior muscles. Another study, using a  walk 

over surfaces of different friction, found that awareness of a potential slip altered the approach 

of the slip-limb [349]. Prior slip experience affected the anticipatory muscle activation and the 

way the foot interacted with the floor (consistent with a more cautious gait). In robots it may 

also be useful to switch to a more cautious gait when perturbations are encountered repetitively. 

Even when taking these precautions, falls will not always be avoided, and this raises the 

question whether robots should learn to fall safely. In elderly people, it was shown that it is 

possible to learn to fall more safely using fall techniques borrowed from judo [350]. Such 

techniques reduce substantially the impact from a fall [351]. Robots with arms should be able 

to learn such fall techniques as well, because falls can cause serious damage to biped robots. 

This field is relatively new but there were already some interesting studies [352–355]. 

In general, inspiration is taken from ukemi, the technique of falling safely. The strategy 

involves braking the fall by spreading impact and by landing on the ground at one of the shock-

absorbing parts of the robot. For example, Ma et al. [355] investigated four strategies based on 

human protective falling motion (knee flexion, torso flexion forward, torso translation 

backward and knee stretched strategies). These perform negative work, thereby reducing the 

energy and the impact velocity of the robot). In the study by Renner and Behnke [133], so-

called reflexes were added to assist safe landing. For small instabilities the robot slows down 

but continues walking. For stronger instabilities the robot stops (“stop walk reflex”) and its 

mass is lowered by flexion in the legs. Walking continues as soon as the instability disappears. 

The latter stop reflex shows striking similarities with minor freeze and startle responses during 

human gait, as described above. 
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Robot and human learning 

Although robots may be taught to fall safely, it is better if they could learn to avoid 

falling while walking. Indeed, when faced with walking in an unpredictable environment the 

best solution is to include learning to adjust the responses. In humans this can take the form of 

acquiring new synergies [300] during development. In the adult motor control system, the main 

advance is to include a possibility of comparing expected and real outcome of stepping. It is 

thought that the cerebellum has a dominant role in this and one way of testing this involved 

split-belt treadmills. The use of such system was promoted by the group of Dietz [356,357] but 

its use in adaptation studies came much later [358–364]. With a split-belt it is possible to have 

asymmetric steps with belts at different velocities. In the original studies on split-belt walking 

of humans, it was found that humans could easily adjust to walking with each leg at a different 

velocity [356], but how this was achieved was not known. The group around Bastian discovered 

that intralimb parameters (such as limb excursion; i.e., the distance the foot travels along the 

belt during the stance phase) adapted rapidly. In contrast, the interlimb parameters (such as step 

length and double support time) adapted more slowly and exhibited marked aftereffects when 

the belts were returned to equal speeds after a period of walking with different speeds [358]. 

These adjustments were thought to rely on the intact cerebellum, since cerebellar 

patients showed these changes much less clearly, at least when the patients were affected 

severely [360,361,363,365]. Some of the fast learning was attributed to the spinal cord since 

spinal cats were shown to be able to adjust to split-belt walking [198]. 

Given this background one can imagine that the idea arose to incorporate cerebellum 

features in walking models and bipeds. In one of the most advanced cases, Fujiki [366] used a 

two-layered control model for walking composed of spinal and cerebellar circuits implemented 

in computer simulations and in a bipedal robot. In the spinal model a central pattern generator 

was used with feedback from foot contact sensors. In the cerebellar model some form of 
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learning was introduced based on differences between predicted and actual foot contact. They 

found that both early and late adaptations of split-belt walking could be reproduced along with 

after effects.  

Robots and models with arm motion 

While it will take some time before robots will learn to use their arms successfully to 

brake a fall (see above), a start has been made already in introducing arm swing during robot 

gait. It is well-known that humans use arm swing to neutralize the angular momentum created 

by the leg movements [367]. Passive walking biped robots have been instrumented with 

swinging arms and it was claimed that this improved stability [205,368]. In active robots some 

groups started to add arm swing to biped runners as well [210]. It remains for future work to 

construct robots that use their arms successfully to compensate for unexpected perturbations 

during gait. 

Conclusions 

The biological inspiration in the control of gait has been very useful to improve the 

design of walking robots. However, this is a bidirectional way, as the design of bipedal gait of 

robots has been useful to understand the control of human gait.  

One example of success is the generation of rhythmic behaviors in robots (such as gait) 

based on CPG. A refinement in the implementation of this technique included the concept of 

asymmetry and the recovery from perturbations with techniques such as phase resetting or 

phase advance. 

On the other hand, robots can also be used to test possible stability criteria used by 

humans, as these cannot be directly measured. In this respect, the gaits resulting from the 
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application of ZMP criterion are unnatural, while other methods, such as the step capturability, 

are more biologically plausible. 

More interestingly, and less explored up to date, the robotic implementation of 

techniques to avoid obstacles, to recover from perturbations or even to fall as safely as possible, 

as found in humans could lead to a leap forward in biped robot gait. In this respect, the 

implementation of reflex-based recovery responses or learning how to fall safely are examples 

of biomimetic techniques that improve the robotics fields. 

There are several ways/avenues for future development of biped robots, for instance, 

see Chapter 14 on Bio-Inspired Robot Locomotion from Buschmann and Trimmer in [369]. 

Some improvements can stem from the mechanical design based on bioinspiration, for instance, 

to increase compliance in the actuators or soft robots. Compliant actuators include elastic 

elements in series with the actuator. Moreover, the design of distributed modular actuators 

could be very useful to improve robotic efficiency and make it more similar to human gait. 

The biomimetism in control design is based in the implementation of a hierarchy 

combining the central and peripheral mechanisms, thus combining lower-levels autonomy with 

higher-levels control based on global body information such as in the internal models of motor 

control. This distributed hierarchy is useful when dealing with multiple degrees of freedom with 

actuators and sensors. While humans have a large number of degrees of freedom, actuators and 

sensors, current robotic technology do not. However, new robotic skin allows the inclusion of 

many sensors. It is necessary to have mechanisms to filter and use this information. 

Moreover, biomimetism is usually regarded as a desired feature. However, human 

beings have evolved to maintain a motor system that allows a high degree of flexibility and 

robustness: It is necessary to determine the real need for this flexibility (from playing violin to 
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cut down a tree; from dancing on top of the tiptoes to running while kicking the ball) in a biped 

robot.  

Finally, we must consider for future biped robots as well as understanding of human 

gait, the more general perspective of artificial intelligence (AI) to create robots that look like or 

even “are” intelligent. AI can be used to generate gait and even to detect small gait alterations 

that reflect possible pathological conditions or even the state of a certain person. 

 Overall, it is believed that the future biomimetic approach will combine an innate CPG 

with robotic learning abilities, anticipatory control and reflexes to achieve a stable biped gait. 
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