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Abstract

We present a set of Pictograph Translation Technologies, which automatically translates natural
language  text  into  pictographs,  as  well  as  pictograph sequences  into  natural  language  text.
These  translation  technologies  are  combined  with  sentence  simplification  and an  advanced
spelling correction mechanism. The goal of these technologies is to enable people with a low
level of literacy in a certain language to have access to information available in that language,
and  to  allow  these  people  to  participate  in  online  social  life  by  writing  natural  language
messages through pictographic input. The technologies and demonstration system will be added
to the CLARIN infrastructure at the Dutch Language Institute in the course of this year, and
have been presented on Tour De Clarin.

1 Introduction

The set of Pictograph Translation Technologies we present consists of Text2Picto, which automatically
converts natural language text (Dutch, English, Spanish) into a sequence of Sclera or Beta pictographs,
and of Picto2Text, which converts pictograph sequences into regular text (Dutch).

The use of these technologies was instigated by WAI-NOT, a safe internet environment for users
with cognitive disabilities, which often also have trouble reading or writing. It was further developed
in the EU-funded Able-to-Include project, which built an accessibility layer, allowing software and
app developers to build tools that  can easily use a number  of language technologies,  such as the
pictograph translation technologies,  but also text-to-speech and text  simplification.  An example of
such an application is the e-mail client developed by Saggion et al. (2017). 

The Pictograph Translation Technologies for Dutch are further extended in a PhD project in which
the tools are not only refined, but also evaluated by a group of targeted users. The initial version of
Text2Picto is described in Vandeghinste et al. (2017). 

The initial version of Picto2Text is described in Sevens et al. (2015). Refinements consist of the
development of a dedicated pictograph selection interface, and of improved translation of pictograph
sequences into natural language text through the use of machine translation techniques.

While the current version of the Pictograph Translation Technologies is running on the servers of
the Centre for Computational Linguistics at  KU Leuven,  we are transferring these services to the
Instituut voor de Nederlandse Taal (Dutch Language Institute), the CLARIN-B centre for Flanders, a
region of Belgium which is a member of CLARIN through the flag of the Dutch Language Union
(DLU).  This transfer will ensure the longevity of the web service, and hence facilitate the ease of
communication for people with reading and writing difficulties through the use of this web service
beyond the end of the current research projects. 

Furthermore,  through the  extra  exposure  the  service  receives  as  part  of  CLARIN,  we  hope  to
facilitate development of other language technology applications that can use the links between the
pictograph sets and the WordNet (Miller, 1995) or Cornetto (Vossen et al., 2008) synsets, as described
in Vandeghinste and Schuurman (2014).

A  demo  of  the  system  and  its  components  can  be  found  at  its  original  location  at
http://picto.ccl.kuleuven.be/DemoShowcase.html 

http://picto.ccl.kuleuven.be/DemoShowcase.html


In what follows we give a brief overview of related work, the system description and the evaluation
by the target groups, before we conclude.

2 Related Work

We found only few works related to translating texts for pictograph-supported communication in the
literature. Mihalcea and Leong (2009) describe a system for the automatic construction of pictorial
representations of the nouns and some verbs for simple sentences and show that the understanding,
which can be achieved using visual descriptions, is similar to those of target-language texts obtained
by means of machine translation. 

Goldberg  et  al.  (2008)  show how to  improve  understanding  of  a  sequence  of  pictographs  by
conveniently structuring its representation after identifying the different roles which the phrases in the
original sentence play with respect to the verb (structured semantic role labelling is used for this).

Joshi, Wang and Li (2006) describe an unsupervised approach for automatically adding pictures to a
story. They extract semantic keywords from a story and search an annotated image database. They do
not try to translate the entire story.

Vandeghinste and Schuurman (2014) describe the linking of Sclera pictographs with synonym sets
in the Cornetto lexical-semantic database.  Similar  resources are PicNet (Borman et al.,  2005) and
ImageNet (Deng et al., 2009), both large-scale repositories of images linked to WordNet (Miller 1995),
aiming to populate the majority of the WordNet synsets. These often contain photographs which might
be less suitable for communication aids for the cognitively challenged, as they may lack clarity and
contrast. The Sclera and Beta pictograph sets are specifically designed to facilitate communication
with this user group. 

There exist a number of systems that translate pictographs into natural language text (Vaillant 1998;
Bhattacharya and Basu, 2009; Ding et al.,  2015).1 Most of these language generation tools expect
grammatically or semantically complete pictograph input and they are not able to generate natural
language text if not all the required grammatical or semantic roles are provided by the user. 

3 System Architecture

Both translation directions make use of the hand-made links between pictographs and Cornetto
synsets. Pictographs are linked to one or more Cornetto synsets, indicating the meaning they represent.
This has been done for the Sclera and for the Beta set. 

3.1 Text2Picto 

The first version of this system is described in Vandeghinste et al. (2017). The input text goes through
shallow syntactic analysis (sentence detection, tokenization, PoS-tagging, lemmatization, for Dutch:
separable verb detection) and each input word is looked up, either in a dictionary (e.g. for pronouns,
greetings and other word categories which are not contained in Cornetto) or in Cornetto.

Once the synsets that indicate the meaning of the words in the sentence are identified, the system
retrieves the pictographs attached to these synsets. If no pictographs are attached to these synsets, the
system uses the relations between synsets (such as hyperonymy,  antonymy,  and xpos-synonymy)  in
order  to  retrieve  nearby  pictographs.  An  A*  algorithm  retrieves  the  best  matching  pictograph
sequence.

The system was further refined, integrating sentence simplification (Sevens et al., 2017b), as long
sequences of pictographs are hard to interpret, temporal detection, as pictograph sequences are usually
undefined for morpho-syntacic features and conjugation, spelling correction tuned to the specific user
group  (Sevens  et  al.,  2016b),  which  has  its  own  spelling  error  profile,  and  proper  word  sense
disambiguation (Sevens et al. 2016a), which identifies the correct sense of polysemous words and
retrieves the correct pictograph for that sence.

1 We do not consider systems that generate the pictographs’ labels/lemmas instead of natural language text, or 
systems that require users (with a motor disability) to choose the correct inflected forms themselves.



3.2 Picto2Text

In the Picto2Text application we have to distinguish the pictograph selection interface from the actual
Picto2Text translation engine. 

The pictograph selection interface  (Sevens et al., 2017a) is a three-level category system. For both
Beta and Sclera, there are 12 top categories, which consist of 3 to 12 subcategories each. A total of
1,660 Beta pictographs and 2,181 Sclera pictographs are included, meaning that an average of 21 (for
Beta) and 28 (for Sclera) pictographs can be found within each subcategory.  The choice for the top-
level categories is motivated by the results of a Latent Dirichlet Allocation analysis applied to the
WAI-NOT corpus of e-mails sent within the WAI-NOT environment.The following categories were
created:  conversation,  feelings  and behaviour,  temporal  and  spatial  dimensions,  people,  animals,
leisure,  locations,  clothing,  nature,  food  and  drinks,  objects,  and  traffic  and  vehicles.  The
subcategories were largely formed by exploring Cornetto's hyperonymy relations between concepts.
Pictographs occurring within each subcategory are assigned manually. They are ordered in accordance
with their frequency of use in the WAI-NOT email corpus, with the exception of logical ordering of
numbers (1, 2, 3, ...) and months (January, February, March,...), pairs of antonyms (small and big), or
concepts that are closely related. Note that some pictographs can appear in different subcategories. 

The Picto2Text  translation engine is  still  under  development.  The initial  system (Sevens et  al.,
2015)  takes a sequence of pictograph names as input, retrieves the synsets to which these pictographs
are  linked,  and generates the  full  morphological  paradigm for each of the  lemmas  that  form that
synset. A trigram language model trained on a large corpus of Dutch is used to determine the most
likely sequences. In later versions, we are using a fivegram language model trained on a more specific
data set, and we are comparing these models with long short-term memory models (LSTM) recurrent
neural language models, but have not found improvements yet. A different and promising approach we
are pursuing is the use of machine translation tools, such as Moses (Koehn et al., 2007) and OpenNMT
(Klein et al., 2017), trained on an artificial parallel corpus, for which the source side (the pictograph
side) was automatically generated through the use of the Text2Picto tool, described in section 3.1.

4 Evaluation 

Each of the components of the Pictograph Translation Technologies have been evaluated by the users,
in two iterations. The first systems have been evaluated through user observations and focus groups.
The conclusions of these evaluations were used to make improvements for the second versions, which
are currently being re-evaluated. A detailed description of the evaluations is given in Sevens et al. (in
press)

5 Conclusions

The Pictograph Translation Technologies, which allow people with reading and/or writing difficulties
to participate in the written society are becoming available as a CLARIN tool. These technologies
have  been developed in  such  a  way that  they are  easily extendible  to  other  languages and other
pictograph sets. They have been developed specifically for users with reading and writing difficulties
in mind, but can also be useful for other user groups, in order to resolve communication difficulties,
such as migrants that have not learned the language of their host country (yet).
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