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ABSTRACT
Sports teams are nowadays collecting huge amounts of data from
training sessions andmatches. The teams are becoming increasingly
interested in exploiting these data to gain a competitive advantage
over their competitors. One of the most prevalent types of new
data is event stream data from matches. These data enable more
advanced descriptive analysis as well as the potential to investigate
an opponent’s tactics in greater depth. Due to the complexity of
both the data and game strategy, most tactical analyses are currently
performed by humans reviewing video and scouting matches in
person. As a result, this is a time-consuming and tedious process.

This paper explores the problem of automatic tactics detection
from event-stream data collected from professional soccer matches.
We highlight several important challenges that these data and this
problem setting pose. We describe a data-driven approach for iden-
tifying patterns of movement that account for both spatial and
temporal information which represent potential offensive tactics.
We evaluate our approach on the 2015/2016 season of the English
Premier League and are able to identify interesting strategies per
team related to goal kicks, corners and set pieces.
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1 INTRODUCTION
When preparing for an upcoming match, video analysts typically
spend many hours watching video footage to better understand
the tactics of their opponent. This is a very time-consuming and
tedious process, which could be considerably sped up and improved
by leveraging the large amounts of data that are available nowadays.
However, soccer clubs lack the computational methods that can
handle both the size and complexity as well as the spatial and tem-
poral aspects of the data in a natural way. Therefore, most soccer
clubs restrict themselves to computing simple descriptive statistics
such as the number of shots on target or the number of tackles.
As soccer is a highly dynamic game, there is obviously substantial
value in gaining a better understanding of the many complex inter-
actions among players, which simple descriptive statistics cannot
capture. Hence, there has been an explosion of interest in apply-
ing automated techniques to analyze data collected about sports
matches (e.g., [1, 3, 12–14, 18, 21]).

This paper focuses on the problem of detecting tactics from
professional soccer matches based on spatio-temporal data. This
problem poses a number of significant challenges from a data min-
ing perspective. First, important patterns will involve both spatial
(i.e., a location on the pitch) and temporal (i.e., a timestamp or
order) components. Second, there will rarely be exact matches in
terms of the same set of players performing the same actions in
the same order in the same locations. Hence, it is necessary to
generalize over both spatial locations and which players perform
which action. The combination of the previous two facts can lead
to a greatly increased search space. Third, there is rich domain
knowledge about soccer (e.g., what events are important or differ-
ent ways of characterizing passes) that can be exploited to guide
the discovery process. Fourth, frequency is not necessarily the most
important criteria for interestingness in tactics detection. Certain
events such as goals and shots are rare, and sequences involving
them are correspondingly more valuable and interesting.

We propose an approach to find patterns in professional soccer
matches. On a high level, our approach performs the following five
steps. First, the algorithm splits the match into phases, which are
uninterrupted sequences of events where one team is in possession
of the ball. Second, we cluster these phases by their spatio-temporal
characteristics. Third, we rank each cluster according to their ex-
pected relevance to the user. Fourth, we search for frequently oc-
curring patterns (i.e., sequences of events) within each cluster. Fifth,
based on domain knowledge, we develop a ranking function that
orders the discovered patterns in each cluster according to their
expected relevance to the user.

We evaluate our approach on data from the 2015/2016 season of
the English Premier League, where we have access to event stream
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data for all matches. We let a domain expert inspect the discovered
patterns and find that our approach is capable of identifying inter-
esting tactics. Furthermore, we evaluate how each of our design
choices contributes to the overall performance of the system.

2 RELATEDWORK
This paper falls within the emerging area of work that looks at an-
alyzing spatio-temporal sports data. Knauf et al. [12, 13] proposed
a novel spatio-temporal kernel for clustering player trajectory data.
Their kernel is able to consider multiple different trajectories simul-
taneously, which is important for capturing tactics. Furthermore,
it is based on the solid theoretical foundations of kernels. In sev-
eral context-specific scenarios, such as play initiation and attacks,
the approach identified interesting clusters that are illustrative of
differences between two team’s playing styles. Another trajectory-
based approach, which focuses on scoring opportunities [7], clusters
together different scoring opportunities based on hand-crafted fea-
tures as well as trajectory information about players on both teams.
The goal is to assess how effective a team is at creating chances
from certain types of situations (e.g., corners). Another approach
to characterizing scoring chances is based on inductive logic pro-
gramming [18], which allows representing rich, relational structure
in a domain. This work focuses on discriminative mining of event
streams to find patterns of play that are more likely than not to lead
to shots on goal, but primarily focuses on capturing (hierarchical)
spatial relations. Van Haaren et al. [17] used a similar approach in
volleyball to detect patterns of play that occur frequently in won
rallies.

Another way to analyze tactics is to build occupancy maps based
on ball movements [14]. The occupancy maps are then used to
assess how predictable the ball’s movement is within a given region
of the field. While the approach does provide a characterization of
team behavior, it does not yield insights into specific trajectories
or patterns of movement that a team employs to generate attacks.
Another line of work looks at trying to characterize playing style
and tactics by looking at passing patterns. One approach is to look
at the passing graph and look for common passing sequences, that
is, sequences of a given length that involve mostly the same players
passing in mostly the same order [11]. However, it ignores the
spatial component. Another approach looks at identifying frequent
passing patterns by applying dynamic time warping [10]. Beyond
these, other analyses of tactics include recognizing team formations
in soccer (e.g., [1]) or identifying specific plays in American football
(e.g., [16]).

In terms of data mining tasks, related areas include trajectory
mining [9] and finding frequent spatio-temporal patterns [2]. In
contrast to trajectory mining, the transition time between different
events is not as important in our case. Both of these approaches
also take the typical pattern mining approach of focusing on identi-
fying frequent patterns. For example, a team’s defenders may pass
the ball among themselves, simply because they are trying to kill
time. While this would result in a frequent pattern that represents
a tactic (“kill time”), it does not provide significant insight into the
more important strategic decisions such as how does a team build
up the attack. Furthermore, frequency also ignores the fact that
certain sequences are inherently more interesting. In soccer, events

Table 1: Special types of passes and their frequencies

Event type Frequency

pass 100.00%
normal pass 67.72%
long ball 16.52%
head pass 8.03%
throw in 4.78%
cross 4.24%
free kick 2.47%
corner 1.11%
through ball 0.28%

like goals, shots, and getting the ball in a dangerous area are very
infrequent, but incredibly important. Hence, it is natural to assign
more or less weight to a sequence based on how interesting and
valuable the individual events within the pattern are. Importantly,
spatio-temporal patterns in sports are not the result of a single
object moving around. Instead, they arise from a complex, dynamic
environment where many factors such as interactions among multi-
ple different players across space and time, and features of the game
state (e.g., score, field position, time left, and team quality) influence
decision making and tactics. Our approach is able to account for
some of these factors.

3 DATASET
Our dataset consists of event data for the English Premier League
for the 2015/2016 season. This event data was manually collected
by humans who watch video feeds of the matches through special
annotation software. Each time an event happens on the pitch, the
human annotates the event with, amongst others, a timestamp, the
location (i.e., a (x ,y) position), an appropriate type (e.g., foul, pass,
or cross) and the players who are involved. Depending on the type
of the event, additional information is available. For example, the
end location and type of a pass or the outcome of a tackle.

Our dataset contains 652,907 events of 39 different types, which
are related to either the flow of the match (e.g., a player substitution,
a yellow card, an awarded corner) or the action on the pitch (e.g., a
shot, a clearance, or a foul). This corresponds to an average of 1,718
events per match. The most frequent event types in our dataset are
“pass” (368,426), “out” (48,046), and “ball recovery” (41,448).

Passes are a special type of event. These can sometimes be of a
more specific type, such as a “cross”. This is stored as additional
information. Table 1 shows an overview of the type of special passes,
along with their frequency. Note that sometimes passes can have
multiple specific types. For example, a pass can be both a “corner”
and a “cross” at the same time.

Another special type of event are shots. These are registered in
the data as four different event types based on their outcome: goal,
miss, attempt saved or post (i.e., the ball hit the post). Hence, if we
want to analyze the shots in our database, we have to aggregate
over these event types.
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4 APPROACH
The goal of our approach is to identify common attacking tactics
employed by a specific team. Formally, our task can be defined as:

Given: A set of matches, where each match is represented as
an event sequence, about a team of interest.

Find: Relevant spatio-temporal patterns that characterize at-
tacking tactics.

This is a challenging task as soccer is a highly dynamic game
with many movements and interactions among players across time
and space. Concretely, the challenges include the following:

Challenge 1: Tactics involve coping with both a spatial com-
ponent, as the location where an event occurs is important,
as well as a temporal component, as the order of events is
important.

Challenge 2: The various events that occur during a game
are described by both discrete attributes, such as the type
of event and the players involved, as well as continuous
attributes, like the event location.

Challenge 3: There is very little exact repetition in sequences
of game play. That is, the same players rarely perform the
same actions in the same order in the same locations. There
will often be variations in the location of players or events,
and the players involved in the events. This makes counting
occurrences difficult, as the counting must generalize over
both spatial locations and which player performed an action.

Challenge 4: There are a significant number of representa-
tional choices to consider, particularly as it relates to encod-
ing domain knowledge about soccer. Two examples include
information about formations and different ways to define
player positions, some of which involve hierarchical infor-
mation.

Challenge 5: Identifying interesting and relevant patterns is
a highly subjective decision. Certain sequences of play, such
as high-quality attempts on goal occur infrequently, but are
of high interest.

Challenge 6: Teams do not employ a single tactic. Each team
has several different tactics during a game. Furthermore,
each tactic has minor variations.

Challenge 7: No uniform definitions for events in soccermatches
exist. For example, it is unclear when a shot is considered
a shot, or a cross is considered a cross. An intended cross
might accidentally end up in the goal, while an intended
shot can end up as a crossed assist for another player. Also,
the definitions might differ from one human annotator to
another.

To tackle these challenges, we perform the following five steps.

(1) Divide the event stream of each match into phases.
(2) Cluster the phases based on their spatio-temporal compo-

nent.
(3) Rank the clusters based on the preferences of the user.
(4) Mine each of the obtained clusters to identify frequent se-

quential patterns.
(5) Rank the discovered patterns based on the preferences of

the user.

The following subsections discuss each of these five steps in more
detail.

4.1 Dividing a match event stream into phases
Formally, each match M is represented as a sequence of events
M = e1, . . . , en , where each ei is an event and n is the total number
of events. Each event ei is a tuple ei = (t , l ,p, et ), where t is a
timestamp, l is the location on the pitch where the event took place
as given by its x and y coordinates, p is the set of players involved
in the event, and et is the event type. We use ET to refer to the set
of all possible event types.

In terms of tactics, a sequence representing an entire match rep-
resents too coarse of a granularity to consider for analysis. Tactics
will manifest themselves as short, consecutive sequences of actions
on the pitch such as attacking through the middle or playing a
through pass. Therefore, a more natural unit to analyze is what
a domain expert may call a “soccer gameplay phase” or simply a
phase (e.g., a corner, an attack from the left flank, a turnover). A
phase is a sequence of consecutive events that fit together. An added
benefit of a phase representation is that it is easier to find patterns
in multiple, shorter event sequences than one long event sequence.
Therefore, we split the event stream of a match into phases. Figure
1 shows an example of a phase.

EachmatchM is subdivided into subsequences P1, . . . , Pm , where
each Pj is a phase andm is the total number of phases in the match.
Each phase Pj = ej1 , . . . , ejp is a subsequence of consecutive events
that appear in the sequenceM . A new phase starts if there

(1) Is a pause of at least 10 seconds between events; or
(2) Possession switches from one team to the other (e.g., a suc-

cessful tackle, the ball goes out of play for a throw-in or
corner kick, a goal is scored, or a free kick is awarded).

This approach was shown to lead to interpretable, self-contained
phases in earlier work [4].

We only consider phases that have at least three events. Phases
with only one or two events are usually not very informative about
the playing style of a team. Figure 2 shows the distribution of
phase lengths for Manchester City in the 2015-2016 English Premier
League season. Finally, like in many sports, teams switch which
goal they are attacking at halftime. Comparing phases that attack
different goals is difficult, so we normalize each phase such that the
team of interest is always attacking the same goal.

Another approach to divide the match event stream into phases
is to divide the event stream into subsequences of constant length
(e.g., windows of length 10 seconds) [3].While this approach is more
straightforward, it has two important drawbacks. First, the time
between two consecutive events can differ greatly from one match
to another due to a difference in intensity and the unreliability of
human annotators. This would lead to many uninformative phases
being constructed. Second, using this approach would result in
many phases where both teams possessed the ball and performed
actions during the phase, making it more difficult to infer the tactics
of one specific team.
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Figure 1: An example phase in our data. A phase is a se-
quence of consecutive events that fit together according to a
domain expert.

Figure 2: Distribution of phase lengths for Manchester City
in the 2015-2016 English Premier League season.

4.2 Clustering phases on their spatio-temporal
component

The goal of the second step is to identify similar spatio-temporal
phases via clustering. We do this for two reasons. One, this helps
reduce the space of possible patterns that we need to search in
step four. Two, a team is likely to employ multiple different attack-
ing tactics, such as corners, attacking through the middle, down
the flank, each of which will be characterized by different spatial
characteristics. Clustering gives us a natural way to divide the data
along these lines.

In this paper, we use hierarchical agglomerative clustering, which
is a popular and simple approach for clustering data [6]. To measure
the distance between two clusters, we use the complete-linkage
metric. Complete-linkage clustering tends to find compact clusters
of approximately equal diameters but not necessarily equal number
of objects [6], which is precisely the type of clustering we want.

The clustering works as follows. First, each element is assigned
its own cluster. Next, clusters are iteratively merged together until
a stop criteria is met. In each iteration, the two clusters separated
by the shortest distance are combined. Complete-linkage cluster-
ing computes the distance between two clusters Ci and Cj as the
distance between those two elements (one in each cluster) that are
farthest away from each other. In this work, we stop once there are
k clusters remaining, where k is a user-defined parameter.

A crucial step in clustering objects is choosing the right dis-
tance function. In our setting, we have to cope with the fact that
phases are of varying length. Furthermore, we want to identify
spatially similar phases. One well known way to cope with these
two desiderata is to use Dynamic Time Warping (DTW) [15]. DTW
computes a cost by finding a one-to-many matching between two
sequences. The matching allows for a non-linear warping effect
when aligning the two sequences. Consequently, DTW is able to
cope with minor mismatches between sequences, such as delays or
shifts. A drawback to DTW is that it is not a distance function as it
does not satisfy the triangle inequality.

The most natural way to explain and compute the DTW cost is
via dynamic programming. In our case, given a phase P1 of length
m and a phase P2 of length n, the DTW cost can be computed as:

D[i, j] = δ (P1i , P2j ) +min(D[i − 1, j − 1],D[i, j − 1],D[i − 1, j])

where D is a m × n matrix and δ (P1i , P2j ) computes the cost of
aligning the ith element of P1 with the jth element of P2 as:

δ (P1i , P2j ) =
√
(P1i,x − P2j,x )

2 + (P1i,y − P2j,y )
2

where P1i,x (P2j,x ) gives the x coordinate of the ith event in P1 (jth

event in P2) and P1i,y (P2j,y ) gives the y coordinate of the ith event
in P1 (jth event in P2). That is, the cost function is only considering
the spatial proximity of the events in two phases. The final DTW
cost is given by D[m,n].

In earlier work [19], we clustered the phases based on their
possession maps. A possession map is a grid overlaying the field
that shows how often each area of the field was occupied by the
players and the ball during a phase. Using DTW as a distance
measure has two benefits over our earlier work: DTW is simpler
and, unlike the possession map, it reasons about the sequential
aspect of the phase.

4.3 Ranking clusters
Next, we rank clusters according to their expected relevance to the
user. Typically, the quality of clusters is judged by statistics such as
average pairwise distance, maximal pairwise distance and minimal
pairwise distance [5].

However, these evaluation functions are less likely to be relevant
to a domain expert [20]. A soccer coach might be most interested
in a cluster with phases that frequently lead to shots and goals. An
opponent might be most interested in the clusters with the most
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phases, in order to identify and anticipate themost frequent patterns
of play. Finally, a journalist might be interested in the clusters with
the longest phases, as those can be the most interesting for sports
fans.

For this paper, we went with the viewpoint of a soccer coach
and rank clusters based on the number of shots that they contain.

4.4 Mining patterns
The fourth step involves identifying frequent sequential patterns,
that is, time-ordered sequences of events, within each cluster. One
approach to mining patterns is applying techniques from inductive
logic programming, which allows us to search for a rich set of
patterns [18]. However, these techniques currently do not scale well
to a large volume of data and are thus ill-suited for the event data
analyzed in this paper. We employ the CM-SPADE pattern miner,
which is a more conventional sequential pattern mining algorithm
found in the SPMF toolbox [8]. This patternminer is more restrictive
in the type of learned patterns, but offers better scalability in terms
of speed and memory. An important benefit of our approach is that
our choice of pattern miner can be easily swapped for an alternative
pattern miner such as FAST, GSP, PrefixSpan, etc. [8].

Typically, sequential pattern miners take as input sequences,
where each element in the sequence is an itemset (i.e., unordered
set). An event contains a lot of information, and the key repre-
sentational challenge is how to convert an event into an itemset.
Deciding on an itemset representation requires considering two
key questions:

Q1: What information to consider? For example, an end-user
may care about knowing which players often play together,
in which case the players involved in each event are impor-
tant. However, teams rotate players between games, players
may change positions during a game, and players are substi-
tuted within a game. Thus, some users may be interested in
abstracting away from the specific players involved when
considering a team’s tactics. In this case, omitting the players’
names from the representation is desirable.

Q2: How to encode the information? Each piece of infor-
mation contained in an event could be represented in a
multitude of different ways. For example, a player’s posi-
tion and the type of pass could be encoded hierarchically.
The location could be represented as an exact position or as
occurring in a specified zone of the pitch, and furthermore
the zones could be organized hierarchically.

When thinking about how to encode the various components
of an event, we pay special attention to two aspects of an event:
its location and its type. Both aspects require some engineering to
obtain good results.

Most pattern mining algorithms are designed to work with dis-
crete data or to convert continuous attributes to discrete ones using
a threshold (e.g., checking if the value is less than a threshold). The
x and y coordinates of an event are real values, so we discretize the
location. Rather than using a standard discretization method such
as a grid [19], we divide the soccer pitch in zones based on domain
knowledge as shown in Figure 3.

As mentioned in Section 3, shots and passes require some special
care as they are important events and each one hasmultiple different

Figure 3: The zones used to discretize (x ,y)-locations on the
pitch.

Table 2: Sequence representation for the phase in Figure 1

1. An interception AT the right flank
2. A ball recovery AT the right flank
3. A pass FROM the right flank TO the right flank
4. A pass FROM the right flank TO the midfield
5. A pass FROM the midfield TO the midfield
6. A pass OR long ball FROM the midfield TO the box
7. A pass FROM the box TO the box
8. A shot OR attempt saved AT the box

types. For passes, we augment the itemset by adding any special
type of pass as an extra event that is happening simultaneously.
We treat shots in an analogous manner. Effectively, this introduces
an extensional hierarchy in the data where an itemset can match
on either the more generic event (e.g., a pass) or the more specific
event (e.g., a through ball).

We want our patterns to be as readable as possible to a domain-
expert, therefore we encode them in natural language format. An
event of type A at location X is encoded as [A] AT [X], while an
event of type B that moves the ball from location Y to location Z
is encoded as [B] FROM [Y] TO [Z]. Table 2 shows the sequence
that corresponds to the phase in Figure 1.

Using the discussed processing of locations and events, we con-
sider the following five ways to represent an event as an itemset:

Location. This representation only considers the location of
the event as determined by the zone in which it occurred.

Event Type. This representation only considers the type of
the event, with the extra processing for passes and shots.

Player. This representation only considers players. Conceptu-
ally, each player is represented by a binary variable which
takes on a value of 1 if the player participates in the event
and 0 otherwise.

Location and Event Type. This representation constructs an
itemset by combining (i.e., concatenating) the Location and
Event Type representations.
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Location, Event Type, and Players. This representation con-
structs an itemset by combining (i.e., concatenating) the Lo-
cation, Event Type and Player representations.

Our primary evaluation will focus on the fourth representation and
consider Locations and Event Types. The evaluation will explore
how each of the representations affects the found patterns.

4.5 Ranking patterns
Finally, we rank the discovered frequent sequential patterns with
respect to their expected relevance to a user. Typically, frequent
patterns are ranked according to their support in the data. However,
this evaluation function is less relevant to soccer coaches. Given
that most of the action during a soccer match typically happens in
the middle of the pitch and that 90% of all events are passes, the
top of the ranking is likely to be dominated by patterns describing
passing sequences in the midfield.

We propose an alternative evaluation function that considers
the types of the events appearing in a pattern, the length of the
pattern and the pattern’s support to determine its relevance. More
specifically, we first assign a weight to each event type. Higher
weights indicate higher relevance. This approach allows the user
to define a bias towards a particular type of patterns. Specifically,
we use a ranking function of the form:

Score (FS ) = Supp (FS ) ×
∑

et ∈ET
λet × #et ∈ FS

where FS is a frequent sequence, Supp (SP ) is the support count of
the sequential pattern FS , λet is the weight assigned to event type
et , and #et ∈ FS is the number of occurrences of event type et in
SP . Given that we are mostly interested in goal attempts, we assign
a high weight (λshot = 2) to shots, a low weight to normal passes
(λpass = 0.5), and average weights (∀et ∈ ET \ {shot ,pass} : λet =
1) to all other types of events in our experiments.

5 EXPERIMENTAL STUDY
Our empirical evaluation on the dataset presented in Section 3
addresses the following four research questions:

Q1: Do we discover interesting and relevant patterns?
Q2: Can we characterize the tactics of teams?
Q3: What is the effect of the clustering step?
Q4: What is the best representation for phases?

The first two questions focus on evaluating the quality of our results,
whereas the last two questions focus on assessing the impact of
our design decisions on the overall results. Next, we discuss the
methodology and present the results.

5.1 Methodology
The analysis is performed on a team-by-team basis. That is, all 38
league matches for a given team are used as input to the algorithm.
The discussion will focus on the found patterns for Manchester
City, Arsenal, and Leicester City. These patterns were evaluated
qualitatively by a domain expert, as we do not have access to any
ground truth data we can compare our patterns against. Tactics are
often kept confidential by soccer clubs, so getting this ground truth
data is nearly impossible.

Figure 4: All phases assigned to each of the top 12 clusters
for Manchester City. The red dots indicate where the phase
begins. Manchester City is attacking to the right. The top-
ranked cluster is in the upper left hand corner, and the clus-
ters are ordered from left to right.

We focus our attention on the top 10 clusters as ranked by the
number of shots the cluster contains. We employ the CM-SPADE
algorithm in the SPMF toolbox [8] to discover frequent maximal
sequential patterns in each cluster. We used a support threshold of
10, and then rank the found patterns according to our score metric.
As a default, we consider 100 clusters and use the Location and
Event Type itemset representation. For Q3, we consider 1, 10, 100,
and 500 clusters. For Q4, we consider all five ways to convert an
event into an itemset discussed in Subsection 4.4.

All experiments were run on a desktop with an Intel i7-6700
3.40GHz processor with four cores, each having two CPUs. The
machine had 32 GB of memory.

5.2 Q1: Do we discover interesting and relevant
patterns?

Figure 4 shows the top 12 ranked clusters for Manchester City. The
phases that appear within the same cluster exhibit a reasonable
degree of spatial coherence. There are identifiable commonalities,
such as that the top-right and top-middle clusters contain phases
beginning in the opposition’s right and left flank. Figure 5 shows a
zoomed in version of the top-ranked cluster. In this cluster, several
patterns were found that show a clear attacking pattern starting
from the right flank. This involve actions such as passes followed
by a cross, attacks from a corner, and set pieces. Similar patterns
were found in the second-ranked cluster.

Figure 6 shows the fourth-ranked cluster, which is also inter-
esting. The highest-ranked pattern in this cluster involved a ball
recovery on the right flank, followed by a pass to the midfield,
followed by a pass to the left flank. As seen from the cluster, this
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Figure 5: All phases assigned to the top-ranked cluster for
Manchester City. The red dots indicate where the phase be-
gins. Manchester City is attacking to the right. This shows a
clear attacking pattern starting from the right flank.

Figure 6: All phases assigned to the fourth-ranked cluster
for Manchester City. The red dots indicate where the phase
begins. Manchester City is attacking to the right.

pattern is capturing a diagonal movement of the ball from the right
side of Manchester city’s own half to left side of their opponent’s
half. In the 2015-2016 season, Mauricio Pellegrini commonly em-
ployed a formation that aligned Kevin De Bruyne on the right,
David Silva in a central role, and Raheem Sterling on the left in
support of striker Sergio Kun Aguero. De Bruyne recovers many
balls, especially for someone in that role. Sterling is very fast, and
hence offers an outlet on the left side for a possible attack.

5.3 Q2: Can we identify team tactics?
To address this question, we compare the patterns found for three
different teams: Arsenal, Leicester City, and Manchester City. We
discuss this from both a quantitative and a qualitative perspective.

From a more quantitative perspective, Arsenal had 3,884 phases
in the season containing three or more events and 480 shots oc-
curred in these phases. Leicester City had 4,099 phases in the season

Figure 7: All phases assigned to each of the top 12 clusters
for Arsenal. The red dots indicate where the phase begins.
Arsenal is attacking to the right.The top-ranked cluster is
in the upper left hand corner, and the clusters are ordered
from left to right.

containing three or more events and 439 shots occurred in these
phases. Manchester City had 3,828 phases in the season containing
three or more events and 512 shots occurred in these phases. The
number of phases for Arsenal and Manchester City are very similar
whereas Leicester has slightly more. One possible explanation could
be that Leicester City matches typically involved a lot of duelling
in midfield, which can lead to more possession changes. Addition-
ally, Leicester generated around 10% fewer shots than Arsenal, and
Arsenal generated about 6.5% fewer shots than Manchester City.

Table 6 gives the number of phases (P), number of shots (S), and
the number of frequent sequential patterns (FS) contained within
each of the top 10 ranked clusters for each team. 59.2% of Leicester
City’s shots occur in the top 10 clusters, with 16.5% appearing in
the top cluster. In contrast, 54.1% of Manchester City’s shots occur
in the top 10 clusters with 12.5% in the top cluster. For Arsenal,
only 50.4% of the shots occur in the top 10 clusters and 9.4% in the
top cluster.

For Arsenal, Figure 7 shows the phases assigned to each of the
top 12 clusters. Arsenal’s play exhibits spatial diversity in how
attacks are generated. Like most teams, the top two clusters capture
attacks from either flanks (e.g., from corners or crosses). However,
the clusters ranked 3 through 5 all capture various phases that start
near Arsenal’s own goal line, with a large number originating from
goal kicks. These account for 65 shots. Their play involves long
sequences of passing the ball around, with lots of action through the
midfield. Table 3 shows the top-ranked frequent sequences within
three clusters for Arsenal.

For Leicester City, Figure 8 shows the phases assigned to each of
the top 12 clusters. Leicester City’s top two clusters capture attacks
from the right or left flank. However, Leicester generates many
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Table 3: The top-ranked frequent sequences found in the sec-
ond, third, and ninth ranked clusters for Arsenal.

Cluster Sequential Pattern

2nd Cluster
1. A pass OR cross FROM the left flank
TO the box

2. A shot

3rd Cluster
1. A pass FROM the midfield TO the midfield
2. A pass FROM the midfield TO the midfield
3. A pass FROM the midfield TO the midfield

9th Cluster

1. A pass FROM the midfield TO the midfield
2. A pass FROM the midfield TO the left-flank
3. A pass FROM the left flank TO the midfield
4. A pass FROM the midfield TO the midfield
5. A pass FROM the midfield TO the midfield

Figure 8: All phases assigned to each of the top 12 clusters
for Leicester City. The red dots indicate where the phase be-
gins. Leicester City is attacking to the right. The top-ranked
cluster is in the upper left hand corner, and the clusters are
ordered from left to right.

more shots (71) from the left flank than the right flank (46) whereas
other teams are more balanced. The fact that Leicester was more
prolific from the left is a bit surprising, as Riyad Mahrez, who won
one of the player of the year awards and had a large number of
goals (14 from open play) and assists (11), operated on the right.
Unlike Arsenal, Leicester City has very few sequences in the top
10 clusters that start with a goal kick. Additionally, Leicester has
four clusters where most phases start in the opponent’s half of
the midfield, and these generate 64 shots. This indicates a direct,
counter-attacking style with shorter sequences. Table 3 shows the
top-ranked frequent sequences within three clusters for Leicester
City.

Table 4: The top-ranked frequent sequences found in the
first, second, and seventh ranked clusters for Leicester City.

Cluster Sequential Pattern

1st Cluster
1. A pass OR cross FROM the left flank
TO the box

2. A shot

2nd Cluster

1. A pass OR cross FROM the right flank
TO the box

2. A shot and a Miss
3. Ball goes out of bounds

7th Cluster 1. A ball recovery IN the midfield
2. A shot

Manchester City generates a lot of shots from phases that start
on the left or right flank, and the distribution is nearly even with
64 coming from the right and 56 from the left. More generally,
Manchester City’s style falls somewhere in between Arsenal and
Leicester City. On the one hand, there are several clusters with
phases starting near midfield that are short and direct. On the other
hand, like Arsenal, there are some clusters that show groups of
phases starting in Manchester City’s half of the field between the
penalty box and midfield. However, there are fewer phases initiated
with a goal kick. Table 5 shows the top-ranked frequent sequences
within three clusters for Manchester City.

Table 5: The top-ranked frequent sequences found in the
first, third, and seventh ranked clusters forManchester City.

Cluster Sequential Pattern

1st Cluster
1. A pass OR cross OR corner
FROM the right flank TO the box

2. A shot

3rd Cluster
1. A pass FROM the left flank TO the left flank
2. A pass FROM the left flank TO the midfield
3. A pass FROM the midfield TO the right flank

7th Cluster 1. A ball recovery IN the left flank
2. A pass FROM the left flank TO the midfield

5.4 Q3: What is the effect of the clustering step?
In this question, we compare 1 cluster (i.e., no clustering), versus
10, 100, and 500 clusters. We focus the analysis on Manchester City.
Table 7 provides statistics on the number of phases (P), number of
shots (S), and the number of frequent sequential patterns (FS) con-
tained within each of the top 10 ranked clusters when considering
10, 100, and 500 clusters. From a quantitative standpoint, consider-
ing only 10 clusters resulted in 225,118 frequent sequences which
is substantially more than for 100 clusters (4,557) or 500 clusters
(676). When looking at 100 clusters, 54.1% of all shots appear in the
top 10 clusters, and for 500 clusters this number drops to 30.5%.

When performing no clustering, essentially all found patterns
involve passing patterns of differing length within the midfield,
with an occasional pass to one of the flanks. There are no patterns
involving shots or the box in the top 100 ranked frequent sequences.
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Table 6: A comparison of the clusterings found for Arsenal,
Leicester City and Manchester City. The clusters are sorted
by the number of shots each one contains and focuses on the
10 clusters that contain the most shots. Within each cluster,
the number of phases (P), number of shots (S), and the num-
ber of frequent sequential patterns (FS) are shown.

Cluster Arsenal Leicester City Manchester City
Number P S FS P S FS P S FS

1 78 45 143 109 71 227 103 64 141
2 110 44 159 76 46 134 116 56 127
3 46 24 47 55 26 11 63 28 82
4 34 21 20 94 22 34 60 22 72
5 55 20 187 33 20 17 33 21 19
6 83 20 26 32 18 7 50 20 27
7 41 20 40 27 18 13 73 19 165
8 49 17 150 37 12 12 49 18 10
9 42 17 116 50 12 16 44 15 12
10 51 14 40 55 10 41 63 14 18

When clustering into 10 clusters, seven of the clusters generate
patterns that contain almost only passes within midfield. There is
one cluster for attacks from the right flank and one from the left.
Finally, one cluster contains phases starting near Manchester City’s
own box. Hence there is little diversity in the found patterns.

Figure 9 shows the top 12 ranked clusters when the phases are
clustered into 500 clusters. The clusters are typically very spatially
coherent, but contain very few phases. This makes it difficult to
find interesting patterns that have enough support in the data.
Consequently, looking at 100 clusters seems to be a good tradeoff
between diversity, spatial coherence, and sufficient data to find
patterns with the desired support.

Table 7: The effect of the number of clusters with three clus-
ter sizes considered: 10, 100, and 500. The clusters are sorted
by the number of shots each one contains and focuses on the
10 clusters that contain the most shots. Within each cluster,
the number of phases (P), number of shots (S), and the num-
ber of frequent sequential patterns (FS) are shown.

Cluster 10 Clusters 100 Clusters 500 Clusters
Number P S FS P S FS P S FS

1 424 108 488 103 64 141 57 43 86
2 353 89 314 116 56 127 45 27 88
3 344 85 77,699 63 28 82 25 16 8
4 539 56 6,812 60 22 72 20 13 12
5 144 47 136,212 33 21 19 25 13 3
6 305 46 1,702 50 20 27 17 10 3
7 199 46 908 73 19 165 15 9 3
8 355 35 353 49 18 10 17 9 0
9 763 0 520 44 15 12 14 8 1
10 402 0 110 63 14 18 13 8 0

Figure 9: All phases assigned to each of the top 12 clusters
from Manchester City when considering 500 clusters. The
red dots indicate where the phase begins. Manchester City
is attacking to the right.

5.5 Q4: What is the best phase representation
for mining patterns?

Next, we consider the effect of the five different ways to convert an
event into an itemset representation. We focus on the top 10 ranked
patterns within each of the top 10 clusters. The two approaches
(location and event type; player, location, and event type) that
includemultiple pieces of information result in very similar patterns.
In both cases, around two thirds of the patterns are length one
or two and one third are length three or greater. A drawback to
including the player information is that it greatly expands the search
space of possible patterns that need to be considered.

Only considering one aspect of an event in the itemset repre-
sentation is quite limiting. Particularly, for just the location or just
the event type, the patterns contain little context about what is
happening. For just location or just event type, it is possible to find
quite long sequences. For locations, it is common to find sequences
of length five, with the longest being of length eight. For event type,
sequences of up to length 13 are found. When considering just play-
ers, most patterns are very short, most are length one or two, and
nothing longer than length three. A common finding is a pattern
where the same player is involved in multiple consecutive events.
These most likely indicate a dribbling sequence followed by a pass.
But again, more context is needed to obtain a good understanding.

5.6 Impact on soccer industry
The patterns generated by our approach were presented to a com-
pany that provides data-driven advice to soccer clubs and soccer
associations with respect to player recruitment and opponent anal-
ysis. The company has expressed interest in building a product
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based on this approach and implementing it in the near future to
be included in their services.

6 CONCLUSIONS
Advanced data collection techniques are becoming more and more
commonplace in sports and they generate rich, complex spatio-
temporal data. Automatically analyzing team tactics from these data
is an interesting and challenging problem. This paper tackled one
aspect of this task by trying to automatically discover interesting
attacking tactics from event data collected from professional soccer
matches. The paper proposed a five-step pipeline to analyze such
data. An analysis of the 2015-2016 English Premier League season
identified several differences in style of play between different
teams. It also identified some relevant, reoccurring patterns of play.

There are several important directions for future work. One is to
continue to tackle the representational issues associated with per-
forming pattern mining in a mixed discrete and continuous space.
In conjunction with this, the ability to generalize to nearly identical
commonly occurring sequences could also allow finding additional
interesting patterns. Another direction is evaluating whether our
results are consistent over time, i.e., if the tactics inferred for a
given team after a set of matches, carry over to a subsequent set of
matches. Finally, it would be interesting and much more informa-
tive to have full optical-tracking data for all players and the ball.
However, tackling such a setting would require radically different
techniques.
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