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Abstract

Software systems are ubiquitous. Failure in safety- and security-critical systems,
e.g., the control system of a passenger plane, can be quite catastrophic. Hence,
it is crucial to ensure that safety- and security-critical software systems are
correct. Types play an important role in helping us achieve this goal. They help
compilers check for (some) programmer’s mistakes. They also form the basis
of a group of proof assistants. A proof assistant is a software that allows for
formalization and mechanization of mathematics, including the theory of types,
theory of programming languages, program verification, etc. In this thesis we
contribute to the study of programming languages and type theory. In the first
part of this thesis we formalize a mathematical theory (closely related to the
theory of types and programming languages) in the proof assistant Coq and
contribute to the type theory of this proof assistant. In the second part of this
thesis we study a number of programming languages through their type systems.
In particular, we develop methods for proving soundness (correctness) of their
type systems and to prove equivalence of programs.

The first part of this thesis begins with the formal specification of category theory,
a mathematical theory closely related to the theory of types and programming
languages, in the proof assistant Coq. Coq is a proof assistant based on the
predicative calculus of inductive constructions (PCIC). In this formalization we
have taken advantage of a feature of Coq known as universe polymorphism to
represent (relative) smallness and largeness of categories using Coq’s universe
hierarchy. The formalization of category theory that is presented in this part
reveals a shortcoming of PCIC: the fact that the cumulativity relation of Coq,
also known as the subtyping relation, needs to be extended to support subtyping
of inductive types. The cumulativity relation for categories (represented using
inductive types) would allow a small category to be also considered a large
category, i.e., the type of small categories would be a subtype of the type of
large categories. The following chapter presents the predicative calculus of
cumulative inductive constructions (PCUIC). PCUIC extends PCIC to solve the
aforementioned shortcoming of PCIC by introducing a novel subtyping relation
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for inductive types. The cumulativity relation introduced for inductive types
also has interesting consequences for types that do not involve the mathematical
concept of smallness and largeness. For instance, it unifies (judgementally
equates) the type list A of lists (whose elements are terms of type A) at all
universe levels. This novel subtyping relation has been integrated into the proof
assistant Coq as of the official release of Coq 8.7.

In the second part of this thesis we develop logical relation models, as
operationally-based semantic approaches for proving type soundness and
establishing equivalence of programs, for a number of programming languages.
We develop logical relations models for F, e conc, a concurrent ML-like
programming language, and use them to prove type soundness and equivalence
of programs. We use the latter to establish the equivalence of concurrent counter
and stack modules. One of the main results of this thesis is developing a logical
relations model which allows us to establish proper encapsulation of state in the
programming language STLang. STLang is a programming language featuring a
Haskell-style ST monad which is used to encapsulate state. This problem was
open for almost two decades. We solve this problem by showing that certain
program equivalences hold in the presence of the ST monad that would not hold
if the state was not properly encapsulated. Finally, we develop logical relations
for an extension of F, yef, cone With continuations, a feature that makes reasoning
about programs quite intricate. We develop a reasoning principle for our system
which allows us to treat parts of the program that do not involve continuations
in a disrupting manner (but can nevertheless interact with other parts which
do) as though there are no continuations in the programming language. We use
this novel reasoning principle together with our logical relations model to prove
that an implementation of a web server that uses continuations (in the style of
Racket web servers) is equivalent to one which does not use continuations.

It is well known that developing and working with logical relations models for
advanced type systems such as those studied in the second part of this thesis
is very intricate. In this thesis we mitigate this issue by working in the Iris
program logic. Iris is a state-of-the-art program logic based on separation logic
for verification of higher-order concurrent imperative programs. Working in Iris
allows us to develop our logical relations models at a higher level of abstraction
and thus avoid the usual intricacies associated with developing and working
with such models. Furthermore, we take advantage of the formalization of Iris
on top of the Coq proof assistant to mechanize all of the results in this part of
the thesis on top of Coq.



Beknopte samenvatting

Softwaresystemen zijn overal. Storingen in veiligheidskritische systemen zoals
het controlesysteem van een vliegtuig, kunnen katastrofaal zijn. Daarom is
het heel belangrijk om veiligheidskritische systemen te verifiéren. Types spelen
een grote rol in dit verband. In compilers helpen ze met het checken van
(sommige) fouten van de programmeur. Aan de andere kant vormen types
de basis van een klasse van bewijsassistenten. Een bewijsassistent is een
programma waarmee we wiskundige theorieén en stellingen, waaronder ook de
theorie van programmeertalen, formeel kunnen definéren en bewijzen. In dit
proefschrift dragen we bij aan de studie van de theorie van programmeertalen
en de theorie van types. In het eerste deel van dit proefschrift formaliseren
we een wiskundige theorie (die nauw verwant is aan de theorie van types en
programmeertalen) in de bewijsassistent Coq. Bovendien leveren we bijdragen
aan de typetheorie van Coq. In het tweede deel van dit proefschrift bestuderen we
een aantal programmeertalen aan de hand van hun typesysteem. In het bijzonder
ontwikkelen we methoden om soundness (correctheid) van typesystemen en
gelijkwaardigheid van programma’s te bewijzen.

Het eerste deel van dit proefschrift begint met formalisatie van categorietheorie,
een wiskundige theorie die nauw verwant is aan de theorie van types en
programmeertalen, in de bewijsassistent Coq. Coq is een bewijsassistent die
gebaseerd is op de Predicative Calculus of Inductive Constructions (pCIC).
In deze formalisering maken we gebruik van een van de kenmerken van Coq,
genaamd universumpolymorfisme, om (relatieve) kleinheid en grootheid van
categorieén te bepalen aan de hand van de universumhiérarchie. De formalisering
van de theorie van categorieén van het eerste hoofdstuk onthult een gebrek van
PCIC: het feit dat er geen cumulativiteitsrelatie (m.a.w. een subtyperelatie)
geldt tussen inductieve types. De cumulativiteitsrelatie tussen categorieén
(gedefinieerd als inductieve types) zou toelaten kleine categorieén te beschouwen
als grote categorieén, d.w.z., het type van kleine categorieén zou een subtype zijn
van dat van grote categorieén. Het tweede hoofdstuk breidt PCIC uit met een
cumulativiteitsrelatie tussen inductieve types. De nieuwe cumulativiteitsrelatie
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is niet enkel interessant voor het wiskundige begrip van kleinheid en grootheid.
Bijvoorbeeld, deze cumulativiteitsrelatie beschouwt alle instanties van het type
list A in verschillende universa als zijnde (oordeelgewijs) gelijk aan elkaar. Deze
nieuwe cumulativiteitsrelatie is nu geintegreerd in Coq vanaf de officiéle uitgave
van Coq 8.7.

In het tweede deel van dit proefschrift ontwikkelen we modellen gebouwd
met de techniek genaamd logische relaties, als operationeel gebaseerde
semantische werkwijze voor typesysteemcorrectheid en voor het bewijzen
van gelijkwaardigheid van programma’s, voor een aantal programmeertalen.
We ontwikkelen logischerelatiemodellen voor F, ,ef conc, een meerdradige
(concurrent) programmeertaal die lijkt op ML. We maken gebruik van deze
logischerelatiemodellen, om typesysteemcorrectheid te bewijzen voor F, ref conc,
en ook om gelijkwaardigheid van programma’s te bewijzen. We gebruiken
het laatste model om te bewijzen dat twee meerdradige implementaties van
datastructuren gelijkwaardig zijn. Een van de belangrijkste resultaten van
dit proefschrift is de ontwikkeling van een logischerelatiemodel waarmee we
de behoorlijke inkapseling van toestand (geheugen) kunnen tonen voor de
programmeertaal STLang. STLang is een programmeertaal met een ST-
monade, zoals in Haskell, die voor inkapseling van de toestand gebruikt kan
worden. We tonen behoorlijke inkapseling van toestand door te bewijzen dat
specifieke programma’s gelijkwaardig zijn die niet gelijkwaardig zouden zijn als
de toestand niet goed ingekapseld was. Dit probleem was een onopgelost
probleem gedurende ongeveer twee decennia. Ten laatste ontwikkelen we
logischerelatiemodellen voor een uitbreiding van F, ref, conc met continuaties,
een mechanisme van sommige programmeertalen waarmee we de uitvoering
van programma’s kunnen opschorten en op een later moment hervatten. Het
is welbekend dat continuaties redeneren over programma’s ingewikkeld maken.
We ontwikkelen een redeneerprincipe waarmee we het onverstorend gebruik van
continaties kunnen negeren. Dus kunnen we redeneren over een programma dat
geen verstorend gebruik maakt van continuaties net alsof er geen continuaties
zijn in de programmeertaal. We gebruiken ons nieuwe redeneerprincipe samen
met ons logischerelatiemodel om te bewijzen dat een implementatie van een web
server waarin continuaties worden gebruikt (zoals in web servers geschreven
in Racket) gelijkwaardig is aan een implementatie die geen gebruik maakt van
continuaties.

Het is welbekend dat het ontwikkelen en gebruik maken van logischerelatie-
modellen voor geavanceerde typesystemen zoals die die we bestuderen in de
tweede deel van dit proefschrift, ingewikkeld is. We lossen dit probleem op in
dit proefschrift door met Iris te werken. Iris is een grensverleggende nieuwe
programmalogica gebaseerd op scheidingslogica (separation logic) die gericht
is op het veriféren van meerdradige imperatieve programma’s van hogere orde.
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Door met Iris te werken kunnen we een directe behandeling van ingewikkelde
aspecten van ons model vermijden. Daarenboven hebben we gebruik gemaakt
van de implementatie van Iris in Coq om alle ontwikkelde theorieén van dit deel
van het proefschrift in Coq te formaliseren.
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Chapter 1

Introduction

Computer systems have been quite prolific in the past couple of decades; a trend
that is undoubtedly going to accelerate even further. We rely on software systems
and online services for virtually everything: banking, stock marketing, control
systems of vehicles and planes, self-driving cars, TV sets, microwave ovens, etc.
Failure in some of these technologies, e.g., the control system of a passenger
plane, would be catastrophic and incur hefty human and financial costs. Hence,
it is of utmost importance to ensure that safety- and security-critical software
systems are correct.

One of the most important concepts that help us produce and verify correct
software is the concept of a type system. Types play a crucial role in both
computer science and mathematics. In computer science types enable compilers
to check programs for (some) programmer’s mistakes. In mathematics they
form the basis of a group of proof assistants including Coq, Agda, etc. Proof
assistants are programs that assist a mathematician by checking correctness of
mathematical proofs including proofs of correctness of programs.

In this thesis we contribute to the study of programming languages and type
theory. In the first part we formalize category theory, a mathematical theory
closely related to the theory of types and programming languages, in the proof
assistant Coq. Furthermore, we extend the underlying logic (type theory) of Coq
to facilitate formalization and application of mathematical theories like category
theory. In the second part, we study a number of properties of programs and
programming languages through their types. This includes showing correctness
of type systems (type soundness), showing how a more efficient implementation
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of concurrent data structures refines less efficient versions' and establishing
correct encapsulation of state by a Haskell-style ST monad. The ST monad
allows a limited use of memory (state) while keeping programs pure. That is,
programs behave as though they are not using memory, i.e., the use of state is
encapsulated.

In the sequel we will give a brief explanation of types and how they are
used for both formalization of mathematics (in proof assistants) and software
development. This is followed by an overview of the contributions presented in
the thesis.

1.1 Types

Types and type systems are very important notions in both computer science and
mathematics. Statically typed programming languages use types to ensure that
user-written programs are meaningful. An example of a meaningless program
is a program that attempts to subtract a string of characters from a number,
e.g., 10 — “ABC”. Common sense dictates that such a statement is meaningless
essentially because 10 is a number and “ABC?” is a string of characters and
the operation of subtraction is expected to be applied to two numbers. In the
jargon of programming languages and type systems we say that 10 : Z (read
as: 10 has type Z) and “ABC” : String while (=) : Z — Z — Z. The last
statement simply states that the subtraction operation (—) takes two integers
and produces an integer. This information allows the compiler processing the
program to reach the conclusion that the program 10 — “ABC” is meaningless
and the result of a programmer’s error.

Broadly and intuitively speaking, types describe what their members are. A
program of type Z is an integer numeral, or rather it is a program that computes
an integer numeral. Elements of the type Z — Z are functions that given an
integer produce (after some computation) another integer. In general, types
can be far more expressive. In the most extreme case, i.e., in a proof assistant
like Coq, users can define their own types and one can define a type such
that members of the type are mathematical proofs of a certain mathematical
theorem.

Types for programming Every programming language features a number of
basic types like Z (integers), B (Boolean), 1 (the unit type with a single

1Program e refines program e’ if e can be used instead of e/ as part of a bigger program
without changing the overall behavior.
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inhabitant () : 1), String (strings), etc. Apart from these virtually all
programming languages feature what we call simple types (as in simply-typed
A-calculus). That is, for any two types 7 and 7’ we have the type of their
Cartesian product, 7 x 7/, the type of their sum (also known as a tagged union),
7+ 7/, and the function type, 7 — 7'.

Most advanced programming languages also feature types like recursive types,
uX. 7, references ref(r) and polymorphic types VX.7. Recursive types are
used to define recursive concepts, e.g., algebraic lists (encoded as list, =
uX. 14 (7 x X)) where a list is either empty (uniquely defined as the unit type)
or consists of a head (an element of 7) and a tail which is also again a list.
The elements of the reference type ref(7) are memory locations that always
(guaranteed by the type system) store values of type 7. Polymorphic types, a
la System F, are used to give types to polymorphic (generic) programs that
can work with any types. For instance, the type of the identity function in
System F is written as VX. X — X. The programming languages that we study
in the second part of this thesis feature all these types. Each chapter defines
precisely the programming language that it studies and gives (excerpts of the
important parts of) the syntax, operational semantics and typing rules of this
programming language.

Types for mathematics The idea of using a type system as a logic goes
back to Curry (1934) and Howard (1980) and is widely known as the Curry-
Howard correspondence. This idea can be summarized as “propositions as
types, proofs as programs”. Curry (1934) and Howard (1980) noticed that there
is a correspondence between types of the simply-typed A-calculus and logical
formulas of the intuitionistic propositional logic and between programs of a type
and proofs of the proposition represented by that type. The following table
shows the correspondence between the logical connectives of the intuitionistic
propositional logic and types of the simply-typed A-calculus.

Logical connective | Type
A X
\% +
= —
T 1
€ 0

Intuitively, a proof of P A @ is a pair of proofs of P and Q). A proof of PV Q is
either a proof of P or a proof of Q). A proof of P = @ is function that given
a proof of P returns a proof of (). The proposition T has a unique proof and
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thus corresponds to the unit type. The absurd proposition L has no proof and
corresponds to the absurd type 0 which also has no inhabitant.

The idea of the Curry-Howard correspondence is generalized by Howard (1980)
and de Bruijn (1970). This generalized version which is sometimes referred to as
the Curry-Howard-de-Bruijn correspondence extends the idea of “propositions
as types, proofs as programs” to predicate logic by extending simple types to
dependent types. In dependent type theory types are also terms and themselves
have types (usually called sorts or universes). This allows types to mention
terms as in a type Le n m which depends on two natural numbers n and m and
is only inhabited (is provable) if n < m. The calculus of constructions (CoC)
(Coquand and Huet, 1988) and its extensions which are the basis of the proof
assistant Coq are such dependent type theories.

In order to avoid paradoxes like Girard’s paradox?, arising from a type being
term of itself, dependent type theories usually have a countable hierarchy of
sorts.? In Coq this hierarchy is Typeg : Type; : Types : - --. Coq’s type theory is
cumulative dependent type theory which means, if we have that A : Type;, then
A : Type; whenever ¢ < j. In addition to the hierarchy of universes Type; Coq
also features a sort Prop of propositions. This is to separate programs (whose
types are in some sort Type;) from logical propositions (including properties of
those program).*

Inductive types are important tools in formalizing mathematics in type theory.
Inductive types allow us to define constructions that are inductive in nature
which are ubiquitous in mathematics, e.g., (Peano’s axiomatization of) natural
numbers. For instance the type Le above corresponding to the < relation on
natural numbers can be defined as follows using the syntax of the Coq proof
assistant.

Inductive Le (n : nat) : nat — Prop :=
| Len:Lenn
| Le.S:VmLenm—Len (Sm).

This definition defines for each n : nat a family of predicates Le n : nat — Prop
which is constructed as follows: (1) the proposition Le n n has a proof (Le_n n)
and (2) if the proposition Le n m is inhabited then so is Le n (S m) by Le_S n m.

2Similar to Russel’s paradox in set theory.

3The alternative is to have a finite hierarchy where the top sort is not itself a term of any
type.

4Coq also features a universe Set which is just a shorthand for Typeg as far as concerns
this thesis.
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1.2 Type theory and formalization of mathematics

Chapter 3 presents the formalization of a mathematical theory called category
theory in the proof assistant Coq. This development encompasses most concepts
and features of basic category theory, i.e., not including higher category theory
or enriched categories. As such it should be useful as a basic mathematical
library that can be used as a basis for other category-theoretical developments,
e.g., formalizing categorical semantics of type theories. The other contribution of
this development is the novel representation of smallness and largeness through
type-theoretic universes which we will discuss below briefly.

A category is a collection of objects together with a collection of morphisms
(also known as arrows) from A to B for any pair of objects A and B that need
to satisfy certain axioms. The concept of a category is very general and hence
many mathematical structures form categories. As a result, category theory
can be used to give unifying and general definitions for common mathematical
constructions. For instance the general concept of Cartesian product of two
objects, the sum (tagged union) of two objects, the concept of a function
space, etc. The archetypal example of a category is the category of sets where
objects are sets and morphisms are functions between them. This category,
usually written as Set, plays an important and central role in category theory.
Categories are very closely related to type systems and logics (Jacobs, 1999;
Lambek and Scott, 1988).

Categories are so general that they form a category themselves. The category
of small categories has as objects small categories.” Note the qualifier small in
the last sentence. Crucially, the category of small categories is itself large and
is hence not an object of itself as it would be contradictory otherwise. In the
formalization of category theory that is presented in Chapter 3 we use Coq’s
universes to formalize the concept of (relative) largeness and smallness. That is,
we use a feature of Coq called universe polymorphism (introduced in Coq 8.5) to
formally define categories. Universe polymorphism allows us to define a concept
at all universes at once. That way, the category of categories is also defined at
all universe levels and includes only categories as objects that are themselves at
a strictly smaller universe level.® In Chapter 3 we argue that using universe
levels to represent smallness and largeness works quite well in practice and only
suffers from one caveat: categories are not cumulative. That is, a small category
is mot also a large category as is expected. This, as we shall argue in more

5The morphisms of this category are called functors but they are not relevant to the
present discussion.

6This way of using type-theoretic universes to represent smallness and largeness is similar
to the usual way of defining smallness and largeness in set theory using the closely related
concept of Grothendieck universes. This is explained in more details in Chapter 3.
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details in Chapter 3, has undesirable theoretical and practical consequences.
The problem boils down to the fact that the cumulativity (subtyping) relation
that is defined for sorts and dependent function types in the predicative calculus
of inductive constructions (PCIC), the underlying type theory of Coq, is not
extended to inductive types through which we define categories.

Chapter 3 is published in the proceedings of the first conference on formal
structures for computation and deduction (FSCD’16) (Timany and Jacobs,
2016a). FSCD is a continuation (as of 2016) of the international conference on
rewriting techniques and applications (RTA) which is ranked A by the Conference
ranking portal of CORE.

Chapter 4 introduces the predicative calculus of cumulative inductive
constructions (PCUIC) which extends the cumulativity relation in PCIC to
inductive types. This new system forms the underlying type system of the
proof assistant Coq as of the official release of version 8.7. The type system
PCUIC adds a rule to PCIC that determines when an inductive type is a
subtype of another inductive type. In the Coq proof assistant this allows us to
determine for each universe-polymorphic inductive type I when I instantiated
with some universe arguments is a subtype of another instance of I instantiated
with some other universe arguments. For the case of categories the subtyping
relation determined in PCUIC corresponds precisely to smallness and largeness
of categories. The usefulness of the cumulativity for inductive types introduced
in PCUIC is not limited to mathematical constructions like categories that
involve smallness and largeness. Chapter 4 presents examples of subtyping
of other inductive types like the universe-polymorphic definition of lists. We
furthermore discuss how the new cumulativity relation extends Coq’s template
polymorphism feature which allows two instances of a non-universe-polymorphic
inductive type in two different universes to be unified under certain conditions.
Finally, in Chapter 4 we prove consistency of PCUIC as a logic by constructing
a set-theoretic model of PCUIC in the Zermelo-Fraenkel set theory with the
axiom of choice (ZFC) together with an extra axiom regarding existence of
certain strongly inaccessible cardinals which are used to model type-theoretic
universes in set theory. This model is based on and inspired by the model of
Lee and Werner (2011) for pCIC.

Preliminary results of the constructions presented in Chapter 4 were published
in the proceedings of the 12" international colloquium on theoretical aspects of
computing (ICTAC’15) (Timany and Jacobs, 2015). ICTAC is ranked B by the
Conference ranking portal of CORE.

This chapter is accepted for publication in the third conference on formal
structures for computation and deduction (FSCD’18) (Timany and Sozeau,
2018). FSCD is a continuation (as of 2016) of the international conference on
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rewriting techniques and applications (RTA) which is ranked A by the Conference
ranking portal of CORE.

1.3 Logical relations: a semantic approach to the
study of programming languages through their

types

The most important theorem that one proves about a type system of a
programming language is type soundness, also known as type safety. This
theorem states that types do fulfil their ultimate purpose, i.e., well-typed
programs have well-defined behavior. In other words, the type soundness
theorem states that well-typed programs are safe, i.e., never crash, which is
usually summarized into the slogan “well-typed programs cannot go wrong”
(Milner, 1978). This problem has been studied using denotational semantics
(Milner, 1978) and syntactic approaches (Harper, 1994; Wright and Felleisen,
1994). The advantage of approaches based on denotational semantics over
syntactic approaches is that the former are modular (separate parts can be
proven safe separately) and take into account data abstraction. Syntactic
approaches on the other hand can only be applied to whole programs that
are well-typed and hence cannot be used to reason about programs where a
part is not syntactically well-typed but can be proven to be safe otherwise.
Furthermore, syntactic approaches only guarantee that the program does not
crash and not that it will respect abstraction barriers between different parts of
the program. For a further detailed discussion of the comparison of these two
techniques see the Introduction section of Chapter 5.

In this thesis we take a third approach to this problem known as operationally
based logical relations (Pitts, 1996). In this semantics approach we define
for each type 7 in the type system (by recursion on the structure of types) a
predicate [7] such that for any program e, [7](e) implies that e is a safe program,
Safe(e), that behaves (based on the operational semantics) like a program of
type 7. Note that behaving as a program of a type that involves abstract
data types requires the program to respect these abstractions. In addition,
since the logical relations model is defined semantically it is also modular. For
instance, if e is a program that behaves as a function of type 7 — 7/ and €’ is
a program that behaves as a program of type 7 then the program e ¢ must
behave as a program of type 7/. We prove the type soundness theorem using
logical relations models by showing that all well-typed programs do fall in the
predicate corresponding to their types and hence are safe.
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Another important problem in program verification in particular and in the
study of programming languages in general is proving equivalence of programs.
Two programs are considered equivalent if replacing one by the other in any
context, i.e., as part of any program, would not change the overall behavior of
the program. This notion, called contextual equivalence, is the standard notion
of equivalence of programs. This notion is important for showing the correctness
of refactorings and optimizations. For instance, when in a big software project
we replace an implementation of the queue abstract data structure with another
more efficient implementation the overall behavior of the program should not
change. This can be proven by showing that the two implementations are
contextually equivalent.

Operationally based logical relations can also be used to develop methods to
prove contextual equivalence of programs. In this case, instead of defining a
predicate for each type we define a binary relation for each type. That is, [7] is
a binary relation and for any pair of programs e and ¢’ being in the relation
[7](e,€') implies e and e’ are programs of type 7 and that e contextually refines
e’. Contextual refinement is the one sided version of contextual equivalence,
i.e., e refines €’ if replacing ¢’ by e cannot be detected by any context. Such a
logical relations model can be used to prove contextual equivalence of programs
by showing that each program refines the other.

It is well-known (Ahmed, 2004) that constructing and using logical relations
models for programming languages with advanced types, e.g., dynamically
allocated higher-order references, recursive types, polymorphism, etc., is difficult.
Constructing these logical relations models requires using techniques known as
step-indexing and recursive Kripke worlds. Furthermore, using these models is
complicated by the fact that we need to take into account intricate details of
the model, e.g., step-indices (the number of steps of execution of the program).
In solving this problem we follow the idea of Plotkin and Abadi (1993) and
Dreyer, Ahmed, and Birkedal (2009) and define our logical relations models in
a logic that comes equipped with reasoning principles to reason about intricate
details of the model at a high level of abstraction. The logic that we use for this
purpose is the Iris program logic, a state-of-the-art program logic for verification
of higher-order concurrent imperative programs. The logic of Iris is expressive
enough that we can directly define our logical relations models in it without
having to worry about intricate details of the model. Furthermore, working in
Iris allows us to take advantage of its formalization and dedicated proof mode
(Krebbers, Timany, and Birkedal, 2017) in the proof assistant Coq to formalize
our logical relations models and their application in Coq. In particular, all the
results presented in Chapters 5, 6 and 7 are formalized in the proof assistant
Coq using Iris as a library.

In Chapter 5 we construct unary and binary logical relations models for
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Fo.ref,conc, a concurrent ML-like programming language featuring recursive
types, dynamically allocated higher-order references, polymorphism and
concurrency. We use the unary logical relations model to prove type safety of
this language and use the binary logical relations model to prove equivalence of
programs. In particular, we prove contextual refinement for a pair of concurrent
counter implementations and a pair of concurrent stack implementations. In
both of these cases we show that the more efficient version using fine-grained
concurrency refines the version that uses a lock to protect the data structure.
Fine-grained concurrent data structures do not use locks. They perform
computations locally and only update the data structure atomically with the
result of the computation. Hence, they do not block other threads from accessing
the data structure while they are performing computations locally.

The results presented in Chapter 5 have been announced as part of a publication
in the proceedings of the 44™ ACM SIGPLAN Symposium on Principles of
Programming Languages (POPL’17) (Krebbers, Timany, and Birkedal, 2017).
POPL is ranked A™ by the Conference ranking portal of CORE.

Chapter 6 studies monadic encapsulation of state in STLang, a programming
language featuring a Haskell-style ST monad. The ingenious idea of the ST
monad introduced by Launchbury and Peyton Jones (1994) is simple yet elegant.
It divides the memory (state) into phantom regions and uses types to annotate
which region of memory an effectful command is using. The monadic type
ST 7 p is the type of an effectful computation that when run produces a result
of type 7 and only uses the region of memory associated with p. The command
runST {e} evaluates the effectful program e if it can be run in any region, i.e.,
if e has type VX.ST 7 X. Since the effectful program being run can work in
any region it can in particular work in an empty region of memory. Therefore,
intuitively, the execution of effectful programs cannot be affected by the state
when they start working. They can only use the part of memory that they
allocate and initialize themselves. Hence, the memory is properly encapsulated
and thus programs of STLang behave as though they are pure, i.e., as though
they do not use memory at all. The problem that we address in Chapter 6 is
how to formally prove that the ST monad does indeed properly encapsulate
state. In that chapter we construct a logical relations model that allows to
prove equivalence of certain programs that would not hold if the state was not
properly encapsulated. Proving the equivalences that we prove in Chapter 6
was an open problem for about two decades.

Chapter 6 and its appendiz are published in the proceedings of the 45" ACM
SIGPLAN Symposium on Principles of Programming Languages (POPL’18)
(Timany, Stefanesco, Krogh-Jespersen, and Birkedal, 2018). POPL is ranked
A" by the Conference ranking portal of CORE.
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In Chapter 7 we work with a programming language F‘C‘(;ngi cc Which is an
extension of Fy, e conc With continuations. Continuations allow programs to
be suspended. Suspended programs (called continuations) can be resumed
at a later point in time. In this chapter we develop logical relations models
for F/C‘chf . t0 prove type soundness and to establish equivalence of programs.
Continuations make reasoning about programs more intricate as we cannot
consider programs in isolation anymore and need to consider the context under
which programs are running as the context could be captured in a continuation.
In this chapter we introduce so-called context-local reasoning principles which
allow us to ignore innocuous usages of continuations. That is, we can reason
about parts of programs that do not use continuations in a disruptive manner as
though there are no continuations in the programming language. We use these
context-local reasoning principles together with our binary logical relations
model to prove that a web server that uses continuations to store client’s state

is equivalent to a traditional implementation that stores the state directly.

Remark Chapters of this thesis correspond to publications, already published
or under submission. The bodies of these chapters are thus copied verbatim
from these papers and are simply adjusted to adhere to the format of the
present thesis. In particular, in the second part each chapter studies a different
programming language which is precisely defined in that chapter. Since all
chapters in the second part use Iris each of them gives an explanation of the
parts of the Iris program logic that are used in that chapter.



Chapter 2

Preliminaries

In this chapter we give a cursory overview of the preliminaries necessary for
reading this thesis.

2.1 Formal systems

The formal systems that we use in this thesis are the Coq proof assistant and
the program logic Iris. The program logic Iris is used in the second part of
the thesis. Each chapter in that part gives a short introduction to the parts of
Iris that are used in that chapter. In this section we will give a brief general
overview of the proof assistant Coq. For further details bout the Coq proof
assistant and the Iris program logic, more developed examples and tutorials
please refer to the following list of suggested reading:

For Coq

o Tutorials:
1. Pierce, Amorim, Casinghino, Gaboardi, Greenberg, Hritcu, Sjéberg,
and Yorgey (2017)
2. Huet, Kahn, and Paulin-Mohring (2018)
3. Nahas (2012)
4. Jacobs (2013)

11



12 PRELIMINARIES

e Coq reference manual: The Coq development team (2018)
e Books:

1. Bertot and Castéran (2013)
2. Chlipala (2013)

o Official website: https://coq.inria.fr

For Iris

¢ Scientific papers published in Conferences and journals:

1. Jung, Swasey, Sieczkowski, Svendsen, Turon, Birkedal, and Dreyer
(2015)

2. Jung, Krebbers, Birkedal, and Dreyer (2016)
3. Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal (2017)
4. Jung, Krebbers, Jourdan, Bizjak, Birkedal, and Dreyer (2018)

o Iris lecture notes: Birkedal and Bizjak (2017)

o Official website: http://iris-project.org

2.1.1 Coq

The system Coq in its most essential form consists of sorts (universes), dependent
function types and inductive types.! All other constructs in Coq are (or can at
least be thought of) as syntactic sugar defined in terms of these basic building
blocks. The proof assistant Coq also includes many features that facilitate
development of programs and proofs that we do not discuss here, e.g., type
inference, type classes, canonical structures, the program system (the Russell
language), etc.

Universes Universes (sorts) in Coq consist of Prop and the universe hierarchy
Typeo, Typet, - --. The sort Set is just a name for Typeg.?

1In this thesis we ignore coinductive types in Coq.

2Notice that Coq can be run with the option -impredicative-set which makes the sort
Set impredicative. With this option the sort Set is no longer merely Typeg. However, this is
beyond the scope of this thesis.
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Dependent functions In our formalism of Coq in Chapter 4 we write Az : A. M
for a (dependent) function. Dependent functions are sometimes referred to as
dependent products. This term has type IIX : A. B if the body of the function,
M, has type B given that = has type A. In Coq’s notation we write fun x : A = M
for the aforementioned dependent function and write forall x : A, B for the
corresponding type. We call these functions dependent because the variable x
can appear freely in B making the codomain type of the function depend on the
value that the function is applied to. In particular, if £ has type forall x: A, B
and t has type A then the application £ t will have type B[t/x].

As a simple yet instructive example of a dependent type and a dependent
function consider the definition of the identity function id and its type Id.

Definition Id := forall x: Type, x — X.
Definition id: Id :=fun T z = z.

Note that the A — B is syntactic sugar for non-dependent function type. That
is, A —» B is a syntactic sugar for forall x: A, B for some x that does not
appear freely in B. In the Coq code above we have written Type as the type
of x and not explicitly a specific universe in the hierarchy, e.g., Type@{i}.
Coq can automatically infer the universe levels of definitions and these are
treated differently depending on which constructions are universe-polymorphic
or universe-monomorphic. For a detailed discussion about treatment of universes
see Chapter 4.

Inductive types, pattern matching and recursive functions The quintessen-
tial example of inductive types is that of Peano natural numbers. In Coq this
type can be defined as follows:?

Inductive nat : Set :=

| 0: nat

| S: nat — nat.

Here, 0 is zero and $ is the successor function, intuitively, mapping n to n + 1.

The basic principle for working with inductive types is destructing them using
the match construct. For instance, we can define the function is_zero to check
whether a natural number is zero or not:

Definition is_zero (n : nat) : Bool :=

match n with

| 0= true
| 8 _ = false
end.

3This is how the standard library of Coq defines Peano natural numbers.
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In Coq one can define functions by recursion on a term of an inductive type.*
Fixpoint add (nm : nat) : nat :=

match n with

| 0 =m

| Sk =8 (add k m)

end.

Intuitively, if the first argument of add is zero then the result is the second
argument. On the other hand, if the first argument is the successor of k then
the result is the successor of the result of add k m. Notice that when a recursive
call happens (the successor case) the first argument strictly decreases. This is
crucial for ensuring consistency of Coq.

Coq supports dependent pattern matching. That is, the type of the result of
the pattern matching on terms of inductive types can depend on the term being
destructed. For details about the syntax and semantics of dependent pattern
matching please consult the further reading materials given above.

Theorems and proofs Coq is a proof assistant and as such it has facilities
to support interactive proofs. In Coq a theorem (respectively a lemma) starts
with the keyword Theorem (respectively Lemma). This keyword is followed by the
name of the theorem and the type of the theorem which represents the theorem
that is to be proved (refer to Curry-Howard correspondence in Chapter 1).

The following piece of Coq code first loads the library of natural numbers
from the standard library of Coq. Afterwards, it states a theorem expressing
commutativity of the addition operation on natural numbers. The proof script
below given between keywords Proof. and Qed. (see tactics and their use for
proving theorems in the reading material for Coq given above) is a very simple
and elaborated proof of this theorem type checked with Coq 8.7. The so-called
bullets — and + are simply put to structure the proof by focusing on different
cases in the proof (different cases of inductions here) and are optional parts of
the proof script.

Require Import Coq.Init.Nat.

Theorem add_comm : forall nm: nat, add nm = add m n.
Proof.
induction n; simpl in x.
— induction m; simpl in *.
+ trivial.
+ rewrite < IHm; trivial.

4This is how addition is defined in the standard library of Coq.
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— induction m; simpl.
+ rewrite IHn; trivial.
+ rewrite < IHm, IHn. simpl.
rewrite IHn; trivial.
Qed.

2.2 Programming languages studied in the second
part

In the second part of this thesis we study programs and programming languages
through their types. The programming languages studied in that part feature
certain advanced features, e.g., dynamically allocated higher-order references,
recursive types, etc. Most of these features are standard and are present
in modern programming languages, e.g., OCaml. Here, we briefly explain
these features insofar as to give examples of and explain the intuition for
these features. Each chapter will introduce (the relevant parts of) the precise
notation, syntax and semantics of the programming language that is studied
in that chapter. Below, we will use the more-straightforward-to-read syntax
of OCaml programming language for examples unless we need to explicitly
mention the specific syntax of the programming languages that we study.

Higher-order code The programming languages that we study in the second
part of this thesis are all higher-order programming languages. In a higher-order
programming language, functions are first class values and can be passed as
values to other functions. Functions that take as arguments other functions
are called higher-order functions. The best example of such function is the
map_to_string function that given a list of integers and a function from integers
to strings produces a list of strings by applying the given function to all the
elements of the given list.

let rec map_to_string 1 f =

match 1 with

00 -> 0

| h :: t -> (£ h) :: (map_to_string t f)

Higher-order state Here, by state we mean the heap of the programming
language. A programming language featuring higher-order references is a
programming language where the state (heap) is higher-order. That is, alongside
(first order) data, e.g., strings, integers, etc., one can also store (higher-order)
functions in the heap. The idea here is to have references that store functions.
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Different parts of the program can then read these references and use the stored
function while other parts can change the stored function, effectively changing
the behavior of the program dynamically.

The quintessential example of higher-order reference is how they can be used
to implement recursive functions without any explicit use of recursion. In the
following program the function recursive_fun takes a function as an argument
and turns that function into a recursive function. The function in question must
itself take a function (which is it will when it wants to make a recursive call).
This program creates a reference for the recursive call which is initially the
identity function. Subsequently, we update the reference storing the recursive
call to the function that calls £ with the stored recursive call. This example in
the literature is known as the Landin’s knot due to Landin (1964).

let recursive_fun (f : (int -> int) -> (int -> int)) =
let recursive_call =
ref (fun (x : int) -> x)
in

let rec_fun x =
f !'recursive_call x
in
recursive_call := rec_fun; rec_fun

The higher-order function recursive_fun can be used to encode the factorial
function as follows:

let fact =
let fact_rec rc n =
if n = 0 then 1 else n * rc (n-1)
in

recursive_fun fact_rec

Impredicative polymorphism All programming languages studied in the
second part of this thesis feature impredicative polymorphism, also known
as parametric polymorphism. This feature allows us to write programs that
are polymorphic in their types. That is, we can give types to programs that
work with any value of any type. The quintessential example of polymorphic
function is the polymorphic definition of the identity function.

let id : ’a -> ’a = fun x => x

Notice that the > in ’a is to indicate that the type ’a is the type variable of the
polymorphic definition.

We call this form of polymorphism impredicative because the type variable of
the polymorphic definition can be instantiated with any type, including the
polymorphic type itself. That is, the expression id id has the type ’a -> ’a.
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There is a well-known problem with the combination of references and
impredicative polymorphism. We cannot consider arbitrary expressions of the
program polymorphic. If we were to do so then the expression ref (fun x -> x)
could be typed (’a -> ’a) ref. That is, according to this type, this expression
results in a reference that for any type t has (¢ -> t) ref. For an argument
of why allowing such typings violates type safety see Wright (1995) where the
aforementioned example is taken from. The solution that Wright (1995) offers is
called value restriction where only values, and not arbitrary expressions, can be
considered polymorphic. The ML family programming languages use (variants
of) the value restriction.

In order for us to ensure type-safety of the programming languages that we
consider in the second part of this thesis we use a so-called type-level lambda
which we write as A. The net effect on the operational semantics of the
programming language is that the expression Ae is a value and cannot be
evaluated further unless it is specialized at a specific type using the syntax
(Ae) _. Our typing rules only allow expressions of the form Ae to be
considered polymorphic. Such expressions by our definition are values. Hence, by
construction our programming languages satisfy the value restriction conditions.

Recursive types Recursive types are used to represent recursive algebraic data
structures such as lists. We write recursive types as pX.7. The type of lists
with elements of type 7, list,, is written as follows:

list; & uX. 1+ (7 x X)

The idea here is that recursive types are defined as fixpoints such that
pX. 7~ 7[pX. 7/X] where ~ is isomorphism. We have two language constructs
for realization of this isomorphism in our programming languages, fold and
unfold. This can be evidently seen in the typing rules associated with these
two constructs:

T-roLD T-UNFOLD
E|Tke:7r[uX.7/X] E|lTke:uX.71
E|TFfolde: uX.71 E| Tk unfolde: 7[uX.7/X]

See Chapter 5 for an explanation of these typing rules. In order to enable
computation with values of recursive types the semantics of the programming
language specifies that unfolding a folded value is that value itself, i.e.,
unfold (foldv) reduces to v.

The value nil, the empty list, the cons function, and the head function, taking
the head of a list, can be written as follows in our programming languages:

nil £ fold (inj, ()
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cons = A\z. \y. fold (inj, (z,y))
head & \r. match (unfoldz)withinj, y = inj, () | inj,y = inj, (71 y) end
These programs have the following types for any type 7:
nil : list,
cons : T — list. — list,

head : list, — 1+ 7

Fine-grained concurrency We say a concurrent algorithm is coarse-grained if
it uses a lock to protect the whole data structure. A fine-grained concurrent
algorithm on the other hand does not use any locks. These algorithms, read the
state of the data structure that they manipulate and perform the manipulation
on their local copy of the data stored in that data structure. Afterwards,
these algorithms, check that the data structure still stores the data that they
had originally read. If so, they will update the data structure with their
local manipulated version of the data. Crucially, this checking and updating
happens atomically through the compare and set (CAS) instruction. Figure 5.5
in Chapter 5 shows both fine-grained and coarse-grained implementations of a
concurrent counter module side-by-side.
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We report on our experience implementing category theory in Coq 8.5. Our
work formalizes most of basic category theory, including concepts not covered
by existing formalizations, in a library that is fit to be used as a general-purpose
category-theoretical foundation.

Our development particularly takes advantage of two features new to Coq
8.5: primitive projections for records and universe polymorphism. Primitive
projections allow for well-behaved dualities while universe polymorphism
provides a relative notion of largeness and smallness. The latter is one of
the main contributions of this paper. It pushes the limits of the new universe
polymorphism and constraint inference algorithm of Coq 8.5.

In this paper we present in detail smallness and largeness in categories and
the foundation they are built on top of. We furthermore explain how we have
used the universe polymorphism of Coq 8.5 to represent smallness and largeness
arguments by simply ignoring them and entrusting them to the universe inference
algorithm of Coq 8.5. We also briefly discuss our experience throughout this
implementation, discuss concepts formalized in this development and give a
comparison with a few other developments of similar extent.

3.1 Introduction

A category (Awodey, 2010; Mac Lane, 1978) consists of a collection of objects
and for each pair of objects A and B a collection of morphisms (aka arrows
or homomorphisms) from A to B. Moreover, for each object A we have a
distinguished morphism id4 : A — A. Morphisms are composable, i.e., given
two morphisms f : A — B and g : B — C, we can compose them to form:
go f:A— C. Composition must satisfy the following additional conditions:
Vf:A— B. foida=f=4idgo fand Vf,g,h. (hog)o f=ho(gof).

The notion of a category can be seen as a generalization of sets. In fact sets
as objects together with functions as morphisms form the important category
Set. On the other hand, it can be seen as a generalization of the mathematical
concept of a preorder. In this regard, a category can be thought of as a preorder
where objects form the elements of the preorder and morphisms from A to
B can be thought of as “witnesses” of the fact that A < B. Thus, identity
morphisms are witnesses of reflexivity whereas composition of morphisms forms
witnesses for transitivity and the additional axioms simply spell out coherence
conditions for witnesses. Put concisely, categories are preorders where the
quality and nature of the relation holding between two elements is important.
In this light, categories are to preorders what intuitionistic logic is to classical
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logic. A combination of these two interpretations of categories can provide an
essential and useful intuition for understanding most, if not all, of the theory.

This generality and abstractness is what led some mathematicians to call this
mathematical theory “general abstract nonsense” in its early days. However
category theory, starting from this simple yet vastly abstract and general
definition, encompasses most mathematical concepts and has found applications
not only in mathematics but also in other disciplines, e.g, computer science.

In computer science it has been used extensively, especially in the study of
semantics of programming languages (Mitchell, 1996), in particular constructing
the first (non-trivial) model of the untyped lambda calculus by Dana Scott
(Salibra, 2012), type systems (Jacobs, 1999), and program verification (Biering,
Birkedal, and Torp-Smith, 2007; Birkedal, Mogelberg, Schwinghammer, and
Stovring, 2011; Birkedal, Stgvring, and Thamsborg, 2010).

Given the applications of category theory and its fundamentality on the one
hand and the arising trend of formalizing mathematics in proof assistants on
the other, it is natural to have category theory formalized in one; in particular,
a formalization that is practically useful as a category-theoretical foundation for
other works. This paper is a report of our experience developing such a library.
There already exist a relatively large number of formalizations of category theory
in proof assistants (Ahrens, Kapulkin, and Shulman, 2015; Gross, Chlipala,
and Spivak, 2014a; Huet and Saibi, 2000; Megacz, 2011; Peebles, Deikun,
Norell, Doel, Vezzosi, Jahandarie, and Cook, 2016). However, most of these
implementations are not general purpose and rather focus on parts of the
theory which are relevant to the specific application of the authors. See the
bibliography of Gross, Chlipala, and Spivak (2014b) for an extensive list of such
developments.

Features of Coq 8.5 used: 7 for records and universe polymorphism This
development makes use of two features new to Coq 8.5. Namely, primitive
projection for records (i.e., the 7 rule for records) and universe polymorphism.

Following Gross, Chlipala, and Spivak (2014a), we use primitive projections
for records which allow for well behaved-dualities in category theory. The dual
(aka opposite) of a category C is a category C°? which has the same objects as
C where the collection of morphisms from A to B is swapped with that from
B to A. Drawing intuition from the similarity of categories and preorders, the
opposite of a category (seen as a preorder) is simply a category where the order
of objects is reversed. Use of duality arguments in proofs and definitions in
category theory are plentiful, e.g., sums and products, limits and co-limits, etc.
One particular property of duality is that it is involutive. That is, for any
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category C, (C°P)°? = C. The primitive projection for records simply states
that two instances of a record type are definitionally equal if and only if their
projections are. In terms of categories, two categories are definitionally equal
if and only if their object collections are, morphism collections are and so
forth. This means that we get that the equality (C°?)°P = C is definitional.
Similar results hold for the duality and composition of functors, for natural
transformations, etc. That is we get definitional equalities such as (F°P)%P = F,
(NOP)oP = N and (F o0 G)°P = F°P o G°? where F and G are functors and N is
a natural transformation.

To achieve well behaved dualities, in addition to primitive projections one needs
to slightly adjust the definition of a category itself. More precisely, the definition
of the category must carry a symmetric form of associativity of composition.
The reason being the fact that for the dual category we can simply swap the
proof of associativity with its symmetric form and thus after taking the opposite
twice get back the proof we started with.

In this development we have used universe polymorphism, a feature new to Coq
8.5, to represent relative smallness/largeness. In short, universe polymorphism
allows for a definition to be polymorphic in its universe variables. This allows us,
for instance, to construct the category of (relatively small) categories directly.
That is, the category constructed is at a universe level (again polymorphic)
while its objects are categories at a lower universe level. We will elaborate
the use of universe polymorphism to represent relative largeness and smallness
below in Section 3.2.

Contributions

The main contributions of this development are its extent of coverage of basic
concepts in category theory and its use of the universe polymorphism of Coq 8.5
and its universe inference algorithm to represent relative smallness/largeness.
The latter, as explained below, allows us to represent smallness and largeness
using universe levels by simply forgetting about them and letting Coq’s universe
inference algorithm take care of smallness and largeness requirements as
necessary.

The structure of the rest of this paper

The rest of this paper is organized as follows. Section 3.2 gives an explanation of
smallness and largeness in category theory based on the foundation used. This is
followed by a detailed explanation of our use of the new universe polymorphism
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and universe constraint inference algorithm of Coq 8.5 to represent relative
smallness/largeness of categories. There, we also give a short comparison of the
way other developments represent (relatively) large concepts.

In Section 3.3, we give a high-level explanation of the concepts formalized and
some notable features in this work. We furthermore provide a comparison of
our work with a number of other works of similar extent. We also briefly discuss
the axioms that we have used throughout this development.

Section 3.4 describes the work that we have done or plan to do which is based
on the current work as category-theoretical foundation. Finally, in Section 3.5
we conclude with a short summary of the paper.

Development source code The repository of our development can be found
in GitHub (Timany, 2016a).

3.2 Universes, Smallness and Largeness

A category is usually called small if its objects and morphisms form sets and
large otherwise. It is called locally small if the morphisms between any two
objects form a set but objects fail to. For instance, the category Set of sets
and functions is a locally small category as the collection of all sets does not
form a set while for any two sets, there is a set of functions between them.
These distinctions are important when working with categories. For instance,
a category is said to be complete if it has the limit of all small diagrams
(F : C — D is a small diagram if C is a small category). For instance, Set is
complete but does not have the cartesian product of all large families of sets.

These terminology and considerations are due to the fact that the original
foundations of category theory by Eilenberg and Mac Lane were laid on top of
NBG (von Neumann-Bernays-Godel) set theory. In NBG, in addition to sets,
the notion of a class (a collection of sets which itself is not necessarily a set) is
also formalized. For any property ¢, there is a class C, of all sets that have
property . If the collection of sets satisfying ¢ forms a set then C, is just
that set. Otherwise, C, is said to be a proper class. In this formalism, one
can formalize large categories but cannot use them. For instance, the functor
category SetS®t is not defined as its objects are already proper classes and there
is no class of proper classes in NBG.

The other foundation that is probably the most popular among mathematicians
is that of ZF with Grothendieck’s axiom of universe. Roughly speaking, a
Grothendieck universe V is a set that satisfies ZF axioms, e.g., if A € V and
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B €V then {A, B} € V (axiom of pairing), if A € V then 24 € V (axiom of
power set), etc. We also have if A € B and B € V then A € V. Grothendieck’s
aziom says that for any set = there is a Grothendieck universe V' such that
x € V. This also implies that for any Grothendieck universe V', there is a
Grothendieck universe V' such that V € V.

Working on top of this foundation, one can talk about V-small categories and
use all the set-theoretic power of ZF. The notion of completeness for a V-small
category can be defined as having all V-small limits. The category of all V-small
sets will be a V'-small category where V € V’/. It is also a V-locally-small
category as its set of morphisms are V-small but its set of objects fail to be.
For more details on foundations for category theory see chapter 12 of McLarty
(1996).

The type hierarchy of Coq (also known as universes), as explained below, bears a
striking resemblance to Grothendieck universes just explained. In the rest of this
section we discuss how Coq’s new universe polymorphism feature allows us to
use Coq universes instead of Grothendieck universes in a completely transparent
way. That is, we never mention any universes in the whole of the development
and Coq’s universe inference algorithm (part of the universe polymorphism
feature) infers them for us.

3.2.1 Coq’s Universes

In higher-order dependent type theories such as that of Coq, types are also terms
and themselves have types. As expected, allowing existence of a type of all types
results in self-referential paradoxes, such as Girard’s paradox (Coquand, 1986).
Thus, to avoid such paradoxes type theories like Coq use a countably infinite
hierarchy of types of types (also known as universes): Typeg : Type; : Types : ...
The type system of Coq additionally has the cumulativity property, i.e., for any
term T : Typeg we also have T : Typey41.

The type system of Coq has the property of typical ambiguity. That is, in writing
definitions, we don’t have to specify universe levels and/or constraints on them.
The system automatically infers the constraints necessary for the definitions to
be valid. In case, the definition is such that no (consistent) set of constraints
can be inferred, the system rejects it issuing a “universe inconsistency” error.
It is due to this feature that throughout this development we have not had the
need to specify any universe levels and/or constraints by hand.

To better understand typical ambiguity in Coq, let’s consider the following
definition.

Definition Tp := Type.
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In this case, Coq introduces a new universe variable for the level of the type
Type. That is, internally, the definition looks like!:

Definition Tp : Type@{i+1} := Type@{i}.

Note that in older version of Coq and when universe polymorphism is not
enabled in Coq 8.5 the universe level i above is a global universe level, i.e., it is
fixed. Hence, the following definition is rejected with a universe inconsistency
error.

Definition TpTp : Tp := Tp.

The problem here is that this definition requires(Type@{i} : Typee{i}) which
requires the system to add the constraint i < i which makes the set of constraints
inconsistent. Without universe polymorphism, one way to solve this problem
would be to duplicate the definition of Tp as Tp’ which would be internally
represented as:

Definition Tp’ : Type@{j+1} := Type@{j}.

Now we can define TpTp’:
Definition TpTp’ : Tp’ := Tp.

which Coq accepts and consequently adds the constraint i < j to the global set
of universe constraints. As these constraints are global however, after defining
TpTp’ we can’t define Tp’Tp

Definition Tp'Tp : Tp := Tp’.

This is rejected with a universe inconsistency error as it requires j < i to be
added to the global set of constraints which makes it inconsistent as it already
contains i < j from TpTp’.

3.2.2 Universe Polymorphism

Coq has recently been extended (Sozeau and Tabareau, 2014) to support universe
polymorphism. This feature is now included in the recently released Coq 8.5.
When enabled, universe levels of a definition are bound at the level of that
definition. Also, any universe constraints needed for the definition to be well-
defined are local to that definition. That is the definition of Tp defined above is
represented internally as:

Definition Tp@{i} : Type@{i+1} := Type@{i}. (¥ Constraints: *)

I1Type@{i} is Coq’s syntax for Type;.



UNIVERSES, SMALLNESS AND LARGENESS 27

Note that the universe level i here is local to the definition. Hence, Tp can
be instantiated at different universe levels. As a result, the definition of TpTp
above is no longer rejected and is represented internally as:

Definition TpTp@{i j} : Tp@{j} := Tpe{i}. (* Constraints: i < j *)
That is, the two times Tp is mentioned, two different instances of it are considered

at two different universe levels i and j resulting in the constraint i < j for the
definition to be well-defined.

Note the resemblance between universes in Coq and Grothendieck universes,
e.g., cumulativity or axiom of pairing, i.e., if A : Type@{i} and B : Type@{i} then
{x: Type@{i} | x = A V x = B} : Type@{i}, etc.

In the sequel, in some cases, we only show the internal representation of concepts
formalized in Coq.

3.2.3 Smallness and Largeness

In this implementation, we use universe levels as the underlying notion of
smallness/largeness. In other words, we simply ignore smallness and largeness
of constructions and simply allow Coq to infer the necessary conditions for
definitions to be well-defined. We define categories without mentioning universe
levels. They are internally represented as:

Record Category@{i j} :=

{
Obj : Type@{i};
Hom : Obj — Obj — Type@{j};
}: Type@{max(i+1, j+1)} (* Constraints: *)
The category of (small) categories is internally represented as:

Definition Cate{i j k 1} :=

{l
Obj := Category@{k 1};
Hom := fun (C D : Category@{k 1}) = Functor@{k 1 k 1} C D;

|} : Categorye{i j}
(* Constraints: k < i, 1 < i, k < j, 1 < j *)
That is, Cat has as objects categories that are small compared to itself.

Having a universe-polymorphic Cat means for any category C there is a version
of Cat that has C as an object. Therefore, for example, to express the fact



28 CATEGORY THEORY IN COQ

that two categories are isomorphic, we simply use the general definition of
isomorphism in the specific category Cat. This means we can use all facts and
lemmas proven for isomorphisms, for isomorphisms of categories with no further
effort required.

The category of types (representation of Set in Coq) is internally represented
as:

Definition Set@{i j} :=
{l
Obj = Type@{j};
Hom := fun (A B : Type@{j}) = A — B;

|} : Category@{i j} (* Constraints: j < i *)

The constraint j < i above is exactly what we expect as Set is locally small.
The reason that Coq’s universe inference algorithm produces this constraint
is that the type of objects of Set is Typee{j} which itself has type Type@{i}.
But, the homomorphisms of this category are functions between two types
whose type is Typee{j}. Thus, the type of homomorphisms themselves is
Type@{j}. For details of typing rules for function types see the manual of Coq
(The Coq development team, 2015).

Complete Small Categories are Mere Preorder Relations! Perhaps the
best showcase of using the new universe polymorphism of Coq to represent
smallness/largeness can be seen in the theorem below which simply implies
that any complete category is a preorder category, i.e., there is at most one
morphism between any two objects.

Theorem Complete_Preorder (C : Category) (CC : Complete C) :
forall xy : 0bj C, Hom x y’ ~ ((Arrow C) — Hom x y)

where y’ is the limit of the constant functor from the discrete category
Discr(Arrow C) that maps every object to y, (Arrow C) is the type of all
homomorphisms of category C and ~ denotes isomorphism. In other words, for
any pair of objects x and y the set of functions from the set of all morphisms in
C to the set of morphisms from x to y is isomorphic to the set of morphisms from
x to some constant object y’. This though, would result in a contradiction as
soon as we have two objects A and B in C for which the collection of morphisms
from A to B has more than one element. Hence, we have effectively shown that
any complete category is a preorder category.

This is indeed absurd as the category Set is complete and there are types in
Coq that have more than one function between them! However, this theorem
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holds for small (in the conventional sense) categories. That is, any small and
complete category is a preorder category?.

As expected, the constraints on the universe levels of this theorem that are
inferred by Coq do indeed confirm this fact. That is, this theorem is in fact
only applicable to a category C for which the level of the type of objects is less
than or equal to the level of the type of arrows. This is in direct conflict with
the constraints inferred for Set as explained above. Hence, Coq will refuse to
apply this theorem to the category Set with a universe inconsistency error.

3.2.4 Limitations Imposed by Using Universe Levels for
Smallness and Largeness

The universe polymorphism of Coq, as explained in Sozeau and Tabareau
(2014), treats inductive types by considering copies of them at different levels.
Furthermore, if a term of a universe polymorphic inductive type is assumed to
be of two instances of that inductive type with two different sets of universe level
variables, additional constraints are imposed so that the corresponding universe
level variables in those two sets are required to be equal. As records are a special
kind of inductive types, the same holds for them. For us, this implies that if
we have C : Categorye{i j} and we additionally have that C : Categorye{i’ j’},
Coq enforces i = i’ and j = j’. This means, Cate{i j k 1} is in fact not the
category of all smaller categories. Rather it is the category of smaller categories
that are at level k and 1 and not any lower level.

Apart from the fact that Cat defined this way is not the category of all relatively
small categories, these constraints on universe levels impose practical restrictions
as well. For instance, looking at the fact that Cate{i j k 1} has exponentials
(functor categories), we can see the constraints that j = k = 1. Consequently,
only those copies have exponentials for which this constraints holds. Looking
back at Set, we had the constraint that the level of the type of morphisms is
strictly less than that of objects. This means, there is no version of Cat that
both has exponentials and a version of Set in its objects.

Moreover, we can use the Yoneda lemma to show that in any cartesian closed
category, for any objects a,b and c:

(a®)® ~ ab*¢ (3.1)
Yet, this theorem can’t be applied to Cat, even though it holds for Cat.

It is worth noting that although the category Cate{i j k 1} is the category of
all categories Categorye{k 1} and not lower, for any lower category it contains

2This theorem and its proof are taken from Awodey (2010).
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an “isomorphic copy” of that category. That is any category C : Categorye{k’ 1’}
such that k¥’ <k and 1’ <1 can be “lifted” to Categorye{k 1}. Such a lifting
function can be simply written as:
Definition Lift (C : Category@{k’ 1'}) : Category@{k 1} :=

{] Obj := 0bj C; Hom := Hom C; ... |}.

and the appropriate constraints, i.e., k¥’ <k and 1’ <1 are inferred by Coq.
However, working with such liftings is in practice cumbersome as in interesting
cases where k/ < k and/or 1’ < 1, we can’t prove or even specify Lift C = C as
it is ill-typed. This means, any statement regarding C must be proven separately
for Lift C in order for them to be useful for the lifted version.

It is possible to alleviate these problems if we have support for cumulative
inductive types in Coq, as proposed in Timany and Jacobs (2015). In such a
system, any category C : Categorye{i j} will also have type Categorye{k 1} so
long as the constraints i <k and j <1 are satisfied.

However, these limitations are not much more than a small inconvenience and
in practice we can work in their presence with very little extra effort. At least
as far as basic category theory goes. Our development is an attestation to that.

3.2.5 Smallness and Largeness in Other Developments

In homotopy type theory (HoTT) (The Univalent Foundations Program, 2013)
a category C has a further constraint that for any two objects A and B the set
of morphisms from A to B must form an hSet (a homotopy type-theoretical
concept). On the other hand, for two categories C and D, the set of functors
from C to D does not necessarily form an hSet. It does however when the set of
objects of D forms an hSet. Therefore, in HoTT settings one can construct the
category of small strict categories, i.e., small categories whose type of objects
forms an hSet, and not the category of all small categories. However, the
category of small strict categories itself is not strict. Hence, contrary to the
category Cat in our development, there is no category (in the HoTT sense, i.e.,
one whose objects form an hSet) that has the category of small strict categories
as one of its objects. In this regard, working in HoTT is similar to working in
NBG rather than ZF with Grothendieck universes.

The situation regarding the category of small strict categories discussed above
is due to the fact that homotopy type-theoretical levels for types (e.g., hSet)
concern a notion of (homotopy theoretical) complezity rather than cardinality.
In fact, in other situations, e.g., in defining limits of functors, where cardinality
is concerned universe levels can be used to express smallness and largeness.
In other words, in HoTT settings, when defining limits, one can simply not
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mention universe levels and let Coq infer that the definition of limit for a functor
F : C — D is well-defined whenever, C is relatively small compared to D. This
also means that the restrictions mentioned above are also present in HoTT
settings when universe levels are used to represent smallness and largeness. For
instance isomorphism 3.1 above can’t be proven in Cat using the Yoneda lemma
even if a, b and c are strict categories.

This is how smallness and largeness works in both Gross, Chlipala, and Spivak
(2014a) and Ahrens, Kapulkin, and Shulman (2015). This is also the case for
our development when ported on top of the HoTT library (HoTT Version
of Coq and Library). As one consequence, contrary to what was explained
above, in migrating to the HoTT library settings we can’t simply consider the
isomorphism of categories as the general notion of isomorphism in the specific
case of Cat.

In Huet and Saibi (2000), working in Coq 8.4, the authors define a duplicate
definition of categories, Category’, tailored to represent large categories. This
way, they form the Category’ of categories (Category) — much like we used Tp’
above.

Peebles, Deikun, Norell, Doel, Vezzosi, Jahandarie, and Cook (2016) however
use universe levels to represent smallness and largeness. But working in Agda
which provides no typical ambiguity or cumulativity, they have to hand code all
universe levels everywhere; whereas we rely on Coq’s inference of constraints to
do the hard work. Noteworthy is also the fact that their categories have three
universe variables instead of our two. One for the level of the type of objects,
one for the level of the type of morphisms and one for the level of the type of
the setoid equality for their setoids of morphisms.

3.3 Concepts Formalized, Features and Compari-
son

In this development we have formalize most of the basic category theory.
Here, by basic we mean not involving higher (e.g., 2-categories), monoidal or
enriched categories. This spans over the simple yet important and useful basic
concepts like terminal/initial objects, products/sums, equalizers/coequalizers,
pullbacks/pushouts and exponentials on the one hand and adjunctions, Kan
extensions, (co)limits (as (left)right local Kan extensions) and toposes on the
other.

The well-behaved dualities (in the sense discussed above) allow us to simply
define dual notions, just as duals of their counterparts, e.g., initial objects as



32 CATEGORY THEORY IN COQ

terminal objects of the dual category or the local left Kan extension of F along
G as the local right Kan extension of F°P along G°P.

3.3.1 Concepts Formalized: Generality and Diversity

Throughout this development we have tried to formalize concepts in as general
a way as possible so long as they are comfortably usable. For instance, we define
(co)limits as (left)right local Kan extensions along the unique functor to the
terminal category. By doing so, we can extend facts about them to (co)limits.
As an example, consider (left)right adjoints preserving (co)limits and (co)limit
functors being adjoint to A explained below.

Different versions of adjunction and Kan extensions In this formalization,
we have multiple versions of the definition of adjunctions and Kan extensions. In
particular, we define unit-universal morphism property adjunction, unit-co-unit
adjunction, universal morphism adjunction and hom-functor adjunction. For
these different versions, we provide conversions to and from the unit-universal
morphism property definition which is taken to be the main definition. This
definition is also taken to be the main definition of adjunction in Awodey (2010).
For local Kan extensions, we define them as (initial)terminal (co)cones along a
functor as well as through the hom-functor. Global Kan extensions are simply
defined through adjunctions.

The main reason for this diversity, aside from providing a versatile category
theory library, is the fact that each of these definitions is most suitable for some
specific purpose.

For instance, using the hom-functor definition of adjunctions makes it very
easy to prove that isomorphic functors have the same adjoints: F ~ F' = F
G = F' 4 G, duality of adjunction: F 4 G = G°? 4 F°P and uniqueness of
adjoint functors: F 4G = F' 4G = F ~ F'. The last case simply follows
from the Yoneda lemma. On the other hand, the unit-universal morphism
property definition of adjunctions together with the definition of Kan extensions
as cones along a functor provide an easy way to convert from local to global
Kan extensions.

Universal morphism adjoints in practice express sufficient conditions for a
functor to have a (left)right adjoint. That is, a functor G : C — D is a right
adjoint (has a left adjoint functor) if the comma category (x | G) has a terminal
object for any = : D. As we will briefly discuss below, (left)right adjoint functors
preserve (co)limits. Freyd’s adjoint functor theorem gives an answer to the
question “when is a functor that preserves all limits a right adjoint (has a left
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adjoint functor)”. Universal morphism adjoints appear in this theorem and
that’s why we have included them in our formalization.

(Left)right adjoints preserve (co)limits Awodey (2010) devotes a whole
section to this fact with the title “RAPL” (Right Adjoints Preserve Limits).
For a better understanding of this fact and perhaps the concept of adjunctions,
let us draw intuition from categorical interpretations of logic. In categorical
interpretations of logic, the existential and universal quantifiers are interpreted
as left and right adjoints to some functor while conjunctions and disjunctions
are defined as products and sums respectively which respectively are in turn
limits and co-limits (see Jacobs (1999) for details). In this particular case,
RAPL and its dual boil down to: Va. P(z) A Q(x) & Va. P(z) A Vz. Q(x)
and Jz. P(z) vV Q(z) & Jz. P(z) V Jz. Q(x). We prove this fact in general
for (left)right local Kan extensions. To this end, the unit-co-unit definition of
adjunctions is the easiest to use to prove the main lemma which along with
hom-functor definition of Kan extensions proves that (left)right adjunctions
preserve (left)right Kan extensions. That is for an adjunction £ 4 R where
R:D — € and L : £ — D if in the diagram on the left H is the local right Kan
extension of F along P then in the right diagram R o H is the local right Kan
extension of R o F along P :

c—7>- D C R ¢

The case of (co)limits follows immediately. In Coq we show this by constructing
a local right Kan extension (using the hom-functor definition) of R o F along P
where the Kan extension functor (HLRKE) is R composed with the Kan extension
functor of F along P:

Definition Right_Adjoint_Preserves_Hom_Local_Right_KanExt
{C C' : Category} (P : Functor C C') {D : Category} (F : Functor C D)
(hlrke : Hom_Local_Right_KanExt P F) {£ : Category}
{L : Functor £ D} {R : Functor D £} (adj : UCU_Adjunct L R)
: Hom_Local_Right_KanExt P (Ro F) :=
{l
HLRKE := (R o (HLRKE hlrke));
HLRKE_Iso := ...

1}
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(Co)limit functors are adjoint to A In order to show that (co)limits are
adjoint to the diagonal functor (A) we simply use the fact that local (left)right
Kan extensions assemble together to form (left)right global Kan extensions. As
global Kan extensions are defined as (left)right adjoints to the pre-composition
functor, putting these two facts together, we effortlessly obtain that (co)limits
form functors which are (left)right adjoint to A.

Cardinality restrictions We introduce the notion of cardinality restriction in
the category Set. A cardinality restriction is a property over types (objects
of Set) such that if it holds for some type, it must hold for any other type
isomorphic (in Set) to it. That is, if a cardinality restriction holds for a type,
it must hold for any other type with the same cardinality.

Record Card_Restriction : Type :=
{ Card_Rest : Type — Prop;
Card_Rest_Respect : forall (A B : Type),
(A ~~ B ::> Set) — Card_Rest A — Card_Rest B
}.

The type (A ~~ B ::> Set) is the type of isomorphisms A ~ B in Set. As an
example, the cardinality restriction corresponding to finiteness is defined as
follows.

Definition Finite : Card_Restriction :=
{| Card_Rest :=
fun A = inhabited {n: nat & (A ~~ {x : nat | x < n} :> Set)}; ...

1}

The definition above basically says that a type A is finite if there exists some n
such that A is isomorphic to the type {x : nat | x < n} of natural numbers less
than n.

(Co)limits restricted by cardinality We use the notion of cardinality
restrictions above to define (co)limits restricted by cardinality. For a cardinality
restriction P, we say a category C has (co)limits of cardinality P (C is
P-(co)complete) if for all functors F : D — C such that P(Objp) and
VAB € Objp, P(Hom(A, B)), C has the (co)limit of F.
Definition Has_Restr_Limits (C : Category) (P : Card_Restriction) :=
forall {J : Category} (F : Functor J C),

P J — P (Arrow J) — Limit F.

We state several lemmas about cardinality restricted (co)completeness, e.g., if a
category has all limits of a specific cardinality its dual has all co-limits of that
cardinality.
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Definition Has_Restr_Limits_to_Has_Restr_CoLimits_Op
{C : Category} {P : Card_Restriction}
(HRL : Has_Restr_Limits C P) : Has_Restr_CoLimits (C°?) P := ...

This also allows us to define a topos, simply as a category that is cartesian closed,
has all finite limits and a subobject classifier where finiteness is represented as
a cardinality restriction.

Class Topos : Type =
{ Topos_Cat : Category;
Topos_Cat_CCC : CCC Topos_Cat;
Topos_Cat_Fin_Limit : Has_Restr_Limits Topos_Cat Finite;
Topos_Cat_SOC : SubObject_Classifier Topos_Cat

}.

(Co)Limits by (Sums)Products and (Co)Equalizers A discrete category is a
category where the only morphisms are identities. That is, any set can induce
a discrete category by simply considering the category which has as objects
members of that set and the only morphisms are identity morphisms. We define
the discrete category of a type A as a category, Discr(A) with terms of type A
as objects and the collection of morphisms from an object x to an object y are
proofs of equality of x = y.

Definition Discr_Cat (A : Type) : Category :=

{|0bj := A; Hom := funa b =a =b;... |}.

Similarly, a discrete functor is a functor that is induced from a mapping f from
a type A to objects of a category C:
Definition Discr_Func {C : Category} {A : Type} (f : A = C):

Functor (Discr_Cat A) C := {|F0:= f; ... |}.

We define the notion of generalized (sums)products to be that of (co)limits of
functors from a discrete category.
Definition GenProd {4 : Type} {C : Category} (f : A = C) :=

Limit (Discr_Func f).

We use these generalized (sums)products to show that any category that has
all generalized (sums)products and (co)equalizers has all (co)limits. We also
prove the special case of cardinality restricted (co)limits. Using the notions
explained above, we show that given a cardinality restriction P if a category
has (co)equalizers as well as all generalized (sums)products that satisfy P, then
that category is P-(co)complete.

Definition Restr_GenProd_Eq_Restr_Limits
{C: Category} (P : Card_Restriction)
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{CHRP : forall (A : Type) (f : A = C), (P A) — (GenProd f)}
{HE : Has_Equalizers C}
: Has_Restr_Limits CP :=...

Categories of Presheaves To the best of our knowledge, ours is the only
category theory development featuring facts about categories of presheaves such
as their (co)completeness, and being a topos. The category of presheaves on
C, (PSh(C)), is a category whose objects are functors of the form C°? — Set
and whose morphisms are natural transformations. In other words, a presheaf
P : C°? — Set on C is a collection of sets indexed by objects of C such that
for a morphism f : A — B in C, there is a function (a conversion if you will)
P(f): P(B) — P(A) in Set. Presheaves being toposes, each come with their
own logic. As an example, Birkedal, Mogelberg, Schwinghammer, and Stovring
(2011) show that the logic of the category of presheaves on w (the preorder of
natural numbers considered as a category) corresponds to the step-indexing
technique used in the field of programming languages and program verification.
For more details about elementary properties of categories of presheaves see
Awodey (2010). There categories of presheaves are called categories of diagrams.

3.3.2 Comparison

Figures 3.1 and 3.2 give an overall comparison of our development with select
other implementations of category theory of comparable extent. These figures
mention only the most notable features and concepts formalized and do not
contain many notions and lemmas in these developments. Notice also that
the list of concepts and features appearing in these tables is by no means
exhaustive and is not the union of all formalized concepts and features of these
developments. In these figures, our development is the first column.

3.3.3 Axioms

One axiom that is used ubiquitously throughout the development is the
uniqueness of proofs of equality.

forall (A: Type) (xy: A) (pq: x=y),p=4q

We in practice enforce this axiom using proof-irrelevance (as p and q are proofs).
To facilitate the use of this axiom, we prove a number of lemmas, e.g.:>

3This is an over-simplification: in practice types of FA F and FA G don’t match and
therefore their equality as stated here is ill-typed. In practice, we adjust the type of FA F
using the equality of object maps.
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Concept / Feature [1] [2] [3] [4] [5]
Automation partial v
Based on HoTT in [6]% v v
Setoid for Morphisms v v
Assumes UIP or equivalent few restricted v
cases

Basic constructions:
Terminal/Initial object
Products/Sums
Equalizers/Coequalizers
Pullbacks/Pushouts
Basic constructions

above are (co)limits
exponentials
Subobject classifier

External constructions:
Comma categories
Product category
Sum category

Cat. of categories (Cat):
Cartesian closure
Initial/terminal object

Category of sets (Set):
Basic (co)limits
(Local®)Cartesian closure
(Cot)Completeness
Sub-object classifier (Prop : Type)t
Topos v

Hom functor v

v
v

NN N N R RN
AN N NN
\

(\

NN
ENEN
\

ENENEEENANENEN
BN
N RN N N AN

ANENENEN

init./term. | partial
ccce

comp.

ENENENENENENEN

<

Fully-faithful functors
Essentially (inj)sur-jective
functors
The Yoneda lemma v v v
Monoidal Categories partial
Enriched Categories partial partial
2-categories
Pseudo-functors v
(Co)monads and algebras :
(Co)Monad v
T-(co)algebras v v
(T: an endofunctor)
Eilenberg Moore cat.
Kleisli cat.

ANENEN
ANENEN
ANENEN

N

ANEN

AN

SENEEENEN

[1]: Timany (2016a); [2]: Gross, Chlipala, and Spivak (2014a); [3]: Huet and Saibi (2000)
[4]: Ahrens, Kapulkin, and Shulman (2015); [5]: Peebles, Deikun, Norell, Doel, Vezzosi,
Jahandarie, and Cook (2016); [6]: Timany (2016b).

TUses the axioms: propositional extensionality and constructive indefinite description (choice).
#The version of our development we are migrating to HoTT settings, on top of HoTT library.

Figure 3.1: Comparison of features and concepts formalized with a few other
implementations of comparable extent
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Concept / Feature
Adjunction
Unit-universal morphism adjunction
Hom-functor adjunction
Unit-counit adjunction
Universal morphism adjunction
Uniqueness up to natural isomorphism
Naturally isomorphic functors have
the same left/right adjoints
Adjoint composition laws
Category of adjunctions
(objects: categories; morphisms: adjunctions)
Partial adjunctions v
Adjoint Functor Theorem
Kan extensions
Global definition
Local definition
Through hom-functor
Through cones (along a functor)
Through partial adjoints
Uniqueness
Preservation by adjoint functors
Naturally isomorphic functors form
the same left /right Kan extension
Pointwise kan extensions
(preserved by representable functors)
(Co)Limits
As (left)right kan extensions
As (initial)terminal (co)cones
(Sum)Product-(co)equalizer (co)limits
(Co)Limit functor
(Co)Limits functor adjoint to A
(Co)limits restricted by cardinality
Pointwise (as kan extensions), i.e.,
preserved by Hom functor
Category of presheaves over C (PSh¢):
Terminal/Initial object
Products/Sums
Equalizers/Coequalizers
Pullbacks
Cartesian closure
Completeness/Co-completeness
Sub-object classifier (Sieves)
Topos

=
<
=
=

(5]

SN N NENENEN
SENENENEN
SENENEEN

<

D N N N N I N N N N N N N N N N TSR NEN AN
<\

[1]: Timany (2016a); [2]: Gross, Chlipala, and Spivak (2014a); [3]: Huet and Saibi (2000)
[4]: Ahrens, Kapulkin, and Shulman (2015); [5]: Peebles, Deikun, Norell, Doel, Vezzosi,
Jahandarie, and Cook (2016); [6]: Timany (2016b).

TUses the axioms: propositional extensionality and constructive indefinite description (choice).

Figure 3.2: Comparison of features and concepts formalized with a few other
implementations of comparable extent (cont.)
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Lemma Functor_eq_simplify (C D : Category) (F G : Functor C D) :
(FOF =F0G) > (FAF =FAG) > F =G

which says two functors are equal if their object and arrow maps are. If so, the
proofs that the arrow maps preserve identity and composition are just assumed
equal using proof-irrelevance (uniqueness of equality proofs).

Using uniqueness of equality proofs in the definition of categories is an essential
necessity. As otherwise, as explained in the HoTT book (The Univalent
Foundations Program, 2013), the category defined is not a category but a
form of higher category. That’s why in any formalization of category theory
this axiom is assumed or enforced in one way or another.

In homotopy type theory (HoTT) settings, assuming uniqueness of proofs of
equality in general is in direct contradiction with the univalence axiom which
sits at the heart of HoTT. Therefore in developments of category theory on top
of HoTT, e.g., Gross, Chlipala, and Spivak (2014a) and Ahrens, Kapulkin, and
Shulman (2015), they include the fact that proofs of equalities of morphisms are
unique as part of the definition of a category. This is precisely the requirement
that collections of morphisms should form hSets discussed above.

In developments using setoids, e.g., Huet and Saibi (2000) and Peebles, Deikun,
Norell, Doel, Vezzosi, Jahandarie, and Cook (2016), the authors customize the
setoid equalities so that proofs are never considered. For instance, they define
the setoid equality for functors so that two functors are equal whenever their
object and morphism maps are.

We are currently in the process of porting a version of our development on
top of the HoTT library*. There we also stop using this axiom and change
the definition of categories. As expected almost all of the cases where we use
uniqueness of proofs of equality (in a direct or indirect way) are not problematic
in HoTT settings, i.e., they are applied to equality of morphisms. However,
there are a few limited cases were they are not. Some of these cases are no longer
relevant in the HoT'T settings and some others are very easily surmountable.
For more details of our ongoing effort of porting this development on top of
the HoTT library see the extended version of this paper (Timany and Jacobs,
2016b).

Apart from the axiom of uniqueness of proofs of equality, we have made
frequent use of the axiom of functional extensionality. However, this axiom is
a consequence of the univalence axiom and is in fact provided in the HoTT
library and frequently used therein.

4The version being ported on top of the HoTT library can be found at GitHub (Timany,
2016b).
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We have in particular taken advantage of two other axioms, propositional
extensionality and axiom of choice (constructive indefinite description in the
library of Coq) which we have used, e.g., to construct co-limits in Set and
presheaf categories. Along with using setoids, using these axioms to represent
quotient types in type theory is standard practice. We plan to use higher
inductive types, as explained in the HoTT book (The Univalent Foundations
Program, 2013), to construct such co-limits in the version ported on top of the
HoTT library.

3.4 Future Work: Building on Categories

We believe that this development is one that provides a foundation for other
works based on category-theoretical foundations. We have plans to make use of
the foundation of category theory that has been laid in this work. In particular,
we plan to make use of this foundation for mechanization of categorical logic
(see Jacobs (1999)) and higher order separation logic (see Biering, Birkedal,
and Torp-Smith (2007)) for the purpose of using them as foundations for
mechanization of program verification. In particular, the theory of presheaves
developed provides a basis for formalization of the internal logic of presheaf
categories with a particular interest in the topos of trees (Birkedal, Mogelberg,
Schwinghammer, and Stovring, 2011).

In this regard, we have already used this development as a foundation to
formalize the theory of Birkedal, Stgvring, and Thamsborg (2010) to solve
category theoretical recursive ultra-metric space equations (Timany and Jacobs,
2016¢). In Birkedal, Stgvring, and Thamsborg (2010), the authors use the
theory of ultra-metric spaces to build unique (up to isomorphism) fixed-points
of particular category-theoretical recursive domain-theoretic equations. More
precisely, they construct fixed-points of a particular class of mixed variance
functors, i.e., functors of the form F : (C°? x C) — C. Solutions to such mixed-
variance functors can for example be used to construct models for imperative
programming languages. Successful implementation of this theory (Timany
and Jacobs, 2016¢) on top of our general foundation of categories, although
arguably not huge, is evidence that this development is fit for being used as a
general-purpose foundation.

In Birkedal, Stgvring, and Thamsborg (2010), the authors define the notion
of an M-category to be a category in which the set of morphisms between
any two objects form a non-empty ultra-metric space. In our formalization,
based on a general theory of ultra-metric spaces, we define M-categories as
categories in which the type of morphisms between any two objects forms an
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ultra-metric space, dropping the rather strong non-emptiness requirement. We
instead require some weaker conditions which still allow us to form fixed-points.

An interesting instance of M-categories is the presheaf topos of the preorder
category of natural numbers, i.e., the topos of trees. In our development, just
showing that this category qualifies as an M-category is sufficient to immediately
be able to construct desired fixed-points. This is due to the fact that in the
foundations provided, all necessary conditions for an M-category to allow
formation of solutions, e.g., existence of limits of a particular class of functors
is already established.

3.5 Conclusion

The most important conclusion of this paper is that Coq 8.5 with its new features:
7 for records and universe polymorphism, is next to ideal for formalization of
category theory and related parts of mathematics. We believe that Coq 8.5 is
the first version of Coq that makes it possible to lay a truly useful and versatile
general purpose category theoretical foundation as we have demonstrated.

In summary, we surveyed our development of the foundations of category theory.
This development features most of the category-theoretical concepts that are
formalized in most other such developments and some more. We pushed the
limits of the new feature of universe polymorphism and the constraint inference
algorithm of Coq 8.5 by using them to represent relative smallness/largeness.
As discussed, it gives very encouraging results despite the restrictions imposed
by not having cumulative inductive types.

We have successfully used this implementation as the categorical foundation to
build categorical ultra-metric space theoretic fixed-points of recursive domain
equations. This seems an encouraging initial indication that this work is fit to
perform the important role of a general purpose category theoretical foundation
for other developments to build upon.
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Table of symbols (pCulC)

=<

WF

Ind, {A; = Ao}
D

Q

Typing context

List of declarations

Substitution

Simultaneous substitution

Typing judgement

Dependent function type
Non-dependent function type
Universe Prop

Universe Set

ith Universe

level

Set of levels

Algebraic universe at level ¢
Equality of mathematical objects, e.g, sets
Syntactic equality of two terms
Judgemental equality
Subtyping/Cumulativity relation
Wellformedness of typing contexts
Mutually inductive block

A mutually inductive block

Motive of elimination
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TABLE OF SYMBOLS (PCUIC)

Von Neumann cumulative hierarchy at stage a

A rule set (for set theoretic inductive definitions)

44
Elim(¢t;---;---){--- Elimination of inductive types
g (,-00) Type of case eliminator
Va
K Strongly inaccessible cardinal
[T+ ] Interpretation of ' I ¢ in the model
Ila € A. B(a) Set of set-theoretic dependent functions
Lam Trace encoding of functions
App Application of trace encoded function
)
4 A rule (for set theoretic inductive definitions)
Z(P) Fixpoint of a rule set

A is defined



Chapter 4

Cumulative inductive types in
Coq
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In order to avoid well-known paradoxes associated with self-referential definitions,
higher-order dependent type theories stratify the theory using a countably
infinite hierarchy of universes (also known as sorts), Typeg : Typey : ---. Such
type systems are called cumulative if for any type A we have that A : Type;
implies A : Type; 1. The predicative calculus of inductive constructions (PCIC)
which forms the basis of the Coq proof assistant, is one such system.

In this paper we present and establish the soundness of the predicative calculus
of cumulative inductive constructions (PCUIC) which extends the cumulativity
relation to inductive types. We discuss cumulative inductive types as present in
Coq 8.7 and their application to formalization and definitional translations.

4.1 Introduction

In higher-order dependent type theories every type is a term and hence has a
type. As expected, having a type of all types which is a term of its own type,
leads to inconsistencies such as Girard’s paradox (Girard, 1972) and Hurken’s
paradox (Hurkens, 1995). To avoid this, a predicative hierarchy of universes is
usually employed. The predicative Calculus of Inductive Constructions (PCIC)
at the basis of the Coq proof assistant (The Coq Development Team, 2017),
additionaly supports cumulativity: as a Pure Type System with subtyping, it
includes the rule: IIT".Type; < III".Type;41.

Earlier work (Sozeau and Tabareau, 2014) on universe-polymorphism in Coq
allows constructions to be polymorphic in universe levels. The quintessential
universe-polymorphic construction is the polymorphic definition of categories:

Record Category; j :=
{ Obj : Type@{i}; Hom : Obj — Obj — Type@{j}; --- }.1

However, PCIC does not extend the subtyping relation (induced by cumulativity)
to inductive types. As a result, there is no subtyping relation between distinct
instances of a universe-polymorphic inductive type. That is, for a category C,
having both C : Category; ; and C : Category; ;s is only possible if i = i’ and
i=3"

In this work, we build upon the preliminary and in-progress work of Timany and
Jacobs (2015) on extending PCIC to PCUIC (predicative Calculus of Cumulative
Inductive Constructions). In pCUIC, subtyping of inductive types no longer
imposes the strong requirement that both instances of the inductive type need to
have the same universe levels. In addition, in PCUIC we consider two inductive

1Records in Coq are syntactic sugar for an inductive type with a single constructor.
Type@{i} is Coq’s syntax for Type;.
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types that are in mutual cumulativity relation to be judgementally equal. This
cumulativity relation is also extended to the constructors of inductive types,
resulting in a very lax criteria for conversion of constructors. In pCUIC, in
order for a term C: Category;j to have the type Category j, i.e., for the
cumulativity relation Category:,; < Category;s j» to hold, it is only required that
i <i’and j < j’. This is indeed what a mathematician would expect when
universe levels of the type Category are thought of as representing (relative)
smallness and largeness. For more details on representing relative size reasoning
in category theory using universe levels see Timany and Jacobs (2016a).

Contributions Timany and Jacobs (2015) give an account of then work-in-
progress on extending PCIC with a single cumulativity rule for cumulativity
of inductive types. The authors show the soundness of a rather restricted
subsystem of their system. In this paper, we extend and complete this work,
through the following contributions:

o We extend Timany and Jacobs (2015) to support lowering levels as well
as lifting them. For instance, given universe levels ¢ < j and a type
A : Type;, the old system of Timany and Jacobs (2015) only allowed the
subtyping list; A < list; A. Our generalization of the subtyping relation for
inductive types also allows list; A < list; A and furthermore judgementally
equates them, i.e., list; A ~ list; A. Similarly for constuctors, it justifies
nil; A ~ nil; A, rendering universe annotations computationally irrelevant
in this case.

e This generalization allows universe polymorphism to subsume the
functionality of template polymorphism, a feature of Coq which allows
under certain conditions two instances of a non-universe-polymorphic
inductive type at different universe levels to be unified.

e We prove soundness of cumulativity by giving a model in ZFC which
builds on the one of Lee and Werner (2011). This model naturally
supports cumulativity for inductive types, as most set-theoretic models
will. However, the argument for consistency in Lee and Werner (2011)
assumes strong normalization to model recursive functions, which already
implies consistency. We solve this problem by resorting to eliminators
instead of the fixpoint and case constructs.

e Cumulativity of inductive types as presented in this paper is integrated
in the stable version 8.7 of Coq (The Coq Development Team, 2017).
We discuss remaining issues regarding the replacement of template
polymorphism by universe polymorphism with cumulative inductive types.
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WF-CcTX-HYP WEF-CTX-DEF Prop
'A:s z ¢ dom(T") '-t: A z ¢ dom(T") WF(T)
WF(T,z: A) WF(T, (z:=1t:A)) I' - Prop : Type;
HIERARCHY LET
WF(T) 1< j D(z:=t:A)Fu:B
T+ Type; : Type; Phkletz:=t: Ainu: B[t/x]
Aprp VAR
'-M:IIz: A.B '-N:A WF(T) z:A€Tlor(x:=t:A) el
' M N : B[N/z] T'Fz: A
APP-EQ

'FM~M :Tlz: A.B 'FN~N:A
I'M N~M"N':B[N/z]

PrOD
THA:s; I'z:AF B :s2 Rs(s1,s2,83)

I'FIIz: A.B : s3

Lam
'x:AF-M:B I'FIIx: A B:s

I'tXx:AM:TIz: A. B

PROD-EQ
F'FA~A s INz:AFB~DB:s; Rs(s1,82,83)

T+FHz: A B~Tz:A.B : s

Figure 4.1: An excerpt of the typing rules for the basic constructions

e We highlight two applications of Cumulative Inductive Types: one to the
formalization of the Yoneda lemma, and the other one to the construction
of definitional translations / syntactic models of type theories.

4.2 Predicative calculus of inductive constructions
(pCIC)

In this section we give a short account of the system PCIC, presented with
an equality judgment. Note that this system does not feature universe
polymorphism. We will discuss universe polymorphism in Section 4.3. The full
system PCIC can be found in Appendix A. The sorts of PCIC are as follows:
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Prop, Set = Typeg, Type, Types, ... We write the dependent product (function)
type as Iz : A. B. This is the type of functions that given ¢ : A, produce a
result of type B[t/z]. We write lambda abstraction in the Church style, Az : A. ¢t.
The term letz :=t : Ainwu is the Church style let binding. We write function
applications as juxtapositions, e.g., M N. Figure 4.1 shows an excerpt of the
typing rules for these basic constructions.

There are three different judgements in this figure: well formedness of typing
contexts WF(I'), the typing judgement, I' - ¢ : A, d.e., term ¢ has type A under
the typing context I', and judgemental equality, I' - ¢ ~ ¢’ : A, i.e., terms ¢ and ¢/
are judgementally equal terms of type A under the typing context I'. Most of the
basic constructions (wherever it makes sense) come with a rule for judgemental
equality. These rules indicate which parts of the constructions are sub-terms
that can be replaced by some other judgementally equal term. For example, the
rule PROD-EQ states that the domain and codomain of (dependent) function
types can be replaced by judgementally equal terms. The relation Rs(s1, s2, $3)
determines the sort of the product type based on the sort of the domain and
codomain. The relation is defined as follows: R (Type;, Type;, TyPemax{i,j})s
Rs(Prop, Type;, Type;) and Rs(s,Prop, Prop). Note that the impredicativity of
the sort Prop is enforced by this relation.

Inductive types In this paper we consider blocks of mutual inductive types
that live in predicative universes. Inductive types in Prop add extra complexity
to the construction of set theoretic models. On the other hand, inductive types
in Prop can be encoded using their Church encoding. For instance, the type
False and conjunction of two predicates can be defined as follows:
Definition conj (P Q : Prop) := forall (R: Prop), (P - Q — R) = R.
Definition False := forall (P : Prop), P.

We write Ind,, {A; := A¢} for an inductive block where n is the number of
parameters, A; is list of inductive types of the block and A¢ is the list of
constructors. The arguments of an inductive type that are not parameters are
known as indices. The following are some of the examples of inductive types
written in this format: natural numbers, lists, vectors and a mutually inductive
encoding of forests respectively.

Indo{nat : Set := Z : nat, S : nat — nat}
Ind; {list : TIA : Set. Set := nil : IIA : Set. list A,
cons : ITA : Set. A — list A — list A}

Ind; {vec : ITA : Set. nat — Set := vnil : IIA : Set. vec A Z,
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IND-WF
IW(F,AI7AC)

(A=TIp: P.IIm: M. Ay Pk A:sqforall (d: A) € Ap)
(T=Mp:P.T

T,Ap: PFT : Agforall (c: T) € Ac if ¢ € Constrs(Ac, d))
WZF(T, Ind, {A; = Ac))

Assuming D = Ind,, {A; := Ac} € T and WF(T):

IND-TYPE IND-CONSTR
d; € dom(Ay) c € dom(Ac¢)
T'FD.d;: Ar(di) T'FD.c:Ac(c)[Ar.d/d)
IND-ELIM

WUF(T) D=lInd, {Ar:=Ac} €T
dOHl(A[):{dl,...,dl} dom(Ac)I{Cl,...,Cy}
(TFQq, : 17T : A.(d; @) — 5" where
Ar(d)=TIZ : A sforall 1 <i <)
Lt:Ddy @ 0t len(W) =n
Tk fo,: €2(ci, Ac(es)) forall 1 < i <1/

I'FEm(tD.di; T3 Qays - Qay) { fers oo fey } 2 Qa, T L

)

Figure 4.2: Typing rules for inductive types and eliminators

veons : ITA : Set. IIn : nat. A — vec An — vec A (S n)}
Indo{ FTree : Typeg, Forest : Typeg := leaf : FTree,

node : Forest — FTree, Fnil : Forest, Fcons : FTree — Forest — Forest}

Figure 4.2 shows the typing rules for inductive types and their eliminators.
Rule Ind-WF describes when an inductive type is well-formed. Here, Ay, is
a sort that is called the arity of the inductive type d;. This rule requires
that all inductive types and constructors of the block are well-typed. The
set Constrs(A¢,d) is the set of constructors in A that produce something
of type d. The proposition Z,, (T, A;, A¢) describes the syntactic constraints
for well-formedness of an inductive block. For precise details see Appendix A.
It requires that all inductive types and all constructors of the block have as
their first arguments the parameters of the block, e.g., A in list above. The
parameters must be fixed for the whole block. In particular, the codomain type
of each constructor must construct an inductive type that is applied to the
parameters of the block, i.e., every constructor of list must construct a term of
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type list A. All inductive types above satisfy these criteria. Both constructors
of the type wvec, for instance, start with the argument A : Typey and also
they both construct a vector vec A n for some natural number n. Moreover,
all arguments of constructors that are vectors take the same parameter A.
This is the essential difference between parameters and indices. In addition,
Z.(T,A;, Ac) also requires that all occurrences of inductive types of the block
in any of the constructors of the block are strictly positive.

Remark 4.2.1. Note that the names of inductive types and constructors of an
inductive block in a typing context are not part of the domain of that context.
We never refer to an inductive type or constructor without mentioning the block.
We always write D.x for an inductive type or a constructor x in the block D.
In particular, we require for well-formed contexts that no variable appears in
the domain of the context more than once. This restriction does not apply to
inductive types as we can have multiple inductive types that share the same
name for inductive types and/or constructors. This is a generalization of the
global inductive declarations in the implementation of Cog.

Eliminators In this work, we consider eliminators for inductive types as
opposed to Coq’s structurally recursive definitions, i.e., Fixpoints and match
blocks in Coq. Note, however, that these can be encoded using eliminators as
they are presented here (Paulin-Mohring, 1996) using the accessibility proof of
the subterm relation, definable for any (non-propositional) inductive family.

Rule IND-ELIM in Figure 4.2 describes the typing for eliminators. Inductive
types in a mutual inductive block can appear in one another. Hence, we
define the elimination of inductive types for the entire block. We write
Elim(t; D.dy; 7; Qay - - -, Qu,) {fcl, cee fcl,} for the elimination of ¢ that is of
type of the inductive type D.dj, (applied to values for parameters (these must
be precisely @) and indices). The term Qg is the motive of elimination for the
inductive type D.d;. This is basically a function that given the @ and v such
that v has type D.d; @ @ produces a type (a term of some sort s’). The idea is
that eliminating the term v should produce a term of type Qq, ¥ @ u. Note
that the elimination Elim(¢; D.dy; U; Qs - -, Qa,) {fcl sones fey } is a term of

type Qq, U b t where t has type dp U b,

In the elimination above the terms f., are case-eliminators. The case-eliminator
fe, is a function that describes the elimination of terms that are constructed
using the constructor ¢;. The term f., is a function. It takes arguments of
the constructor ¢; together with the result of elimination of the (mutually)
recursive arguments and produces a term of the appropriate type (according to
the motives). This type is exactly what is formally defined as the type of the

case eliminator for constructor c;, fg (ci, Ac(c;)). The formal definition of the



52 CUMULATIVE INDUCTIVE TYPES IN COQ

BETA
Tx:A-M:B Nx:AFB:s 'EN:A

'-(Az:A M) N~ M[N/z]: B[N/z]

ETa
I't:Mlz: A.B

I'tteXx:Ata:IIz: A B

Figure 4.3: An excerpt of judgemental equality rules

types of case-eliminators can be found in Appendix A . A simple example of
eliminator is the induction principle for natural numbers:

AP : nat — Prop. Apz : P Z. Aps : Iz : nat. P — P (S x).
An : nat. Elim(n; nat; nil; P) {pz, ps}

which has the type IIP : nat — Prop. (P Z) — (Ilz : nat. P x — P (S x)) —
IIn : nat. P n.

Judgemental equality Figure 4.3 depicts an excerpt of the rules for
judgemental equality. The rules BETA and ETA correspond to § and 7
equivalence. In this figure, we have elided the rules that specify that judgemental
equality is an equivalence relation. The rules DELTA, ZETA and IOTA,
respectively corresponding to unfolding definitions, expansion of let-ins and
simplification of eliminators are also elided in Figure 4.3. The rule IOTA basically
states that when the term being eliminated is a constructor ¢ applied to certain
values, then the result of elimination is judgementally equal to the corresponding
case-eliminator f. applied to the arguments of the constructor where (mutually)
recursive arguments are appropriately eliminated. See Appendix A for details.
Note that the equivalence of the judgmental equality presentation and the
implementation of definitional equality by conversion (as implemented in Coq)
is a tricky issue and it is still an open problem to formally show equivalence
for a system with cumulativity Siles and Herbelin, 2012, we leave this to future
work.

Conversion/Cumulativity Figure 4.4 shows an excerpt of conversion/cumula-
tivity rules. The core of these rules is the rule CuM. It states that whenever
a term t has type A and the conversion/cumulativity relation A < B holds,
then ¢ also has type B. The rule EQ-CUM says that two judgementally equal
(convertible) types M and M’ are in conversion/cumulativity relation M < M’.
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CuM-TYPE
PROP-IN-TYPE 1<
I' - Prop = Type; '+ Type; X Type;
CuM-PRrOD Cum
F"AlﬁBlis F,x:All—Aszg 't A F"AjB
F}_H‘ZZZAl.AQjHIEIBl.BQ I'+t: B
EqQ-Cum
T-M~M:s
'FM=<M

Figure 4.4: An excerpt of conversion and cumulativity rules of PCIC

The rules PROP-IN-TYPE and CUM-TYPE specify the order on the hierarchy of
sorts. The rule CUM-PROD states the conditions for conversion/cumulativity
between two (dependent) function types. Note that in this rule, II-types are not
contravariant w.r.t. their domain. This is also the case in Coq. This condition
is crucial for the construction of our set-theoretic model, since set-theoretic
functions (i.e., functional relations) are not contravariant.

4.3 Universes in Coq and pCIC

In the system that we have presented in this section, and for most of this paper,
universe levels, e.g., i in Type,, are explicitly specified. However, Coq enjoys
a feature known as typical ambiguity. That is, users need not write universe
levels explicitly; these are inferred by Coq. The idea here is that it suffices that
there are universe levels, that can be placed in the appropriate places in the
code, so that the code makes sense and respects consistent universe constraints.
From a derivation with a consistent set of universe constraints one can always
derive a PCIC derivation, using a valuation of the floating universe variables
into the Uy ... U, universes. This is exactly what is guaranteed using global
universes and a global set of constraints on universe variables. In this sense the
system PCIC as briefly discussed above forms a basis for Coq.

Universe polymorphism (Sozeau and Tabareau, 2014) extends Coq so that
constructions can be made universe-polymorphic, i.e., parameterized by some
universe variables, following Harper and Pollack’s seminal work (Harper and
Pollack, 1991). That is, each universe-polymorphic definition will carry a context
of universes together with a local set of constraints. The idea here is that any
instantiation of a universe-polymorphic construction with universe levels that
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satisfy the local constraints is an acceptable one. In the implementation of
conversion, universe levels only play a role when comparing two sorts or two
polymorphic constants, inductives or constructors. In the kernel of Coq, only
checking of the constraints is involved, they are hence global to a whole term
type-checking process. The system is justified by a translation to PCIC as well,
making “virtual” copies of every instance of universe-polymorphic constants
and inductive types.

In this section we discuss these two features and how they treat inductive
definitions. For the rest of this paper we will consider the systems PCIC and its
extension PCUIC without either typical ambiguity or universe polymorphism.
When describing the system PCUIC we will consider how changes to the base
theory allows a different treatment of universe-polymorphic inductive types
compared to PCIC.

Typical ambiguity, global algebraic universes and template polymorphism
The user can only specify Prop, Set or Type. This is done by considering a
collection of global algebraic universes (as opposed to local ones in universe-
polymorphic constructions as we will see). These universes are generated from
the carrier set {Set} U {Uy, |¢ € L} for some countably infinite set of labels
L (a.k.a. levels) with the operations max and successor (+1) (constructing
algebraic universes).? Each use of the sort Type is replaced with some Typey,
for some fresh universe level ¢. A global consistent set of constraints on the
universe levels is kept at all times. When Coq type checks a construction, it
may add some constraints to this set. If adding a constraint would render the
constraints inconsistent then the definition at hand is rejected with a universe
inconsistency error. Let us consider the example of lists in Coq?®.
Inductive list (A : Type@{U,}) : Type@{U,} :=
| nil: list A| cons: A — list A — list A.

(% constraint added : U, > Set x)

When Coq processes the inductive definition of lists above, one constraint about
U, is added to the set of constraints, enforcing Set < /¢, as £ is global. The
following set of constraints are added with the following definitions:
Definition nat_list := list nat.

(% constraint added : U, > Set, already implied x*)
Definition Set_list := list Set.

(% constraint added : U, > Set, already implied x*)

2In Coq, the sort Prop is treated in a special way. In particular, Prop is never unified with
a universe Typey, for any algebraic universe Uy.

3Here we show algebraic universes for the sake of clarity. These neither need to be written
by the user nor are visible unless explicitly asked for. From now on, we will freely mention
universe levels and constraints for presentation purposes but they can all be omitted.
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Definition Type_list := list Type.
(x constraint added : Uy, > Uy for
some fresh Uy for the occurrence of Type *)

Template Polymorphism Template polymorphism is a simple form of universe
polymorphism for non-universe-polymorphic inductive types. It only applies
to inductive types whose sort contain levels that appear only in one of their
parameters and nowhere else in that inductive type. A prime example is the
definition of 1ist above. The sort of the inductive type appears only in the
type of the only parameter. In case template polymorphism applies, different
instantiations of the inductive types with different arguments for parameters
can have different types. For instance, the terms above have different types:

Check (list nat). (* list nat : Set )
Check (list Set). (* list Set : Type@{Set+1} *)

Here Typee{U} is Coq syntax for Typey. This feature is very important
for reusability of the basic constructions such as lists. Crucially, template
polymorphism considers two instances of a template-polymorphic inductive
type convertible, whenever they are applied to arguments that are convertible,
regardless of the universe in which these arguments are considered. That is, the
following Coq code type checks.

Universe i j. Constraint i < j.
Definition list_eq: list (nat : Type@{i}) = list (nat : Type@{j}) :=
eq_refl.

Universe polymorphism in pCIC and inductive types The system PCIC has
been extended with universe polymorphism (Sozeau and Tabareau, 2014). This
allows for definitions to be parameterized by universe levels. The essential
idea here is that instead of declaring global universes for every occurrence of
Type in constructions, we use local universe levels (always > Set, which we
omit in local constraints). That is, each universe-polymorphic construction
carries with itself a context of universe variables for universes that appear in
the type and body of the construction together with a set of local universe
constraints. These constraints may also mention global universe variables. This
could happen in cases where the universe-polymorphic construction mentions
universe-monomorphic constructions.

This feature allows us to define universe-polymorphic inductive types. The
prime example of this is the polymorphic definition of categories:
Record Category@{i j} :=

{ Obj : Type@{i}; Hom : Obj — 0bj — Type@{j}; ... }.



56 CUMULATIVE INDUCTIVE TYPES IN COQ

(x local constraints: () )

This also allows us to define the category of (relatively small) categories as
follows:*
Definition Cat@{i j k 1} : Category@{i j} :=

{ Obj : Category@{k 1};... }.

(% local constr..{k < i,1 < i, k<j,1<j}x*)

See Timany and Jacobs (2016a) for more details on using universe levels and
constraints of Coq to represent (relative) smallness and largeness in category
theory.

Note that the construction above, of the category of (relatively small) categories,
could not be done in a similar way with a universe-monomorphic definition of
category. This is because, the constraint k < i would be translated to U < U
for some algebraic universe U that is taken to stand for the type of objects of
categories. This would immediately make the global set of universe constraints
inconsistent and thus the definition of category of categories would be rejected
with a universe inconsistency error. Also notice that the universe-monomorphic
version of the type Category is not template-polymorphic as the universe levels
in the sort appear in the constructor of the type, and not only in its parameters
and type.

Universe polymorphism treats inductive types at different universe levels as
different types with no relation between them. This means that, in order to
have a subtyping/cumulativity relation between two inductive types it requires
the two instances to be at the exact same level. That is, for the subtyping
relation Category@{i j} =< Category@{i’ j'} to hold it is required that i =i’ and
j = j’. This means, among other things, that the category of categories defined
above is not the category of all categories that are at most as large as k and 1
but those categories that are exactly at the level k and 1.

This is not only about small and large objects like categories. Let A : Type@{i}
be a type, obviously, A : Typee{j}, for any j > i. However, for the universe-
polymorphic definition of lists, uplist, the types uplist@{i} (A : Type@{i}) and
uplist@{j} (A : Type@{j}) are neither judgementally equal nor does the expected
subtyping relation hold. In other words, the following Coq code will be accepted
by Coq, i.e., the reflexivity tactic will fail.?

Polymorphic Inductive uplist@{k} (A : Type@{k}) : Type@{k} :=

| upnil : uplist A | upcons : A — uplist A — uplist A.

4There can be some other local constraints that we have omitted given rise to by mixing
of universe-polymorphic and universe-monomorphic constructions, e.g., if the definition of
categories or Cat uses some universe-monomorphic definitions from the standrad library of
Coq.
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Universe i j. Constraint i < j.

Lemma uplist_eq:

uplist@{i} (nat : Type@{i}) = uplist@{j} (nat : Type@{j}).
Fail reflexivity.

Abort.

As we discussed and demonstrated earlier, a similar equality with universe-
monomorphic definition of lists does indeed hold. Note that the manually added
constraint, Constraint i < j, is crucial here as otherwise the reflexivity tactic
would succeed and Coq would silently equate universe levels i and j.

4.4 The predicative calculus of cumulative induc-
tive constructions (pCulC)

The system PCUIC extends the system pPCIC by adding support for cumulativity
between inductive types. This allows for different instances of a polymorphic
inductive definition to be treated as subtypes of some other instances of the
same inductive type under certain conditions.

The intuitive definition The intuitive idea for subtyping of inductive types is
that an inductive type I is a subtype of another inductive type I’ if they have the
same shape, i.e., the same number of parameters, indices and constructors and
corresponding constructors take the same number of arguments. Furthermore,
it should be the case that every corresponding index (note that these do not
include parameters) and every corresponding argument of every corresponding
constructor have the expected subtyping relation (the one from T is a subtype
of the one from I', i.e., covariance) and also that corresponding constructors
have the same end result type. One crucial point here is that we only compare
inductive types if they are fully applied, i.e., there are values applied for every
parameter and index. This is because the cumulativity relation is only defined
for types and not general arities.

Put more succinctly, given a term of type I applied to parameters and indices, it
can be destructed and then reconstructed using the corresponding constructor of
I, i.e., terms of type I can be lifted to terms of type I’ using identity coercions.
Note that we do not consider parameters of the inductive types in question. This
is because parameters of inductive types are basically forming different families
of inductive types. For instance, the type 1ist A and list B are two different
families of inductive types. Not considering parameters allows our cumulativity
relation for universe-polymorphic inductive types to mimic the behavior of
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template-polymorphic inductive types where the type of lists of a certain type
are considered judgementally equal regardless of which universe level the type
in question is considered to be in. Consider the following examples:

Example: categories The type Category is defined as a record. A record is an
inductive type with a single constructor. In this case, there are no parameters
or indices. The single constructors are constructing the same end result, i.e.,
Category. As a result, in order to have the expected subtyping relation between
Category@{i j} < Categorye{i’ j’}, i < i’ and j < j’, we need to have that
these constraints suffice to show that every argument of the constructor of
Category@{i j} is a subtype of the corresponding argument of the constructor of
Category@{i’ j’}. Note that it is only the first two arguments of the constructors
that differ between these two types. The rest of the arguments, e.g., composition
of morphisms, associativity of composition, etc., are identical in both types.
Hence, we only need to have the subtyping relations ® Type; < Typey and
Obj — Obj — Type; = Obj — Obj — Typej to hold and they do hold.

Example: lists The type of lists has a single parameter and no index, also
notice that the universe level i in 1ist@{i} does not appear in any of the two
constructors. Hence, the subtyping relation liste{i} A < list@{j} A holds for
any type A regardless of the relation between i and j.

Figure 4.5 shows the typing rules for cumulativity of inductive types. The
rule C-Ind describes the condition for subtyping of inductive types D.d @
and D’.d @. This subtyping relation holds if the two types are fully applied,
that is, the applications are terms of some sort s and s’ respectively. It is
also required that the inductive blocks D and D’ are related under the <t
relation. The rule IND-LEQ is rather lengthy but it essentially states what we
explained above intuitively. It says that the relation D <" D’ holds if the
two blocks are defining inductive types with the same names and constructors
with the same names. It also requires that for every corresponding inductive
type in these blocks, the corresponding indices, are in the expected subtyping
relation; similarly for corresponding arguments of corresponding constructors.
Furthermore, corresponding constructors need to construct judgementally equal
results.

Judgemental equality of inductive types Figure 4.6 shows the typing rules
for judgemental equality of inductive types and their constructors. The rule

5For the sake of clarity we have omitted the context under which these cumulativity
relations need to hold.
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Figure 4.5: Cumulativity for inductive types

IND-EQ
I'tDda=<Dda '-D'da=
T'-Dda:s r-Dda
'-Dda~D.da:s

Dda
i s

CONSTR-EQ-L

'D'dad=<Dda F'FDem:Ddd 'FD'em:D.da

IT'FDem~D.cm:Dda

CoNSTR-EQ-R

'Ddad=<D.da I'Dem:Dda F'Dem:D.dd

'Dem~D.cm:D.dd

Figure 4.6: Judgemental equality for inductive types
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InD-EQ states that two inductive types are considered to be judgementally equal
if they are in mutual cumulativity relations.

This, and the judgemental equality for constructors explained below, allow
universe polymorphism to mimic the behavior of template polymorphism for
monomorphic inductive types. For instance, as we saw types list@{i} A is a
subtype of 1iste{j} A for any type A regardless of i and j. Hence, using the rule
InD-Eq it follows that the two types liste{i} A and list@{j} A are judgementally
equal. However, the conditions of judgemental equality of universe-polymorphic
inductive types is much more general compared to the conditions for template
polymorphism to apply. Template polymorphism simply does not apply as soon
as the universe in the sort is mentioned in any of the constructors.

According to the rule IND-EqQ, in order to get that the two types Categorye{i j}
and Categorye{i’ j’} are judgementally equal it is required that i =i’ and
j = j’ as expected.

Judgemental equality of constructors The rules ConsTR-EQ-L and CONSTR-
EQ-R specify judgemental equality of constructors of inductive types in
cumulativity relation. Let D.d @ and D’'.d @ be two inductive types in the
cumulativity relation D.d @ < D’.d @. Furthermore, let ¢ be a constructor
of the inductive blocks D and D’ and mi be terms such that D.c m has type
D.d @ and D’'.c m has type D'.d @. In this case, the rules ConsTr-EqQ-L and
ConsTR-EQ-R specify that D.c m and D'.c mi are judgementally equal at the

highest of the two types D.d @ and D'.d @.

This is another behavior of template polymorphism that the rules ConsTR-EQ-L
and CoNsSTR-EQ-R allow us to mimic. For instance, consider the monomorphic
and template-polymorphic inductive type of lists defined above. Template
polymorphism of list implies that, e.g., the empty list (the constructor nil) for
the type of lists of a type A are judgementally equal regardless of the sort that
A is in. That is, we have nil (A : Type@{i}) ~ nil (A : Type@{j}) regardless of
i and j. Using the rules ConsTR-EQ-L and CoNSTR-EQ-R we can achieve a
similar result for the universe-polymorphic and inductive type of lists uplist
defined above. These rules imply that upnile{i} A ~ upnile{j} A for any type
A regardless of i and j.

4.5 Consistency

We establish the consistency of PCUIC by constructing a set theoretic model
for the theory inspired by the model constructed by Lee and Werner (2011).
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Figure 4.7: Excerpts of the model

We use our model to show (using relative consistency) that there are types that
are not inhabited in the system. In fact, the model of Lee and Werner (2011)
does support cumulativity of inductive types. However, it is not suitable for
showing consistency as it relies on the normalization of the body of fixpoints
(structural recursion in Coq) for interpreting them. Furthermore, we work in
ZFC set theory and use the axiom of choice only to show that the interpretation
of inductive types constructed through fixpoints does indeed belong to the
interpretation of the sort of the inductive type. Lee and Werner (2011) work in
ZF (with suitable cardinals, similarly to what we have assumed below) but we
were not able to find a proof of this aspect of correctness of their interpretation
of inductive types. See Appendix B for details of why and how we use the
axiom of choice.

The model Here, we briefly present the most important parts of the model
(see Appendix B for details of the construction). We construct our set theoretic
model in ZFC set theory together with the axiom that there is a strictly
increasing sequence of uncountable strongly inaccessible cardinals: kg, k1, ...
with k9 > w. Universe Type; is interpreted as set theoretic (von Neumann)
universes V,, Drake, 1974. It is well-known Drake, 1974 that the von Neumann
universe V,; is a model of ZFC for any uncountable strong inaccessible cardinal
k. We interpret the sort Prop as the set {(), {0}}. Figure 4.7 shows excerpts
of our model of PCUIC. Interpretation of inductive types and eliminators
are discussed below. We write A] for well-definedness of the object A. We
write Ila € A. B(a) for dependent set theoretic functions: Ila € A. B(a) £
{f € (Upea B(a))A‘Va €A f(a) € B(a)}. Here Lam and App are respectively
functions that trace-encode a set-theoretic function and evaluate a trace encoded
functions. Trace encoding is a standard technique Aczel, 1999 for set-theoretic
representation of functions in a type theory with a proof-irrelevant universe
(Prop in our case) which is a sub-type of another non-proof-irrelevant universe
(Prop = Type; in our case).
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Modeling inductive types and eliminators The basic idea of the interpretation
of inductive types, constructors and eliminators is straightforward. However,
the general presentation of the construction is lengthy and involves arguments
regarding the general shape of inductive types. In particular, the strict positivity
condition plays a crucial role. Here, we present the general idea and give some
examples. Further details are available in Appendix B . Following Lee and
Werner (2011), who follow Dybjer (1991) and Aczel (1999), we use inductive
definitions (in set theory) constructed through rule sets to model inductive
types. Here, we give a very short account of rule sets for inductive definitions.
For further details refer to Aczel (1977). A rule set is a set of rules. A pair
(A,a) is a rule based on a set U where A C U is the set of premises and a € U
is the conclusion. We write % for a rule (A, a). The fixpoint Z(®) of a rule set
® is the smallest set X such that for any rule % if A C X then a € X. Every
rule set has a fixpoint (Aczel, 1977).

The idea here is to construct a rule set for the whole inductive block. For
each collection of arguments that can possibly be applied to a constructor
we add a rule to the rule set. The premises of the rule requires that all
(mutually) recursive arguments are in the fixpoint. We define the interpretation
of individual inductive types based on this fixpoint. Let D = Indg{nat : Set :=
Z : nat, S : nat — nat} be the inductive block for inductive definition of natural
numbers. The rule set for this inductive block is as follows:

o { s ) et a7

The rule corresponding to Z has no premise as Z takes no recursive argument.
This rule concludes that the term (0;nil), i.e., zero'® constructor applied to
nil arguments is a term of zero™ type with nil as both parameters and indices.
The rules corresponding to S state that (1;a) is an element of the zero™
type if a is. Based on this fixpoint we define the semantics of natural numbers,
[+ D.nat] , = {(k; @)|(0;nil;nil; (k; @)) € Z(®p)}, zero, [- - D.Z];, = (0;nil)
and successor, [- - D.S] , £ Lam ({(a, (1;a))|a € [- F D.nat] ;}).

nil =

Interpreting eliminators We use rule sets to also define the interpretation
of eliminators. For each constructor applied to a sequence of arguments we
add a rule to the rule set. This rule states that the result of elimination is
exactly the result of applying the corresponding case eliminator where the
result of elimination of (mutually) recursive arguments are taken as arbitrary
sets. The premise requires that each set, that is taken as elimination of a
(mutually) recursive argument, is mapped correctly in the fixpoint. We define
the interpretation of elimination of a term ¢ of an inductive type as the set a
if [t] = (k;m) and a is the unique set such that the pair ((k;,m),a) is in
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the fixpoint of the elimination, where ¥ is the interpretation of the values for
parameters. Assume we have sets r, rz and rs such that r, rz,rs € [I'] where
I'=Q: nat — Type;,qz: Q Z,qs : Iz : nat. Q © — Q (S x). The rule set for
the elimination of natural numbers is as follows:

N 1] {(a,b)} a€l'kF D.natﬂrvmm ,
Pown = {<<0; nil) rz>} - { ((1;a), App(rs,a,b)) | b€ Vhi }

We define the interpretation of elimination of the term n as a if [I' - n],., .. =
(k,ni) and a is the unique set such that the pair ((k;m),a) € Z(®grp). Notice,
that here we have no parameters and thus we have not added the interpretation

of values for parameters in the tuple (k;m).

Soundness theorem and consistency
Theorem 4.5.1 (Soundness of the model). 1. If WF(T') then [T}

2. If ' Ft: A then [T} and for any v € [I'] we have [I'+¢] |, [I'F A] |
and [I' =] € [I'F A],

3. IfTFtot : Athen [DHt] L, [DF] L [DF ALY and [T 1], =
[C+-¢], e[+ A]

4. IfTEAZB then [I'FA] |, [I'+ B] | and [I' - A] C [I'- B[,

Proof. By mutual induction on the typing derivations. For C-IND we need to
show that the interpretation of one inductive type is a subset of the interpretation
of the other one. This follows from the fact that the arguments of constructors
of the two types have the required subset relation (by induction hypothesis).
The cases IND-EQ, CONSTR-EQ-L and CONSTR-EQ-R are trivial. O

Corollary 4.5.2 (Consistency of PCUIC). Let s be a sort, then, there does
not exist any term t such that -+t :Ilx : s. x.

Proof. If there were such a term ¢, by Theorem 4.5.1 we would have [- - t] . €
[ + Iz : s. 2] ;. However, [- F Iz : s.z],, = 0. O

4.6 Coqg implementation

We implemented the extension to PCIC, that are presented in this paper, in the
Coq system, which is now available as of the stable 8.7 version of the system
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The Coq Development Team (2017), documented® and even experimented with
already in the UniMath library.”

From the user point of view, this adds a new optional flag on universe-
polymorphic inductive types that computes the cumulativity relation for two
arbitrary fresh instances of the inductive type that can be printed afterwards
using the Print command. Cumulativity and conversion for the fully applied
inductive type and its constructors is therefore modified to use the cumulativity
constraints instead of forcing equalities everywhere as was done before, during
unification, typechecking and conversion. As cumulativity is always potentially
more relaxed than conversion, users can set this option in existing developments
and maintain compatibility. Of course actually making use of the new feature
is not backward-compatible.

Impact on the Coq codebase The impact of this extension is relatively
small as it involves mainly an extension of the data-structures representing
the universes associated with polymorphic inductive types in the Coq kernel,
and their use during the conversion test of Coq, which was already generic in
the tests used for comparing polymorphic inductives and constructors. Note
that we have not needed to adapt the two efficient reduction strategies of Coq,
vm_compute and native_compute, as universes are irrelevant for reduction.
A good chunk of changes involved cleanups of the kernel API for registering
inductive declarations.

Performance When no inductive type is declared cumulative, the extension
has no impact, as we tested on a large set of user contributions including the
Mathematical Components and the Coq HoTT library (the common stress-tests
for universes). When activated globally, we hit one case in the test-suite of Coq
taken from the HoTT library where the computation of the subtyping relation
for a given inductive blows up, due to conversion unfolding definitions to infer
the subtyping constraints. In this case we know that the relation would be
trivial (cumulativity collapses to equality), hence we were motivated to make
the Cumulative flag optional. The performance is otherwise not affected, as far
as we know.

Shttps://coq.inria.fr/refman/addendum/universe-polymorphism.html
"See the discussion on GitHub: https://github.com/UniMath/UniMath/issues/648
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4.7 Applications

In this section we briefly discuss two motivating applications that are made
possible thanks to the new cumulativity feature for inductive types that we
have presented here.

Yoneda embedding FEach category C : Categorye{i j} is equipped with a hom-
functor, Hom_func : C X C°” — Type_Cat@{j}. Here Type_Cat is the category of
types and functions, which plays the role of the Set category. It is expected that
one could define the Yoneda embedding Y(C) as Curry Hom_func where Curry is
the exponential transpose of the cartesian closed structure of the category of
categories Cat. However, the cartesian closed version of Cate{i’ j> k¥’ 1’} has
the constraints k¥’ =1’ = j’ and Type_Cate{j} : Categorye{k j} with the side
constraint j < k. This means that Type_Cat is not an object of any cartesian
closed version of Cat making it impossible to use Curry on Hom_func. See Timany
and Jacobs (2016a) for a detailed discussion of this issue.

Cumulativity of inductive types solves this issue. In PCUIC, Type_Cat is
indeed an object of a cartesian closed version of Cat at some higher universe
level allowing us to directly use exponential transpose to define the Yoneda
embedding.

Syntactical models of type theories In Boulier, Pédrot, and Tabareau (2017),
Boulier et al. advocate the study of syntactical models of type theory, that is
models defined by definitional translations from a source type theory to a target
type theory. A definitional translation of dependent type theory must preserve
its conversion relation, which is known as “computational soundness” in proof
theory in general. In PCIC and pCUIC, it must preserve the cumulativity
relation.

A most basic example of syntactical model is the “cross-bool” model, which
interprets every type as the type itself crossed with booleans, i.e., using a
polymorphic pair type:

[Type;] = (Type; X, set B, true) where ¢ < j [A] = [4].1

Likewise, every term is interpreted as the term itself plus a boolean. This model
can be used to show that type extensionality, hence univalence, is independent
from CC,, (op. cit.). However, this model does not scale to Coq’s type theory
as the cumulativity rule is not validated through the translation. Indeed to
validate cumulativity one must have, assuming i < kAi < jAk <

[Type;] < [Typex] = (Type; X jset B, true).l < (Typey X se: B, true).1
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This judgement holds only if j =1 and ¢ = k in PCIC, and is relaxed to only
i =k in PCUIC. The latter constraint is forced due to the appearance of the
types as parameters of the pair type. We can go one step further and define a
specialized inductive type:

Inductive TyInterp@{i j | i < j} : Type@{j} := { T : Type@{i}; b : bool }.
The subtyping constraints on TyInterp will only require that ¢ < k, as assumed!

Note also that template polymorphism would not help here as the type is not a
parameter anymore.

4.8 Future and related work

Moving from template polymorphism to universe polymorphism One
motivation for this extension is the ability to explain away the so-called
“template-polymorphic” inductive types of Coq in terms of cumulative
universe-polymorphic inductive types, to put the system on clean and
solid theoretical ground and finally switch the standard library of Coq to
full universe polymorphism. Making the universe-monomorphic code using
template-polymorphic inductives in the standard library interact with universe-
polymorphic code is prone to introduce universe inconsistencies, the two
systems working in quite different ways. Hence we have tried to set universe
polymorphism on everywhere.

Our experiments are encouraging but not without issues. We are able to
make the basic inductive types of the standard library cumulative universe-
polymorphic, and all constants polymorphic (except in a few files devoted to
the formalization of paradoxes). We found that the relaxed rule on constructors
was necessary in some cases, this is a case where practice met theory: our model
construction justified the required relaxation for these examples.

However, we hit an orthogonal problem with the definitions of modules and
module types, used to formalize the number and finite map and set libraries
for example, where definitions drastically change meaning when interpreted
in universe-polymorphic mode. Indeed when a module parameter A : Type is
declared in monomorphic mode, one gets a floating universe, i.e., it is elaborated
to A : Typey for some global universe ¢. In univ. poly. mode it is elaborated
to AQ{¢} : Type, instead, which can only be instantiated by Prop and types
in Set, at the bottom of the hierarchy. The only way to fix this is to add user
annotations in the files to switch between monomorphic and polymorphic mode,
which is work-in-progress.
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Strong normalization We believe that our extension to PCIC maintains strong
normalization and that the model constructed by Barras (2012) could be easily
extended to support our added rules.

Related Work We are not aware of any other system providing cumulativity
on inductive types, neither MATITA nor LEAN, the closest cousins of Coq,
implement cumulativity. They prefer the algebraic presentation of universes
that is also used in AGDA and where explicit lifting functions must be defined
between different instances of polymorphic inductive types. In McBride (2015),
McBride presents a proposal for internalizing “shifting” of universe-polymorphic
constructions to higher universe levels akin to an explicit version of cumulativity
that was further studied by Rouhling (2014), but parameterized inductive types
are not considered there.

4.9 Conclusion

We have presented a sound extension of the predicative calculus of inductive
constructions with cumulative inductive types, which allows to equip cumulative
universe-polymorphic inductive types with definitional equalities and reasoning
principles that are closer to the “informal” mathematical practice. Our system is
implemented in the Coq proof assistant and is justified by a model construction
in ZFC set theory. We hope to make this feature more useful and applicable once
we resolve the remaining, orthogonal issue with the module system, allowing
users of the standard library of Coq to profit from it as well.
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It is well-known that it is challenging to construct semantic models for reasoning
about type soundness and contextual refinement for programming languages
with sophisticated type systems with polymorphic types, recursive types, and
reference types. In this paper we present new semantic models based on
logical relations for showing such properties. We present two logical relations
for a programming language F,, rcf,conc featuring impredicative polymorphism,
recursive types, dynamically allocated higher-order references and fine-grained
concurrency. The first unary logical relation can be used to establish type
safety of F,, ref conc and the second binary logical relation is useful for proving
contextual refinements of programs. We define our logical relations in Iris, a
state-of-the-art impredicative higher-order concurrent separation logic. The
benefits of formalizing logical relations on top of Iris are two-fold: (1) it makes
is simpler to define and reason about the logical relations; and (2) we can use
the implementation of Iris in the Coq proof assistant to formalize our logical
relations in the Coq proof assistant. We illlustrate the usefulness of our approach
by proving, using the binary logical relation, that a fine-grained concurrent stack
module refines a coarse-grained one. All of our results have been mechanized in
the Coq proof assistant. Our development is the first formalization of logical
relations for such a rich programming language in a proof assistant.

5.1 Introduction

Type soundness, introduced by Milner (1978), is one of the fundamental
properties of a type system for a programming language. Type soundness
expresses that well-typed programs are guaranteed to have well-defined behavior.
Estalishing that a given type system guarantees type soundness is not a trivial
problem. Initially, this problem was studied using denotational semantics
(Damas, 1984; Milner, 1978) for the programming language in question. It
turned out to be difficult to scale this methodology to more complex type systems
and programming languages with features such as polymorphism and higher-
order references, probably because denotational semantics was not sufficiently
developed for such programming languages. This led to the development of
so-called syntactic approaches to type soundness (Wright and Felleisen, 1994),
which are based on the small-step operational semantics of the programming
language. Harper (1994) formulated the approach in terms of progress and
preservation lemmas, where progress expresses that a well-typed program is
either a value or it can be evaluated further, and preservation expresses that a
well-typed program remains well-typed when executed. This syntactic approach
to type soundness scales very well to programming languages with sophisticated
features and type systems. However, the resulting type soundness theorem is not
as strong as we would really like: The syntactic type soundness theorem ignores
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data abstraction aspects of the programming language — one can establish
progress and preservation even if the language includes features that break
data abstraction. Moreover, since it does not give a semantic characterization
of type soundness it is not sufficiently modular: it only guarantees safety for
syntactically well-typed programs. This severely limits the applicability of
the approach since almost all realistic programming languages include some
facility for mixing syntactially well-typed programs with syntactically ill-typed
programs (which one then needs to guarantee are safe by other means than
syntactic well typing).

In this paper we present a semantic approach to type soundness using logical
relations based on the operational semantics of the programming language,
sometimes known as operationally-based logical relations (Pitts, 1996). An
advantage of using the logical relations approach is that it is both modular (since
it gives a semantic characterization of type soundness) and also accounts for
data abstraction. However, developing operationally-based logical relations for
programming languages with advanced features such as higher-order references
is non-trivial because of the so-called type-world circularity problem (Ahmed,
2004), which led to the development of so-called step-indexed Kripke logical
relations with recursively defined worlds, see, e.g., Ahmed (2004), Birkedal,
Stgvring, and Thamsborg (2009), and Dreyer, Neis, and Birkedal (2010). Step-
indexed Kripke logical relations are intricate and quite difficult to use for
reasoning about examples. Here, instead, we take an alternative approach and
use the Iris program logic to reason about these intricate parts of the model
at a high level of abstraction. Iris is a state-of-the-art program logic based on
separation logic designed for reasoning about concurrent higher-order imperative
programs. The Iris program logic comes equipped with logical connectives and
features that are sufficient for a direct definition of our logical relations. This
allows us to define our logical relations at a higher level of abstraction and
avoid step-indices and Kripke world details. We also use Iris when reasoning
about logical relatedness of examples and thus avoid low-level reasoning about
step-indices, etc.

Specifically, we present a unary logical relation for F, ref cone in Iris. Fj ref.conc
is a call-by-value programming language featuring impredicative polymorphism
(a la System F), recursive types, dynamically allocated higher-order references,
and fine-grained concurrency. Fine-grained concurrent programs do not use
locks for synchronization but rather use fine-grained concurrency primitives such
as the atomic compare-and-set, CAS, operation which is a primitive of F;, ref, cone-
We use the logical relation to show type soundness for syntactically well-typed
programs and also demonstrate that the logical relation can be used to show
semantic type soundness for a program that is not syntactically well-typed,
thus making it possible to combine this program with syntactically well-typed
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programs in a safe manner.

Our logical relation for type soundness is a unary logical relation. We also define
binary logical relations for F ref,cone in Iris and, moreover, we demonstrate
that our binary logical relation is useful for showing challenging contextual
refinements. In particular, we show that a fine grained implementation of
a concurrent stack module refines a coarse grained implementation. The
refinement is proved in Coq using the binary logical relation defined in Iris in
Coq.

Our development is the first formalization of logical relations for such a rich
programming language in a proof assistant.

Contributions In summary, the technical results presented in this paper are
as follows:

o We formalize a unary logical relations model for F ref,cone in Iris for
proving type safety.

o We formalize a binary logical relations model for F ;e conc in Iris for
proving contextual refinements and equivalences.

e We use our binary logical relations model to prove contextual refinement
for a pair of fine- and coarse-grained concurrent counter modules and a
pair of fine- and coarse-grained concurrent stack modules.

e All results in this paper are mechanized in the Coq proof assistant, using
the mechanization of Iris and the Iris Proof Mode (Krebbers, Timany,
and Birkedal, 2017).

In addition to the technical contributions enumerated above, we also intend
that this text may serve as a first introduction to the methodology of defining
logical relations models in Iris. We believe that such logical relations models
can be a powerful tool to tackle a wide gamut of applications in the theory of
programming languages. In the present text we elucidate the technique for a
fairly standard type system — we hope that understanding the models presented
here should make it easier to understand more sophisticated models, such as
Jung, Jourdan, Krebbers, and Dreyer, 2017; Krogh-Jespersen, Svendsen, and
Birkedal, 2017; Timany, Stefanesco, Krogh-Jespersen, and Birkedal, 2018, and
as-yet-to-appear models.

The technical results presented in this paper have previously been announced
in a conference paper by Krebbers, Timany, and Birkedal (2017). In loc. cit.,
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the results were only mentioned very briefly, as an application of the Iris proof
mode.

Structure of the rest of the paper In Section 5.2 we present the syntax
and semantics of Fj, ref cone. Section 5.3 gives a brief introduction to Iris. In
Section 5.4 we present our unary logical relations model and use it to prove
type soundness of F, ref conc. We present our binary logical relation model in
Section 5.5 and show how it can be used to prove contextual refinements. We
exemplify the use of our binary logical relations model in Sections 5.6 and 5.7.
In these sections we sketch proofs of refinements of concurrent counter and stack
modules, respectively. In Section 5.8 we discuss related work and conclude in
Section 5.9.

5.2 The language F, ;. conc: syntax and semantics

In this section we present the syntax and the semantics of our subject of
study: F, ref,conc. The programming language F, ref,conc is a call-by-value
programming language with impredicative polymorphism, recursive types,
dynamically allocated higher-order heap and fine-grained concurrency. The
expressions, values and types of F, yef, conc are as follows:

ex=z|()|n|ede|recf(z)=ec|lee|Ae|e__|(ee)]|me]true]
false | if etheneelsee | inj, e | matchewithinj, z = e, end |

folde | unfolde | £ | ref(e) | le | e < e | CAS(e,e,e) | fork {e}
vu=()|n|true | false |rec f(z) =e | Ae | (v,v) | inj,v | foldw | £

Tu=X|1|N|B|7—=7|VX.7|7x7|74+7|puX.7|ref(r)

Here, x ranges over a countably infinite set of variables. The value () is the
only inhabitant of the unit type. F, ref,cone includes natural numbers in its
expressions and values. The symbol ® ranges over binary operations (both
arithmetic and comparison operations) on natural numbers. We omit details of
syntax and semantics of these operations as these are entirely standard. We
write rec f(z) = e for a recursive function with argument = and body e. The
expression A e is the type-level lambda abstraction. The language F ;. ref,conc also
features product types and sum types with projections and injections written
as m; and inj,; respectively. As usual terms of the sum type can be eliminated
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using a match statement which we write similarly to that of ML. The fold
and unfold expressions respectively fold and unfold expressions of recursive
types. Expressions and values of F ref,cone also include memory locations £.
These can be allocated, read and written to using the ref(e), e and e « €’
expressions. The compare-and-set, CAS, expression is the F, yef,cone primitive
for fine-grained concurrency. The expression CAS(¢, v, w) atomically checks if
the value stored in memory at location £ is equal to v and, if so, sets the value
of £ to w. The expression fork {e} forks a new thread which starts evaluation
of the expression e.

The syntax of F, ref,cone defined above is in the Curry style: types never appear
in terms. This allows us to define the type system and our logical relations
models over untyped terms. This enables us to reason about codes where
well-typed code is mixed with untyped code (see Section 5.4 for more details).

The types of F, ref,cone include the basic types: the unit type, 1, the type of
natural numbers, N, and the type of booleans, B. Basic type formers include
function types, 7 — 7/, products, 7 x 7/ and sums 7 + 7. Types also include
polymorphic types, VX. 7, and recursive types, uX.7. The type ref(r) is the
type of memory locations that store values of type 7.

We write Z | T' F e : 7 to express that expression e has type 7 under typing
contexts I' and =. The typing context I' is a list of the form xy : 71, -+, z, @ 7.
It associates free variables (that may appear in e) to their types. The type-level
context = is a list, X1, Xo,- -, of free type variables (that may appear in 7 or
I'). The typing rules of F, rcf conc are presented in Figure 5.1. Notice that the
typing rule for the CAS operation has a side-condition EqType which ensures
that the CAS operation can only be performed on word-sized data types.

We define the small-step operational semantics of F, ref conc in two stages. We
first define a head reduction relation, —y,. The (thread-pool) reduction relation
for our programs, —,, is then defined as individual threads taking head steps
under some evaluation contexts, K, or threads being forked.

(o,€) —n (0, €)
(0,61; Kle];3) —p (0,61, K[€];€32)

(0, e1; K[fork {e}];€3) — (0, e7; K[(); €3; €)

Here, our state, o : Loc fin, Val, is the heap which we model as a partial map
with finite support from memory locations to values. The evaluation contexts
of F,i ref,conc are the following:

K:=[]| Kee|veoK |Ke|vK|K _|(K,e)| (v,K)|mK |
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T-vAR T-REC T-TLAM
z:17€el Elle:rfiro17TkFe:T— 7 EX|Tke:7T
E|Tka:7 E|lkrecf(z)=e:7—1 E|THAe:VX. T
T-aApPpP T-TAPP
E|Tker:r—7  E|Tkex:T E|TrFe:VX.T
E|Tkeex:7 ElTke_:7[7/X]
T-1NJ T-1F
E|Tke:7; ie€{1,2} E|Tke:B E|Tke:T ie€{1,2}
E|TFinje:m + 72

Z|T'F ifethenejelsees: 7

T-PAIR T-PROJ
Z|Tke :m E|lTkey:m E|lTke:m X1 ie{l1,2}
E|TF(e1,e2): 11 X7 E|Tkme:mn
T-MATCH
E|TkFe:m+m ElTz:mbe s ie{l,2}
Z | I'Fmatchewithinj,z = e;end : 73
T-FOLD T-UNFOLD
E|Tke:m[pX. 7/X] E|Tke:pX. 7
E|TFfolde: uX.7 E | T'Funfolde: 7[uX.7/X]
T-ALLOC T-LOoAD
E|Tke:7 ZE|TFe:ref(r)
E | Tk ref(e): ref(r) E|TkHle:r
T-STORE T-FORK
E| Tk e :ref(r) E|Tkes:7 E|Tke:r

E|TFfork {e}:1

Z|lTkey:T E|Tkes:T EqType(7)
= | T+ CAS(eq,ea,e3) : B

EQTYP-UNIT

EQTYP-NAT
EqType(1)

EQTYyP-BOOL
EqType(N)

EQTYP-REF
EqType(B)

EqType(ref (7))

Figure 5.1: The typing rules of F, et cone (Some trivial cases omitted)
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(o, (rec f(x) =€) v) = (o, ¢[f,xz/rec f(x) = e, v]) (o,(Ae) ) = (0,€)
(0,if truethene; elsees) — (0,€1)
(0,if falsethene; elsees) —p (0, €2)

ie{1,2}

(o,matchinj, vwithinj, z = e1 | inj, x = ez end) —p (0, ¢;[v/x])

¢ ¢ dom(o)

(0,unfold (foldw)) —h (o,v) (0, 20t(@)) o (0 9 (L. 0)].0)

(4v)€o i€ {1,2}
(0,14) = (o,v) (o, m; (v1,v2)) —=n (0, 0;)

(@& {(6,0)}, £ = w) = (8 {(L,w)}, ()
(oW {(£,v)},CAS(L,v,w)) —n (0 W {(£,w)},true)

v FEw
(cw{(¢,v)},CAS(L,w,u)) —h (c W{(L,v)},false)

Figure 5.2: The rules for the head step relation of F, ref cone

if K theneelsee | inj, K | match K withinj, z = e; end |
fold K | unfold K |ref(K) | |K | K+ e| v+ K |
CAS(K,e,e) | CAS(v, K, e) | CAS(v,v, K)

The evaluation contexts above define a call-by-value (CBV) evaluation strategy

for Fy, ref,conc- The rules for head steps are presented in Figure 5.2. We write &
for the disjoint union operation on heaps.

Safety We say a program e is safe, written Safe(e), if it does not get stuck.
This is formally defined as follows:

Safe(e) £ Ve',e1,€3,0. (0,e) =7, (0,61;€';63) =

e € ValVv (3e",0'. (0,e1;€';€3) —p (07, 615€";€3))V
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(3", es5. (0,e1;€'5€3) —p (07, €75 €75 €35 €3))

In prose, e is safe if any expression €, that it or one of its children threads have
reached, €’ is either a value or it can be evaluated further by making a head
step or by forking a thread.

Contextual refinement and equivalence For a context (a program with a
hole) C we write C: (2 | T';7) ~ (£ | T;7') to express that C is a well-typed
context that takes programs of type 7 to programs of type /. More precisely,
E' | Tk Cle] : 7’ holds for any expression e such that Z | T'Fe: 7.

We formally define contextual refinement and contextual equivalence for
programs written in F, ref, cone as follows:

Definition 5.2.1 (Contextual refinement). We say e contextually refines e’,
written 2 | T Ee <y e 7, if

E|Tke:7TAZE|TH:TAVC: (E|T;7)~ (]| 51).Cle] | = C[e] 1

where

—

el £(0,e) =5 (0,0;€)

Intuitively, when e contextually refines ¢’ no context can distinguish the situation
where ¢’ is replaced by e. Since, if there were such a distinguishing context
then it could be extended to a context which would converge when filled with e
and would diverge when filled with e’. This, however, violates the contextual
refinement. Hence, in a contextual refinement e <., ¢ we say the e is the
implementation side and e’ the specification side.

Definition 5.2.2 (Contextual equivalence). We say e and €’ are contextually
equivalent, Z | TE e, ¢ 7, if

E|Tkre<us€ :TAE|TEe <upe:T

5.3 Iris: a brief introduction

Iris (Jung, Krebbers, Birkedal, and Dreyer, 2016; Jung, Swasey, Sieczkowski,
Svendsen, Turon, Birkedal, and Dreyer, 2015; Krebbers, Jung, Bizjak, Jourdan,
Dreyer, and Birkedal, 2017) is a state-of-the-art impredicative higher-order
concurrent separation logic. It is a program logic designed for formal reasoning
about higher-order concurrent imperative programs. Iris is a logical framework
and is thus language agnostic. It can be instantiated to a variety of languages.
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Here we present Iris as instantiated with F,, ycf conc. For a more leisurely paced
read on Iris, see Birkedal and Bizjak (2017). In this section and the rest of this
paper we will not present the details of how Iris represents resources. Rather we
will focus on how Iris can be used as a program logic to facilitate formalization
of logical relations. See Appendix C for details of how resources are represented
in Iris.

In Iris one can quantify over the Iris types k:

ku=1|kXkKk|k+K|K— K| Ezpr] Val|N|]B|/<;ﬁ—n\/<;|z'Pmp|
Here, Ezpr and Val are types of expressions and values of F, ef conc, fin, K
is the type of partial functions with finite support and finset(x) is the type of
finite subsets of k. The type iProp is the type of Iris propositions. These are
the following:

Pu=T|L|P«P|P~«P|PAP|P=P|PVP|Vz:k P|

Az : k. P| >P | ur. P | DP|N|‘€'3£P|

wpge{z. P} | v | {P}e{z. P}e | ...

Here (T, L, A,V,=,V,3) are the conventional connectives of higher-order logic.
The connective * is the separating conjunction. Intuitively, the proposition
P % @ holds in case the resources can be separated into two disjoint parts so
that one satisfies P and the other ). The wand connective, —, is to separating
conjunction as is = to A. That is, P — @ holds for those resources such that
when conjoined with a resource satisfying P the result would satisfy Q.

The later modality, >, is used to guard recursively defined predicates. That
is, pr. P is a well-defined guarded-recursive predicate only if all occurrences
of r in P appear under a >. For guarded recursive definitions we have that
pr.P =+ Plur.P/r] where - is the logical equivalence of Iris propositions. The
> modality is an abstraction of step-indexing (Appel and McAllester, 2001;
Appel, Mellies, Richards, and Vouillon, 2007; Dreyer, Ahmed, and Birkedal,
2011). In terms of step-indexing > P holds if P holds a step later; hence
the name. In Iris this modality is internally used in definitions of weakest
preconditions and to guard impredicative invariants to avoid self-referential
paradoxes (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017). In
our logical relations we use the later modality to define the semantics of the
recursive types as guarded-recursive predicates, similarly to (Dreyer, Ahmed,
and Birkedal, 2011). For any proposition P, we have that P > P. The later
modality commutes with all of the connectives of higher-order separation logic,
including quantifiers.! The basic reasoning principle for step-indexes in Iris is

1The only caveat is that >3z : k. P+ 3z : k. P only holds if x is an inhabited type.
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the LOB INDUCTION rule:

LOB INDUCTION
>PFP

P

The principle of Léb induction is very similar to the principle of coinduction.
It states that if we can prove P under the assumption that > P holds, then we
can prove P without it.

The persistence modality [J forgets all non-duplicable resources. That is, the
proposition [P, pronounced “persistently P”, holds if so does P and that
P only asserts ownership of duplicable resources. We say a proposition P is
persistent, written persistent(P), in case P 4+ O P. A persistent proposition P
is duplicable: P 4+ P % P. The persistence modality is monotonic, i.e., if P + @
then OP F OQ. We say a predicate @ is persistent, written persistent(®), if
V. persistent(P(z)).

In order to express protocols for verification of concurrent programs Iris features
N

invariants. We write and read “invariantly P” for the proposition that

states that the proposition P is an invariant. The name N is the name of the

invariant and is used to ensure that invariants are not reused in a nested way

which in general is unsound. The proposition N merely states the knowledge
that P holds invariantly and does not assert ownership of resources. Hence
invariants are persistent. Invariants can be allocated and opened using fancy
update modality explained below.

The update modality, & }352, is used to express manipulation (allocation,
deallocation and update) of resources in Iris.? The proposition & }352 P holds
for resources that can be updated so that P would hold. For the sake of
simplicity we write 5, instead of 5}35. We write P ©1=k®2 @, pronounced P
viewshifts to @, as a shorthand for P — & }352 Q.

The purpose of masks & and &, is for bookkeeping of invariants. We write
T for the mask where no invariant is open. Rules for allocating and opening
invariants are as follows:

INV-ALLOC INV-OPEN

> P N Neé&

e P BN o pa (- P AWI=E T))

The iNv-aLLOC states that an invariant can be established by proving it one step
later. The rule INVv-OPEN states that an invariant can be opened if it has not

2This modality is called the fancy update modality in Krebbers, Jung, Bizjak, Jourdan,
Dreyer, and Birkedal, 2017.
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already been. When opened, we get the body of the invariant at a later step and
also that the invariant can be closed by giving up the body but only at a later
step. The later modality is necessary here as otherwise impredicative invariants
can lead to inconsistencies as shown by Krebbers, Jung, Bizjak, Jourdan, Dreyer,
and Birkedal (2017).

We write wpg e {x. P} for the weakest precondition of expression e with respect
to the postcondition P. Here z is a binder for the return value. The
weakest precondition of a program e with respect to a postcondition P, written
wpg e {z. P}, implies two things: (1) the expression e is safe, that is, it may
diverge but it will not get stuck, and (2) whenever e converges to a value v,
then P[v/z] holds. In particular, the weakest precondition of a value is simply
the postcondition (up to updating of resources):

WP-VALUE
Wpg v {@} - EEQ(U)

Whenever x does not appear freely in P we write wpge{P} instead of
wpg e {z. P}. When @ is predicate, we sometimes write wpg e {®} instead
of wpg e {x. &(x)}. The mask & in wpg e {z. P} is the set of invariant names
that are closed before and need to be closed at the end. In practice, the update
modality is used internally in the definition of weakest preconditions allowing
them to open invariants (for at most the duration of an atomic operation)
and update resources during proofs of weakest preconditions of programs. See
Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal (2017) for the precise
definition of weakest preconditions in Iris. Each thread can rely on all invariants.
This can be seen in the rule wp-rorK below:

WP-FORK
>wpre{T}
wpg fork {e} {z.x = ()}

The rule wp-rorx states that the weakest precondition of fork {e} with respect
to @ follows from the weakest precondition of the forked thread with respect to
the trivial postcondition. Note that the mask for the forked thread allows the
forked thread to access all invariants. This rule also shows the thread-locality
of the weakest preconditions. That is, in proving weakest preconditions we need
only to consider the program one thread at a time.

In addition to thread-local reasoning weakest preconditions facilitate context-
local reasoning. This is evident from the rule wp-BIND:

we ¢ (2. wpe K[2] {8}
wps K[ ()
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This rule allows us to focus on a sub-expression while proving weakest
preconditions. This sub-expression is usually the sub-expression that makes a
head-step. The following are the weakest precondition rules for basic expressions
(except for those pertaining to references given further on) that we derive for

Fu,ref,conc:
WP-REC WP-TLAM
>wpg e[f, z/rec f(x) = e, v] {P} >wpg e {2}
wpg (rec f(z) = e) v{P} wpe (Ae) {2}
WP-IF-TRUE WP-IF-FALSE
>wpg e1 {P} >wpg ez {P}
wpg if true thene; else ep {P} wpg if true thene; elseeg {9}
WP-PROJ
>wpg v; {P} ie{l,2}
wpg m; (v1,v2) {P}
WP-MATCH

>wpg e;[v/x] {P} ie{l,2}
wpgmatchinj, vwithinj, z = e; | inj, & = ey end {P}

WP-FOLD
>wpg v {P}
wpg unfold (foldv) {P}

The maps-to proposition, ¢ — v, is a proposition defined in Iris based on
resources. The intuition is straightforward: ¢ +— v means that in the heap the
location ¢ is allocated and its value v. Furthermore, it asserts that we exclusively
own this location:

L= vslsv F L

For an explanation of how maps-to propositions are defined see Krebbers, Jung,
Bizjak, Jourdan, Dreyer, and Birkedal (2017). The weakest precondition rules
for manipulation of memory are as follows:

WP-ALLOC WP-LOAD
>(Vl. £ — v - wpg £{D}) >l v >0 — v = wpg v {P})
wpe Tt (0) {0} wpe 1{2]
WP-STORE WP-CAS-SUC

>l v >l—w-xwpe (){P}) plw >(¢ — w - wpg true {P})
wpg £ < w {D} wpg CAS(4, v, w) {®P}
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WP-CAS-FAIL
>l >(¢ — v - wpg false {P}) v#Ew

wpg CAS(¢, w,u) {P}

Hoare triples in Iris are defined based on weakest preconditions like so:
{P}e{®}e = O(P ~ wpg e {P})

Whenever the mask is T, instead of wp e {®} and {P} e {P}1 we write wp e {P}
and {P} e {®}, respectively.

5.4 Unary logical relation for type soundness of

F,u,ref,conc

In this section we define a unary logical relations model for F, yef, conc and use it
to prove the type soundness theorem. That is, for each type we define a logical
relation. We show that each well-typed program is in the relation for its type.
Furthermore, we show that programs in the logical relation for a type have
well-defined behavior, i.e., they do not get stuck. The type soundness theorem
is a direct consequence of these two facts.

We define the logical relations in three stages. We first define a relation for
closed values of a type by induction on types. We then use the value relations to
define relations on closed expressions. Intuitively, a closed expression is in the
relation for a type 7 if it is a computation that results in a value that is in the
value relation for the type 7. Finally, we define the logical relation for (open)
expressions based on the expression relations and the value relations above.

In F, ref,conc features polymorphism. Hence, types can have free type variables.
Thus, we index the relations on closed values and expressions with a map, A,
which assigns a semantic type (a value relation) to each free type variable. That
is, for each type 7 we define the value relation [E F 7]a : Val — iProp where
A : = — Val — iProp. The full definition of the value relations for types is given
in Figure 5.3. We will discuss them in detail below. Before that we discuss how
value relations are extended to expression relation on closed and subsequently
open expressions.

Intuitively, a closed expression is in the expression relation for a type 7 if it
computes a result that is in the value relation for the type 7. We define the
expression relation, [= T]]‘Z : Expr — iProp, using Iris’s weakest preconditions,
as follows:

[EF 7]A(e) 2wpe{[EF T]a}
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In order to formally define the logical relation for open expressions we first
define a relation, [E F ~]]i, for typing contexts. Intuitively, a list a values, ¥, is
in the relation for a typing context, I', if each value in ¥ is in the value relation
for the type corresponding to it in I'. The formal definition of the typing-context
relation is given below. Here, € is the empty list of values.

SEECE
[EFT,z: T]]i(?,w) L2EF Fﬂg(?) * [2 F 7]a(w)

Let Z, I', e and 7 be such that all free variables of e are in the domain of T"
and all free type variables that appear in I" or 7 are in =. Then, we write
E | T Ee: 7 to express that the expression e is in the logical relation for type 7
under the typing contexts I' and =. This relation is defined as follows:

E|Tke:T2VA T [EFTIS(D) F[EF T]4 (e[T/7))

The value relation for types are given in Figure 5.3. One important aspect
of the type system of F, ef conc is that it is intuitionistic, i.e., values, e.g.,
function arguments, can be used multiple times. Thus, it is crucial that the
value relation of all types are persistent and hence duplicable. The persistence
modality and the side-condition persistent(¥) in Figure 5.3 are added to ensure
the persistence of value relations.

The value relation for type variables is given by A. A value is in the relation
for the unit type if it is (). A values is in the relation for the type of natural
numbers if it is simply a natural number; similarly for booleans. A value is in
the relation for the product type if it is a pair of values each in their respective
types. A value of the sum type 7+ 7', on the other hand, is either a value in the
relation for 7 or one in the relation for 7/. The value relation for recursive types
is defined using Iris’s guarded recursive predicates. A value is in the relation
for a recursive type if it is of the form fold w such that the value w is, one step
of the computation later, in the relation for the recursive type. Notice, however,
that unfolding a folded value takes a step of computation. A memory location
is in the relation for a reference type, ref(7), if it invariantly stores a value
that is in the value relation for 7.

A value v in the relation for the function type 7 — 7’ if whenever v is applied
to a value w, in the relation for 7, the resulting expression, v w, is in the
ezpression relation for 7/. A value is in the relation for the type VX. 7 if, when
instantiated, the resulting expression is in the expression relation for 7 where
the interpretation for X is taken to be any persistent predicate.

Notice that the rather compact definitions above are the precise definitions
of logical relations given in full detail and precisely what we have in our
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[EF X]a £ A(X)
[EF1]al) £v=()
[EFNa(@)23neNv=n
[EF B]a(v) 2 v € {true, false}
[EF 71 x T2]a(v) £ Fvg,v9. v = (v1,02) * [EF 71]a(v1) * [EF m2]a(v2)

[EFr+7la@2 \/ Fw.v=inj,wx[EF r]aw)
i€{1,2}

[EF7—7]al) 2 0OV [EF r]a(w) = [EF 7R (v w))
[EF puX.7]a(w) & p¥. Jw. v = foldw AB[E F T]a xw(w)

[EFVX.7]a(v) & O(VE. persistent(¥) = [Z, X F 7]3 xue(v )

[EF ref(r)]a®) 2 3. v=E(A[Bw. Lo wx [EF a@)]

Figure 5.3: The unary value relation for types of F ref,cone

mechanization in Coq. These definitions are very similar in size and style to
what one would write for, say, simply typed lambda calculus or System F.

Lemma 5.4.1. Let 7 be a type such that all its free type variables appear in
=. Furthermore, let X be a type variable such that X & = and let A be an
interpretation for type variables in =. It follows that

[EF7]aw) = [E,X F 7]a xsw(v)

for any predicate ¥ and value v.

Proof. By induction on the structure of 7. O

Lemma 5.4.2. Let ' be a typing context such that all free type variables of T’
appear in Z. Furthermore, let X be a type variable such that X ¢ = and let A
be an interpretation for type variables in =. It follows that

[EFTIL(?) 4 [E, X FTIE e (D)

for any predicate ¥ and sequence of values U .
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Proof. By induction on the length of I" using Lemma 5.4.1. 0

Theorem 5.4.3 (Fundamental theorem of unary logical relations). All well-
typed terms are in the logical relation.

If 2|Tke:T then Z|TFEe:T

Proof. By induction on the typing derivation. All cases follow from the inference
rules of weakest preconditions presented in Section 5.3. Here, we present a few
cases of this proof.

— Case T-aLLoc: For this case, given A : & — Val — iProp and a list of
values T such that [Z - I']$(7), we need to show assuming

wp e[V/ZI{[EF 7]a} (5.1)

that the following holds:

wp ref(e[T/ 7)) {x.ﬂf. z=0A3Bw Ll wx [EFT]a(w) \M}

We use the rule wp-BIND together with the assumption (5.1) above.
Consequently, we need to show that given some arbitrary value v such
that

[ZF 7]a(v) (5.2)

we have

wp ref (v) {xae. z=0AFw. L wx*[EF T]a(w) \M}

We proceed by applying the rule wp-aLLoc which requires us to show:

>Vl — v wpl {x.Elé. e =LA Fw. L wx[EF 7]a(w) ‘N.e}

This follows easily from the rules wp-vALUE and INv-ALLOC together with
assumption (5.2) above.

— Case T-rec: For this case, given A : = — Val — iProp and a list of values
¥ such that [Z F 7% (), we need to show assuming

Vo,u. [EF1]a(@) x [EF 7 — 7]a(u) —

wp (e[T/Z])[v, u/x, fI{[EF 7]a} (5:3)
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that the following holds:
wprec f(z) = e[T/T] {z. O (Vw. [EF 7]a(w) = [EF 7]&(z w))}
By the rule wp-vALUE it suffices to show:?
Voo [E F rla(w) = [E F I ((zec f(z) = [T/ 7)) w)

Note the operational semantics pertaining to calling a recursive functions.
The expression
(rec f(z) = [T/T]) w

reduces to the expression
(e[V/Z])[w, rec f(z) = e[V/T]/z, f]

in a single step of computation. Hence, if we know that [Z F 7 —
7'|a(rec f(z) = e[¥/7Z]) holds we can use the assumption (5.3) above
to finish the proof. However, this is exactly what we have to show but
crucially we only need this after one step of computation, intuitively
because a recursive call can only occur inside the body, after the
current call. Hence, to finish the proof we use the LOB INDUCTION rule.
Consequently we get to assume the following Lob induction hypothesis
(IH).

>Yw. [EF 7]a(w) = [EF 74 ((rec f(z) = e[T/Z]) w) (TH)

We finish the proof using the rule wp-rEc which requires us to show the
following for some arbitrary value w for which we have [E F 7]a(w):

>wp (e[T/Z])[w, rec f(2) = e[V/Z]/z, fI{[EF 7]a}

This follows easily from our assumptions and the Lob induction hypothesis,
(IH), above.

Case T-tLam: For this case, given A : = — Val — iProp and a list of
values U such that [Z - I']¢(7), we need to show assuming

VU [E, X FT]E g (V) Fwpe[T/ZI{[E, X Flaxse}  (5.4)
that the following holds:

wp Ae[T/T] {z. O (VT. persistent(V) = [Z, X F 7]& xou(v )}

3We can introduce the persistence modality because all assumptions are persistent.
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Since A e[V /7] is a value, we use the rule wp-vaLue. Hence, it suffices to
show the following for some arbitrary but fixed ¥ such that persistent(¥):

[E, X F 713 xou(Ae[T/7]) )

Note that here we can introduce the persistence modality as none of our
assumptions assert any ownership. Unfolding the expression relation in
the above formula reveals that we need to show:

wp (Ae[T/Z]) _{[E, X F 7]axu}

To prove this, we proceed by applying the rule wp-TrLAaM and as a result
need to show:

pwpe[U/Z]{[E, X F T]a xw}

Finally, we can finish the proof by appealing to assumption (5.4). We only
need to show [Z, X F T y.,q(¥) while we have [Z F I'1% (7). However,
this follows from Lemma 5.4.2.

O
Lemma 5.4.4 (Adequacy of unary logical relations). Let e be an expression

such that [Z F 7]& (€). Then, e is safe, Safe(e).

Proof. This lemma is a direct consequence of the adequacy theorem for Iris’s
weakest preconditions (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal,
2017). O

Theorem 5.4.5 (Soundness of unary logical relations). All closed well-typed
programs of F,, ref.conc are safe:

If - | -Fe:7 then Safe(e)
Proof. By the fundamental theorem of unary logical relation, Theorem 5.4.3,

we know that
cleEerT

Expanding the definition of unary logical relations we get
VA, T [ IR (F) F [+ 7]A (e[T/7))
We take A = @) and ¥ = ¢ which gives us
[ F15(e) F [+ 7] (ele/e))

which immediately simplifies to [- - 7]& (e). By Theorem 5.4.4, we get Safe(e),
as required. O
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The logical relations model presented in this section is modular. For instance, a
well-typed function of type 7 — 7/ (which by the fundamental theorem falls in
the logical relation) can be applied to any expression that is the logical relations
for 7 and the result is in the logical relation for /. On the other hand, our
logical relations model is defined in terms of untyped expressions. This means
that our logical relations model can be used to prove safety of programs that
mix well-typed code with untyped code as long as we show that the untyped
code is semantically well-typed, i.e., the untyped code is in the logical relations
for the appropriate type. As an example of a program that is not well-typed
but is nonetheless semantically well-typed consider the following:

AA(Nf. Az Ag. \y. let] = ref(true) infork {l + false};
if !l then waitfor l;1 < x;inj, (f ) elsel < y;inj, (g 1))
where
waitfor = rec f(r) = if !rthen f xelse ()
This program does not syntactically have the type
VX VY. (ref(X) > X) > X - (ref(Y) > Y)Y - X +Y

but it semantically does. This program allocates a boolean reference and uses it
to non-deterministically call f or g. In each case it changes the reference that it
has already allocated with the given value of the appropriate type before passing
it to the chosen function. In case the decision is made to call the first function,
i.e., the other thread has not succeeded in the race, it waits for the other thread
to finish. This is to ensure that the other thread writing to the reference [ is
not going to destroy the contents of [ at some later point. Despite not being
syntactically well-typed one can show that the program above is semantically
of the type given. Hence, this program can be safely linked against any other
(syntactically or semantically) well-typed program with compatible type. See
Appendix D.1 for a sketch of a proof that this program is indeed semantically
well-typed.

5.5 Binary logical relation for contextual refine-
ments

In this section we define a binary logical relations model for F, ef cone and
show how to use that for proving contextual refinement of programs. That
is, we define a binary logical relations model such that being in the logical
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relations implies contextual refinement. For this reason we also refer to our
binary logical relation as logical refinement. The main challenge that we address
in this section is how to use Iris, a program logic with no support for relational
reasoning about programs, to construct a binary logical relations model. We
solve this problem by introducing propositions in Iris, defined based on Iris
resources, that allow us to reason about the execution on the specification side
of a logical refinement. We use Iris’s weakest preconditions to reason about the
implementation side of a logical refinement.

The key idea in reasoning about the specification side is to be able to refer to
(the heap and different threads of) the program on the specification side “that is
about to be executed”. The intuitive definition of two expressions being related
is as follows:

An expression e (the implementation side) is related to an expression
e’ (the specification side) if we have:

Vi, K. “thread j is about to execute K|[e']” —

wp e {Fv'. “thread j is about to evecute K[v']”}

This relation between e and ¢’ reads as follows: if thread j is about to execute
¢’ under some evaluation context K on the specification side and e reduces to
a value, then, there is a value v’ such that the specification side is about to
execute K[v']. In other words, whenever e reduces to a value we know that
€’ has also been reduced to v’. The reason for explicit quantification over
the thread j under which the specification side is being executed is to enable
thread-local reasoning. We quantify over the evaluation context K under which
the expression is about to be executed to enable modular reasoning with respect
to evaluation contexts.

To reason about the execution on the specification side we use Iris resources
and invariants. Here we only discuss the resources that are needed for our
binary logical relation at a high level of abstraction, and just specify the axioms
and rules that we require these resources to satisfy. For details of how these
resources are constructed in Iris out of basic building blocks of resources see
Appendix D.2.

We use the following propositions in Iris to track the execution on the
specification side.

jee li—=gv SpecConf(p)

Here, p is a configuration, i.e., a pair of a heap and a thread pool, (o, €). The
intuition is that SpecConf(p) is the configuration that the specification side is
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in. These propositions are, crucially, exclusive:

SpecConf(p) * SpecConf(p’) F L lsgvslisgv' =L
jEexje F L

That is, the configuration, which the specification side is in, is uniquely
determined by the proposition SpecConf(p). The propositions j = e and
{ —¢ v simply specify the exclusive ownership of the execution of a thread or
a memory location on the specification side, allowing for modular reasoning
about the specification side. The following rules hold for these resources:

SPEC-THREAD

SpecConf(o, e1; €; €3) = j = len(eq)
e=c¢
SPEC-HEAP SPEC-THREAD-UPD
SpecConf(o, €) Lgv SpecConf(o, e1; €; €3) jBe j = len(e7)
o) =w B¢ SpecConf(o, e1;¢’;€3) * j = €

SPEC-HEAP-UPD
SpecConf(o W {(¢,v)}, €) g v

B¢ SpecConf(o W {(£,v")},€) x L 30

SPEC-THREAD-ALLOC SPEC-HEAP-ALLOC
SpecConf(o, e7) SpecConf(a, €) ¢ & dom(o)

B¢ SpecConf(o, e1;e) « len(e7) & e B¢ SpecConf(o W {(£,v)},€) x L —4 v

The rules above capture the intuitive nature of the predicates SpecConf(p),
j B eand £, v. That is, SpecConf(p) tracks evaluation on the specification
side, while j = e and ¢ — 4 v express exclusive ownership of the a thread and a
memory location, respectively.

As we explained above, we need to reason about the state of the execution
on the specification side. For this purpose we will use an invariant which in
turn uses the SpecConf(p) proposition to express that the configuration p is
reachable from the starting configuration. As we reason modularly, we do not
know the starting point of the execution for the specification side. In particular,
when proving contextual refinements, the starting point of the execution for
the specification depends on the particular well-typed context being considered.
Therefore, in order to express that the specification side is in a configuration
reachable from some starting configuration p, we use the invariant SpecCtx(p):

N.SC

SpecCtx(p) = ‘ 3p’. SpecConf(p’) A p =1, p'
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The following rules can be derived easily for execution on the specification side
using the rules for invariants together with the rules SPEC-THREAD, SPEC-HEAP,
SPEC-THREAD-UPD, SPEC-HEAP-UPD, SPEC-THREAD-ALLOC and SPEC-HEAP-ALLOC.

SPEC-REC
N.sce &  SpecCtx(p)  jE K[(rec f(z) =e) 1]

Bej B Klelf,z/rec f(z) = e,v]]
SPEC-TLAM
N.sce & SpecCtx(p) je[(Ae) _]
Bej B Klel

SPEC-IF-TRUE
N.sce &  SpecCtx(p)  j= K[if truethene; else es]

Bcje Klei]

SPEC-IF-FALSE
N.sce &  SpecCtx(p)  jEB K[if truethene; else ey

BB Kleo

SPEC-PROJ

N.isce&  SpecCtx(p)  jB= Klm(vi,v2)] i€ {l,2}
Bejm Klvi

SPEC-MATCH
N.sce &  SpecCtx(p)
j B K[matchinj,vwithinj, z = e; | inj, = = ez end] i€ {1,2}

Egj = Ke]

SPEC-FOLD
N.sce &  SpecCtx(p)  jEB Klunfold (foldw)]

Bl = K{v]

SPEC-ALLOC
N.sce &  SpecCtx(p)  jB Klref(v)]

B3l (o, vr) e K[

SPEC-LOAD
N.sce&  SpecCtx(p)  je K[/ lsgv

Bel—sv*j= K

SPEC-STORE
N.isce&  SpecCtx(p) Lrsv jE K[+ w)

Bel s wxj= K[()]
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SPEC-CAS-SUC
N.sce& SpecCtx(p) lgv  jB K[CAS({, v, w)]

Bcl s wx* j = Ktrue]

SPEC-CAS-FAIL
N.sce&  SpecCtx(p) L—sv  jE K[CAS({,w,u)) v#w

Bl —qvxj e Klfalse]

SPEC-FORK
N.sceé& SpecCtx(p) j & K[fork {e}]

TN

The binary logical relations

Similar to the unary logical relations above for F, ref.conc, we define the binary
logical relations for F, ref conc in three stages. We first define (by induction
on 7) a binary relation [E F 7]a : Val x Val — iProp on closed values. Here,
A : Z = Valx Val — iProp is the binary value relation for the free type variables
in =Z. Next, we use the binary value relation of a type 7 to define the binary
relation for 7 on closed expressions, written [= I 7]& : Ezpr x Expr — iProp.
Finally, we use the value and expression relations above on closed terms to
define the binary logical relations on open expressions.

The formal definition of the expression relation is similar to the intuitive
definition that we gave at the beginning of this section. We formalize the phrase
“thread j is about to execute ...” using the propositions that we introduced for
reasoning about the execution on the specification side. The binary expression
relation, [Z F 7]4, is defined as follows:

[EF 7]&(e,¢') £ Yp, j, K. SpecCtx(p) * j = Kle'] ~

wpe{v. W' j = K[v']*[Z2F 7]alv,v)}

The expression relation above states that e and e’ are related if the following
holds: for any thread j which is about to execute ¢/ under some evaluation
context K, it is safe to evaluate e and whenever e reduces to a value v, we
know that e’ has also been evaluated to some value v’ in thread j under the
evaluation context K. Furthermore, we know that v and v’ will be related as
values of the type relating e and e¢’. Thus, essentially, two expressions e and e’
are related at type 7 if, whenever e reduces to a value, so does e’ (no matter



BINARY LOGICAL RELATION FOR CONTEXTUAL REFINEMENTS 97

under which circumstances it is being evaluated), and the resulting values will
be related at type 7.

Similar to what we did for the unary logical relations, in order to define the
logical relation on open expressions, we define relations for typing contexts:

EFI§@2T

4

[EFT,z: 7] (F,w), (17, w')) 2 [EFT](T,0) % [EF 7]a(w,w)

(1]

We define the binary logical relations for F, ref cone, Written = | ' E e <joq €' & 7,
as follows:

—

ElTEe< ¢ : T2V, v A. [EFT7%(7, 17) FIEF )& (e[T/ 2], €[V 2))
where 7 is the domain of T.

The binary value relation for types are defined in Figure 5.4. The binary value
relations, similarly to unary value relations, need to be persistent. This is due
to the fact that the intuitionistic type system of F, ,ef conc allows for values to
be used multiple times. This is the reason for the persistence modality and the
side condition persistent(¥) in Figure 5.4.

The binary value relations in Figure 5.4 are straightforward extensions of their
unary counter parts. Values of a base types (1, N and B), are related if they are
equal. A pair of values are related at the product type, if both are themselves
pairs of values, which are component-wise in the value interpretation of the
corresponding type. The interpretation of sum types relates a pair of values
if they are both constructed using the same injection with underlying values
related at the corresponding type. A pair of values are related as functions
if applying them to values related at the domain type produces expressions
related at the codomain type. A pair of values v and v' are in the relation for a
recursive type if v is of the form foldw and v’ is of the form foldw’, such that
the values w and w’ are, one step of the computation later, in the relation for
the recursive type. Notice however that unfolding a folded value takes a step of
computation. A pair of values are related at a polymorphic type if we have that
the specialization of the two polymorphic types are related, regardless of which
(persistent) predicate we take as the value interpretation of the quantified type.
Finally, two locations are related at a reference type, ref(7), if they invariantly
store values that are related at 7.

Lemma 5.5.1 (Congruence of binary logical relations w.r.t. typing). Our
logical relations is a congruence relation with respect to all typing rules. Being
a congruence relation w.r.t. the rules T-aLLoCc, T-REC and T-TLAM amounts to
the following:
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[EF X]a £ AX)
[EF1]a(v,0) 2 v=1"=()
[EFNJa(v,v )2 IneNv=v =n
[EF B]a(v,v') £ v =1" € {true, false}
[EF 71 x 2]a(v) = Fvg,v9, 0], vh. v = (v1,v2) * v = (v}, vh)*
[EF mi]a(v,v)) * [EF m2]a(v2, vh)
[EF 7+ m]alv,v) 2 \/ Jw,w’. v =1inj;, w x v’ = inj, w'x
i€{1,2}
[EF m]a(w,w")
[EF7—7]alw,v) 2 0O Vw,w'. [EF 7]alw,w) = [EF 740 w0 ')
_ s w¥. Jw,w'. v =Ffoldw Av' = foldw'A
[EF pX. m]a(v,0") = oIZ - 7l s (1.0

[EFVX.7]a(v,v") £ O(VV. persistent(¥) = [, X F T]]Z,X,_)\I,(U V)

[EF ref(T)]a(v, ") 23,0 . v=LAV =N

N.e.t
Fw, ' L= wl =, w * [EF 7]a(w,w) ]

Figure 5.4: The binary value relation for types of F ref,cone
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E|TFe<pge T
E | T Eref(e) <joq ref(e) : ref(r)

SNz firoTFe<ge 77
E|TErecf(z)=e<jyrecf(z)=¢:7—7

E,X [ TEe<e€:T
EITEAe <A :VX.T

Proof. We prove each case separately using the rules for weakest preconditions
and evaluation on the specification side. Here we present a few cases of this
proof. These are the cases that we proved in the proof of the fundamental
theorem of unary logical relations, Theorem 5.4.3. The high-level argument for
each case is similar to the corresponding case in the proof of Theorem 5.4.3
with the difference that here we have take into account the execution on the
specification side.

— Case T-arroc: For this case, given A:E — Val X Val — iProp and
two lists of values ¥ and o such that [EF F]]A(v v ) we need to show
assuming

SpecCtx(p) (5.5)
i Klref(e[v'/Z))] (5.6)

VK. j i K'[e'[0)Z]] =
(5.7)
wpe[T/Z]{w. ' j & K'[w']* [EF 7]a(w,w')}

that the following holds:
wp ref(e[v /7)) {w. Fu'. j = K[w']* [E+ ref(1)]a(w,w’)}

The assumption (5.5) above is persistent. Furthermore, it is clear exactly
at which steps of the proof this assumption is used. Hence, during the
proofs below we never explicitly mention its uses. We proceed by using
the rule wp-BiND, (5.6) and (5.7) (with K’ being K[ref([])]). As a result
we know:

[EF T]a(v,v) (5.8)

j = Klref(v')] (5.9)
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and have to show:
wpref(v) {w. u'. j & K[w']* [EF ref(r)]a(w,w’)}
Now we use the rule sPEc-ALLOC together with (5.9) to get
jB K[l (5.10)
=g (5.11)
Subsequently, we use the rule wp-arLLoc which gives us
>l v (5.12)
and leaves us to prove
swp {w. . j = K] * [ZF ref(r)]a(w,w’)}

This now follows trivially after we allocate the invariant N .£.¢' required
to establish [Z F ref(7)]a (¢, 7).

Case T-rec: The high-level argument for this case is similar to the proof
of the corresponding case in Theorem 5.4.3. The only additional work
required is to take into account the execution on the specification side.
We only note that the Lob induction hypothesis that is needed to prove
this case (see proof of the case T-reC in Theorem 5.4.3) is as follows:

>Yw,w'. [EF 7]a(w,w) =
[EF I ((xec f(@) = [F/7)) w, (rec f(z) = ¢'[¢//F]) w)
Case T-traM: The high-level argument for this case is similar to the proof

of the corresponding case in Theorem 5.4.3. We only note that binary
analogues of Lemmas 5.4.1 and 5.4.2 are needed for the proof of this case.

O

Theorem 5.5.2 (Fundamental theorem of binary logical relations). All well-
typed terms are in the logical relation.

If E|TkFe:7 then 2| TFe<ge:T

Proof. By induction on the typing derivation. Each case, follows from the
corresponding congruence lemma in Lemma 5.5.1. O
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Lemma 5.5.3 (Congruency of binary logical relations). Let e and €’ be two
expressions such that 2 | T'F e <jg €’ : 7 and let C: (2| ;1) ~ (B | TV;7)
be a well-typed context. Then, we have:

E T ECe] <ioq Cle']: 7'

Proof. By induction on the derivation of C': (£ | T';7) ~ (E' | I; 7’), in each
case applying the appropriate compatibility lemma and using the fundamental
theorem, Theorem 5.5.2, to show that the well-typed expressions in the context
C are related to themselves. O

Lemma 5.5.4 (Adequacy of binary logical relations). Let e and e’ be two
expressions such that [- = 7] (e,€') and assume that we have e |. It follows
that €' |.

Proof. We have, by expanding the definition of the expression relation, that
Vp, j, K. SpecCtx(p) * j = Kle'| «wpe{v. W' j= K[V]*[EF 7]a(v,0")}
We take j =1, p= (0,¢') and K = [] and instantiate the above formula to get
SpecCtx(D,¢') x 1= € s wpe{v. . 1= v x[E+ 1]a(v,v')}
Subsequently, we use Iris resource allocation rule to allocate resources for

SpecConf(,e') x 1 = ¢’

(see Appendix D.2 for more details). Now we can establish the invariant
corresponding to SpecCtx((, ¢’) by proving

3p’. SpecConf(p") A (0,¢") =7, ¢
We prove this by simply taking p’ = (0,¢’). As a result, we get

wpe{v. W. 1= v [+ 1]a(v,0)}

Now, since we know, by assumption, that e |, we get by the adequacy of
Iris’s weakest preconditions (see Krebbers, Jung, Bizjak, Jourdan, Dreyer, and
Birkedal (2017)) that any pure fact (a fact not depending on step-indices or
resources), that follows from the post condition, holds. Hence, from the post
condition above, we know, in particular, that there exists a value v’ such that
1 = v'. Opening the invariant SpecCtx(), €’) we get that there is a configuration
" such that SpecConf(p"”) A (0, €’) —¢, p". Now from 1 = o' and SpecConf(p")
we can conclude, using the rule sPEC-THREAD, that there is a heap ¢ and a
sequence of expressions € such that p” = (o,v’; €). Consequently we have
(0,€') =, (0,v; €), which is just the definition of e’ |. O
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We next prove the soundness of our logical relations which simply states that
logical refinement implies contextual refinement.

Theorem 5.5.5 (Soundness of binary logical relations).

E|lTFe<jue¢:TAE|Tke:7TAE|TFHe:7=>E|TTFe<e T

Proof. Given a well typed context C': (E | I'; 7) ~» (- | ;1) and that
Cle] |

we have to prove that C[e'] |. By Lemma 5.5.3 we have that - | - F Cle] <joq
Cl[e’] : 1. Unfolding the definition of binary logical relation the latter simplifies
to:

[ - 7IE(Clel, Cle'])
Finally, by Lemma 5.5.4 we have C[e’] |, as required. O

Theorem 5.5.5 allows us to prove contextual refinement by showing logical
refinement. As our logical relations is formalized on top of the Iris program
logic we have the entire power and support of Iris at our disposal when proving
logical refinements. In the following two sections we exemplify this by proving
contextual refinement of concurrent counters and concurrent stacks.

5.6 Contextual refinement of counters

In this section we establish that a fine-grained implementation of a concurrent
counter refines a coarse-grained implementation:

- | - F Countergie <. Counterceozse : (1 = 1) x (1 — N)

The two counter modules are closed programs each consisting of a pair of
functions. The first function increments the counter and the second reads it.
The source code of these two counters is depicted in Figure 5.5. The code
in this figure is written in an ML style for conciseness and better readability.
The fine-grained counter uses a technique known as optimistic concurrency. It
reads the counter and increments it and then tries to set the counter to the
incremented value if it has not been changed in the meanwhile. If it fails to do
S0, it starts over. The coarse-grained counter uses a traditional lock to acquire
exclusive access to the counter during the increment operation. Notice that we
do not need to acquire the lock to read the counter because reading references is
atomic. The lock used by the coarse-grained counter is a spin lock implemented
using the CAS operation (see Appendix D.3 for details).
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1 let Countercesyse =

2 let fc = ref 0 in 2 let cc = ref 0 in

3 let fincr () = 3 let 1lc = mnew_lock () imn
4 let loop () = 4 let cincr () =

5 let x = !fc in 5 acquire 1lc;

6 if CAS(fc, x, x+1) 6 cc := lcc + 1;

7 then () 7 release lc

8 else loop () 8 in

9 in 9 let cread () = !cc in
10 loop QO 10 (cincr, cread)

11 in

12 let fread () = !fc in

13

(fincr, fread)

Figure 5.5: The source code of fine-grained (left) and coarse-grained (right)
concurrent counters

By the soundness of the binary logical relations, Theorem 5.5.5, it suffices
to prove the following corresponding logical refinement in order to prove the
refinement above.

- | - F Counterfine <jog Countercoarse : (1 = 1) x (1 =+ N)

In this section we give sketch the proof of this refinement. The proof consists of
two parts. We first need to show that when the fine-grained counter evaluates
to a value so does the coarse-grained counter. Afterwards, we need to show
that the values on both sides are related. That is, we need to show that the
fine-grained increment and read functions are logically related to their coarse-
grained counterparts. Hence, we start the first part of the proof by symbolically
executing both sides using the rules for weakest preconditions and evaluation
on the specification side. The symbolic execution of allocating the counters and
the lock gives us the following resources:

fc—0 cc—5 0 lc —, false J B (cincr, cread)
while we have to show
WP (fincr, fread) {v. . j= v x [ F (1 = 1) x (1 = N)](v,0v")}

Note that we have omitted the specification side invariant, SpecCtx. Further-
more, the lock that we use is implemented using a single boolean value where
false indicates that the lock is free (see Appendix D.3 for details).

At this point, we need to show that the increment and read functions of both
sides are suitably related. That is, we have to show that the two modules
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behave similarly. Hence, there must be a relation between the state of the two
modules that holds at the beginning and is preserved by every operation of the
modules. That is, a relation relating the two counters such that this relation
holds at the beginning, i.e., for the resources (the counters and the lock) above.
Furthermore, this relation should be preserved throughout the execution of the
program including before, during and after each call to increment and read
operations. For this proof we use the following relation, expressed in terms of
an Iris invariant.

N .Counters .
[3n. fc — n*cc >, nxlc—, false| (Counter-Invariant)

In prose, this invariant states that the two counters always store the same value
and the lock of the specification side counter is not acquired. Notice that as
far as the behavior of the modules is considered, the lock is never observed as
acquired. This is because the only acquire statement, in the increment function
of the coarse-grained counter, is followed by a release. In proving a refinement
we show that if the implementation side converges, then so does the specification
side. That is, for the specification side we only need to show that there exists
an evaluation that converges to a value.* Consequently, we have the discretion
to pick the scheduling of the specification side which allows us to ensure that
no thread that would attempt to acquire the lock can be executed during the
time that the lock is already acquired.

The proof of the refinement for the read functions is straightforward. We open
the counter invariant during the atomic read operation of the implementation
side where both counters read their corresponding values. The invariant
guarantees that the values read by both counters are equal.

The refinement proof of the increment operation boils down to showing that
j B ciner O = wploop O {v. . j= v x[ F 1]c(v,0")}

under the assumption that the counter invariant above holds. We proceed by
Lo6b induction which allows us to assume that recursive calls to loop satisfy the
above weakest preconditions during the proof that the body of the loop satisfies
it. The use of the Lob induction principle for recursive functions here is similar
to that of the proof of compatibility rule for the typing rule T-rREc above. The
proof proceeds by reading the fine-grained counter fc by opening the counter
invariant, (Counter-Invariant), using the rules wp-Loap and inv-opPeN. Notice
that we immediately have to close the invariant after reading fc. Let us assume
that the value of fc that we just read is n. Now we need to show (assuming
that the addition of n + 1 is evaluated to S(n) where S is the successor function

4This form of contextual refinement usually referred to as “may contextual refinement” in
the literature.
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on natural numbers) that the following holds:
wp if CAS(fc, n, S(n)) then () else loop () {U. . je v x [[ H 1]]6(’(),’()/)}

under the assumption that j = cincr (O holds. Using the wp-BIND rule we need
to show that

WD CAS (£ s 4 wWp if & then () else loop ()
P e B oW e x [ 1] (v, 0)}

At this point, we can use the rule INV-0PEN to open the counter invariant above.

Which allows us to assume that

fc—m*xccr—ymx*1lc —4 false

holds for some natural number m. Now there are two cases to consider depending
on whether n = m holds or not. If n = m then no other thread has incremented the
counter between, reading and incrementing the counter, and the CAS operation.
In this case, the CAS operation succeeds. Since we have 1c —, false we know
that the acquire operation succeeds giving us 1lc —, true. Subsequently, we
use the rules for evaluation on the specification side to load, increment and
store back the incremented value of the specification side counter, giving us
cc 5 S(n). Finally, we release the lock getting back lc 4 false. This
reestablishes the invariant and gives us j = () as the release operation returns
the () literal value. Thus we have to show that

Wp if true then () else loop () {v. . v * [+ 1]]6(’0,’()/)}

holds. This now holds rather trivially and it is easy to show so.

The remaining case is the case where n # m. That is, while reading the value of
the counter and incrementing it, another thread has managed to successfully
increment the counter and has thus invalidated the value that we had read.
In this case, the CAS operation fails, resulting in a recursive call. The weakest
precondition for the recursive call, however, follows from our Léb induction
hypothesis.

5.7 Contextual refinement of stacks

The source code of the two concurrent stack implementations for which we
prove refinement are depicted in Figure 5.6. The code in this figure is written
in an ML style for conciseness and better readability. Here, on line 1, we use A
instead of 1et to emphasize that these values are polymorphic values and are
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A Stackfine =
let fs =
ref (ref None)
in
let fpush x =
let pushloop () =

let z = fold !'fs in
let w =
(ref (Some (x, z)))
in
if CAS(fs, z, w) then
O
else

pushloop ()
in
pushloop ()
in
let fpop x =
let poploop () =
let z = !fs in
match !z with
| None -> None
| Some (top, rest) ->
let w =
in
if CAS(fs, z, w)
then Some top
else poploop ()
in
poploop ()
in
let fiter f =
iloop v =
match unfold v with
| None -> ()
| Some (top, rest) ->
f top; iloop rest
in iloop (fold !'fs)
let fread () = !fc in
(fpush, fpop, fiter)

unfold rest

1 A Stackcoarse =
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ref [] in
new_lock ()

let cs =
let 1lc =
in
let cpush x =
acquire 1lc;
cs = X lcs;
release 1lc
in
let cpop () =
acquire 1lc;
let z =
match !cs with
| [ -> Nome
| hd :: t1 ->
cs := tl; hd
in
release l1lc; z
in
let citer f =
let iloop v =
match v with
[0 -> 0
| hd :: t1 ->
f hd;
iloop tl
in
iloop
in

lcs

(cpush, cpop, citer)

Figure 5.6: The source code of fine-grained (left) and coarse-grained (right)

concurrent stacks
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not evaluated until they are applied to a type. Lists and the option type are
encoded in the usual way, the former using recursive types:

7 list 2 puX. (7 x X) option T option 2 1+ 7
| £ fold None None £ inj, ()
hd :: t1 = fold (Some (hd,tl)) Some v £ inj, v
The type of both of these implementations is
StackT = VX.(X — 1) x (1 = X option) x ((X — 1) — 1)

These modules provide three functions for three operations: pushing, popping
and iterating over the elements of the stack. The coarse grained stack simply
stores the entire stack as a list in a reference. It locks the whole data structure
during pushing and popping values. The iterator function, given a function
to apply to elements on the stack, reads the stack atomically and applies this
function to every element of the list representing the stack.

The fine-grained stack uses a linked-list implementation to represent the stack.
The type of the cells of linked-list is as follows:

7 cell 2 puX.ref((7 x X) option)

where 7 is the type of the elements stored on the stack. That is, each cell is
a reference whose content, if available, is a value together with a reference to
another cell, which represents the next pointer of the linked-list. The stack has
a head pointer, which has the type ref((7 x 7 cell) option).> The push and
pop operations only change the head pointer of the stack. In other words, the
cells are immutable in practice in the sense that we never change any of the
values stored in the references in cells. For this reason, once we read the head
pointer we know that the linked-list obtained will never change even though
the stack can change. This is crucial for the refinement of iterators.

In this section we will discuss the following refinement:
| - F Stackpine <ctw Stackcoarse : StackT

The proof of refinements for individual operations of the stack modules are
straightforward but lengthy. Hence, we omit these here. Suffice it to say that
CAS loops in the push and pop functions of the fine-grained implementation
are treated similarly to the increment function of the counter refinement proof.

5We store the unfolded version of the head cell as we cannot perform CAS on references
whose contents are recursive types. See the typing rule T-CAS for details.
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Furthermore, the iteration operations are almost identical, they both read the
entire stack (the fine-grained version reads the head pointer which points to
a first cell of the stack) and loop over the contents applying each their given
function. What is crucial in this proof is the invariant that relates the internal
representation of the two modules. This is what we will discuss in what remains
of this section.

Reasoning about stack cells As mentioned earlier, cells of linked-lists used to
represent fine-grained stacks are immutable in the sense that these are references
whose content never changes. This is crucial for correctness of the iterator and
the relatedness of its two different implementations. Here, we introduce Iris
propositions for reasoning about these immutable cells. These propositions
are encoded using Iris resources. Details of the encoding can be found in
Appendix D.4. The propositions that we introduce are AllCells(f) and £ 5% v,

where f : Loc A0 Valis a finite partial map from locations to values. Intuitively,
the proposition AllCells(f) holds if all the cells ever used in the stack, i.e., cells
that currently are or previously have been part of the stack, are described by
f. The proposition £ —°* v states that there is a stack cell at location [ with

value v. The following rules govern propositions AllCells(f) and ¢ 5% v:
CELL-AGREE CELL-IN-ALL
CELL-PERSISTENT L=y 0= AllCells(f) =%
persistent(£ 5% v) v=w fl)=wv
CELL-ALLOC
AllCells(f) { ¢ dom(f) ALL-CELLS-UNIQUE
B AllCells(f[ — v]) * £ % o AllCells(f) * AllCells(g) - L

Notice that immutability of cells is guaranteed by the rules CELL-PERSISTENT
and CELL-AGREE.

To associate the introduced Iris propositions above to the physical stack cells in
the memory we define the following Iris predicates:

StackOwns(f) = AllCells(f) * >l< {—wv

LRelg(¢,v") & pr. (€ —°"* None * v/ = [|)V
/

Jw,w',u',m. £ " Some (w,foldm)*v' =w' :: u'*

D (w,w') *>r(m,u’)
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The predicate StackOwns(f) asserts that all of the cells are described by f
and that we own the memory corresponding to all of these cells. The relation
LRelg (¢, v) ensures that the linked-list pointed by ¢ and the list v have the
same length and that corresponding values in these lists are related by the value
relation @. For these predicates we can derive the following rules:

STACK-REVEAL STACK-ALLOC
StackOwns(f)  £+—*%y StackOwns(f) £+ v
£ v x (£ — v - StackOwns(f)) B StackOwns(f[£ — v]) * £ =" ¢

LREL-PERSISTENT
persistent(®P)

persistent(LRelg (¢, v))

The stack invariant The two stack implementations that we are considering
are polymorphic. Hence, in proving their refinement we have to maintain
that the contents stored in the two stacks are related by the binary value
relation corresponding to the types that stacks are applied to. Let us fix
Dy : Val x Val — iProp as this binary value relation. The invariant relating
the internal representation of the two stacks is defined as follows:

S ; N .Stacks
af,6,v". fc — foldl*x cc —4 v *x1lc —, false

(Stack-Invariant)
* StackOwns(f) x LRelg,, (¢,0")

5.8 Related work

The idea of formalizing the logical relations for a programming language on top
of a logic goes back to Plotkin and Abadi (1993) who to specify such a logical
relation for System F and Dreyer, Ahmed, and Birkedal (2009) who constructed
such a logical relation for a programming language featuring recursive types. Our
Logical relations model is inspired by the model of Krogh-Jespersen, Svendsen,
and Birkedal (2017) which is in turn based on the model by Turon, Dreyer, and
Birkedal (2013).

There has been a lot of earlier work on concrete logical relations models (not
formalized in some specialized logic) for reasoning about contextual refinement.
Kripke logical relations models for higher-order languages with dynamically
allocated state include Ahmed, Dreyer, and Rossberg, 2009; Birkedal, Reus,
Schwinghammer, Stgvring, Thamsborg, and Yang, 2011; Birkedal, Stgvring, and
Thamsborg, 2009; Dreyer, Neis, and Birkedal, 2010. The first logical relation
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for a higher order language similar to the one considered here was developed
in Birkedal, Sieczkowski, and Thamsborg, 2012, but it only used a simple
kind of Kripke world, which did not suffice for reasoning about fine-grained
concurrent data structures. The model in Turon, Thamsborg, Ahmed, Birkedal,
and Dreyer, 2013 improved on Birkedal, Sieczkowski, and Thamsborg, 2012 by
using more sophisticated worlds, which allowed to reason about fine-grained
concurrent data structures, and it formed the basis for the logical treatment
in Turon, Dreyer, and Birkedal, 2013 mentioned above.

5.9 Conclusion

Type soundness and contextual refinements are two of the most important
problems in the study of programs and programming languages. In this
paper we presented operationally-based logical relations models formalized
in the Iris program logic to tackle these problems. In particular, we
have developed our logical relations models for F, yef conc, & programming
language featuring polymorphism, recursive types, higher-order references and
concurrency. We used our unary logical relations model to prove type soundness
of Fy ref,conc. We used our binary logical relations model to prove that fine-
grained implementations of concurrent counters and stacks refine their coarse-
grained counterparts.

It is well-known that developing and using logical relations models for
programming languages with advanced type systems, e.g., featuring both
polymorphism and higher-order references, is intricate. Using the logical
framework of the Iris program logic allowed us to avoid these intricacies by
reasoning about them at a high level of abstraction. Another advantage of
working in Iris is that we can use its rich logic, e.g., invariants, resources, weakest
preconditions, etc., to prove contextual refinement of programs. We illustrated
this in proving refinements for concurrent counter and stack modules. Finally,
working in Iris allowed us to use Iris as a Coq library to facilitate formalizing our
results in Coq. This is the first time that logical relations models are formalized
in a proof assistant for a programming language as expressive as F, ref, conc-



Chapter 6

A Logical Relation for
Monadic Encapsulation of
State

Proving Contextual Equivalences in the Presence of

RunST

This chapter and its appendiz are published in the proceedings of
the 45" ACM SIGPLAN Symposium on Principles of Programming
Languages (POPL’18) (Timany, Stefanesco, Krogh-Jespersen, and
Birkedal, 2018).

111



112 __ A LOGICAL RELATION FOR MONADIC ENCAPSULATION OF STATE: PROVING CONTEXTUAL
EQUIVALENCES IN THE PRESENCE OF RUNST

We present a logical relations model of a higher-order functional programming
language with impredicative polymorphism, recursive types, and a Haskell-
style ST monad type with runST. We use our logical relations model to show
that runST provides proper encapsulation of state, by showing that effectful
computations encapsulated by runST are heap independent. Furthermore, we
show that contextual refinements and equivalences that are expected to hold
for pure computations do indeed hold in the presence of runST. This is the
first time such relational results have been proven for a language with monadic
encapsulation of state. We have formalized all the technical development and
results in Coq.

6.1 Introduction

Haskell is often considered a pure functional programming language because
effectful computations are encapsulated using monads. To preserve purity, values
usually cannot escape from those monads. One notable exception is the ST
monad, introduced by Launchbury and Peyton Jones (1994). The ST monad
comes equipped with a function runST : (V3,ST 8 7) — 7 that allows a value
to escape from the monad: runST runs a stateful computation of the monadic
type ST B 7 and then returns the resulting value of type 7. In the original
paper Launchbury and Peyton Jones (1994), the authors argued informally that
the ST monad is “safe”, in the sense that stateful computations are properly
encapsulated and therefore the purity of the functional language is preserved.

In this paper we present a logical relations model of STlLang, a call-
by-value higher-order functional programming language with impredicative
polymorphism, recursive types, and a Haskell-style ST monad type with runST.
In contrast to earlier work, the operational semantics of STLang uses a single
global mutable heap, capturing how the language would be implemented in reality.
We use our logical relations model to show for the first time that runST provides
proper encapsulation of state. Concretely, we state a number of contextual
refinements and equivalences that are expected to hold for pure computations
and we then use our logical relations model to prove that they indeed hold for
STLang, i.e., in the presence of stateful computations encapsulated using runST.
Moreover, we show a State-Independence theorem that intuitively expresses
that, for any well-typed expression e of type 7, the evaluation of e in a heap h is
independent of the choice of h, i.e., e cannot read from or write to locations in h
but may allocate new locations (via encapsulated stateful computations). Note
that this is the strong result one really wishes to have since it is proved for a
standard operational semantics using a single global mutable heap allowing for
updates in-place, not an abstract semantics partitioning memory into disjoint
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regions as some earlier work (Launchbury and Peyton Jones, 1995; Moggi and
Sabry, 2001).

In STLang, values of any type can be stored in the heap, and thus it is an
example of a language with so-called higher-order store. It is well-known that it
is challenging to construct logical relations for languages with higher-order store.
We define our logical relations model in Iris, a state-of-the-art higher-order
separation logic (Jung, Krebbers, Birkedal, and Dreyer, 2016; Jung, Swasey,
Sieczkowski, Svendsen, Turon, Birkedal, and Dreyer, 2015; Krebbers, Jung,
Bizjak, Jourdan, Dreyer, and Birkedal, 2017). Iris’s base logic (Krebbers,
Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017) comes equipped with
certain modalities which we use to simplify the construction of the logical
relation. Logical relations for other type systems have recently been defined in
Iris (Krebbers, Timany, and Birkedal, 2017; Krogh-Jespersen, Svendsen, and
Birkedal, 2017), but to make our logical relations model powerful enough to prove
the contextual equivalences for purity, we use a new approach to defining logical
relations in Iris, which involves several new technical innovations, described in
§6.3.

Another reason for using Iris is that the newly developed powerful proof mode
for Iris (Krebbers, Timany, and Birkedal, 2017) makes it possible to conduct
interactive proofs in the Iris logic in Coq, much in the same way as one normally
reasons in the Coq logic itself. Indeed, we have used the Iris proof mode to
formalize all the technical results in this paper in Iris in Coq.

In the remainder of this Introduction, we briefly recap the Haskell ST monad
and recall why runST intuitively encapsulates state. We emphasize that STLang,
unlike Haskell, is call-by-value; we show Haskell code to make the examples
easier to understand. Finally, we give an overview of the technical development
and our new results.

6.1.1 A Recap of the Haskell ST Monad

The ST monad, as described in (Launchbury and Peyton Jones, 1994) and
implemented in the standard Haskell library, is actually a family ST § of
monads, where 3 ranges over types, which satisfy the following interface. The
first two functions

return :: a — ST (8 «
(>>=) :: 8T B a - (a — ST B a’) — ST B «a’

are the standard Kleisli arrow interface of monads in Haskell; »= is pronounced
“bind”. Recall that in Haskell, free type variables («, o/, and § above) are
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implicitly universally quantified.!

The next three functions

newSTRef :: o — ST B (STRef 5 a)
readSTRef :: STRef 8 a — ST 8 «
writeSTRef :: STRef S a — a — ST 8 O

are used to create, read from and write into references, respectively. Notice that
the reference type STRef 7, contains the type of the contents of the reference
cells, 7, but also another type parameter, 8, which, intuitively, indicates which
(logical) region of the heap this reference belongs to. The interesting part of the
interface is the interaction of this type parameter with the following function

runST :: (V 8. ST 6 a) — «

The runST function runs effectful computations and extracts the result from
the ST monad. Notice the impredicative quantification of the type variable of
runST.

Finally, equality on references is decidable:

(==) :: STRef B8 a — STRef B a — bool

Notice that equality is an ordinary function, since it returns a boolean value
directly, not a value of type ST 8 bool.

Figure 6.1 shows how to compute the n-th term of the Fibonacci sequence
in Haskell using the ST monad and, for comparison, in our model language
STLang. Haskell programmers will notice that the STLang program on the right
is essentially the same as the one on the left after the do-notation has been
expanded. The inner function £ibST’ can be typed as follows:

fibST’ :: Integer — STRef [ Integer — STRef [ Integer —
ST B Integer

Hence, the argument of runST has type (V 3. STRef 3 Integer) and thus £fibST
indeed has return type Integer.

In STLang, we use capital letters, e.g. X, for type variables and use p for the index type
in ST p 7 and STRef p T.
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fibST :: Integer — Integer

fibST n = let fibST : Z -> Z =
let £ibST’ 0 x _ = let rec fibST’ n x y =

readSTRef x
. _ |
fibST’ n x y = do if n 0 then !x

x’ <- readSTRef x else
y’ <- readSTRef y bind !x in A x’ ->
writeSTRef x y~’ bind !y in A y’ ->
writeSTRef y (x’+y’) bind x := y’ in A () ->
1 J -
. £ibST’ (n-1) x y bind y := (x’+y’) in
in
->
if n < 2 then n else A S)
runST $ do fibST’ (n-1) x y
x <- newSTRef 0 in
y <- newSTRef 1 if n < 2 then n else
fibST’ n x y runST {

bind (ref 0) in A x ->
bind (ref 1) in A y ->
fibST’ n x y }

Figure 6.1: Computing Fibonacci numbers using the ST monad in Haskell (left)
and in STLang (right). Haskell code adapted from https://wiki.haskell.
org/Monad/ST. do is syntactic sugar for wrapping bind around a sequence of
expressions.

6.1.2 Encapsulation of State Using runST: What is the
Challenge?

The operational semantics of the newSTRef, readSTRef, writeSTRef operations
is intended to be the same as for ML-style references. In particular, an
implementation should be able to use a global heap and in-place update for the
stateful operations. The ingenious idea of Launchbury and Peyton Jones (1994)
is that the parametric polymorphism in the type for runST should still ensure
that stateful computations are properly encapsulated and thus that ordinary
functions remain pure.

The intuition behind this intended property is that the first type variable
parameter of ST, denoted 8 above, actually denotes a region of the heap, and
that we can imagine that the heap consists of a collection of disjoint regions,
named by types. A computation e of type ST S 7 can then read, write, and
allocate in the region named S, and then produce a value of type 7.

Moreover, if e has type V3. ST 8 7, with 8 not free in 7, the intuition is that
runST e can allocate a fresh region, which e may use and then, since 3 is not
free in 7, the resulting value of type 7 cannot involve references in the region 5.
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It is therefore safe to discard the region  and return the value of type 7. Since
stateful computations intuitively are encapsulated in this way, this should also
entail that the rest of the “pure” language indeed remains pure. For example,
it should still be the case that for an expression e of type 7, running e twice
should be the same as running it once. More precisely, we would expect the
following contextual equivalence to hold for any expression e of type 7:

letx =ein(z,2) =y (e,€) ()

Note that, of course, this contextual equivalence would not hold in the presence
of unrestricted side effects as in ML: if e is the expression y := !y + 1, which
increments the reference y, then the reference would be incremented by 1 on
the left hand-side of (%) and by 2 on the right.

Similar kinds of contextual equivalences and refinements that we expect should
hold for a pure language should also continue to hold. Moreover, we also expect
that the State-Independence theorem described above should hold.

Notice that this intuitive explanation is just a conceptual model — the real
implementation of the language uses a standard global heap with in-place update
and the challenge is to prove that the type system still enforces this intended
proper encapsulation of effects.

In this paper, we provide a solution to this challenge: we define a higher-
order functional programming language, called STLang, with impredicative
polymorphism, recursive types, and a Haskell-style ST monad type with runST.
The operational semantics uses a global mutable heap for stateful operations. We
develop a logical relations model which we use to prove contextual refinements
and equivalences that one expects should hold for a pure language in the presence
of stateful computations encapsulated using runST.

Earlier work has focused on simpler variations of this challenge; specifically, it
has focused on type safety, and none of the earlier formal models can be used to
show expected contextual equivalences for the pure part of the language relative
to an operational semantics with a single global mutable heap. In particular,
the semantics and parametricity results of Launchbury and Peyton Jones (1995)
is denotational and does not use a global mutable heap with in-place update,
and they state Launchbury and Peyton Jones, 1995, Section 9.1 that proving
that the remaining part of the language remains pure for an implementation
with in-place update “would necessarily involve some operational semantics.”
We discuss other related work in §6.5.
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6.1.3 Overview of Results and the Technical Development

In §6.2 we present the operational semantics and the type system for our
language STLang. In this paper, we focus on the encapsulation properties of
a Haskell-style monadic type system for stateful computations. The choice of
evaluation order is an orthogonal issue and, for simplicity (to avoid having
to formalize a lazy operational semantics), we use call-by-value left-to-right
evaluation order. Typing judgments take the standard form = | I' F e : 7, where
= is an environment of type variables, I' an environment associating types to
variables, e is an expression, and T is a type. For well-typed expressions e and e’
we define contextual refinement, denoted Z | T'F e <¢x €’ : 7. As usual, e and
e’ are contextually equivalent, denoted Z | ' F e ~ .y, €’ : 7, if e contextually
refines e’ and vice versa. With this in place, we can explain which contextual
refinements and equivalences we prove for STLang. The soundness of these
refinements and equivalences means, of course, that one can use them when
reasoning about program equivalences.

The contextual refinements and equivalences that we prove for pure computations
are given in Figure 6.2. To simplify the notation, we have omitted environments
=Z and I in the refinements and equivalences in the Figure. Moreover, we do not
include assumptions on typing of subexpressions in the Figure; precise formal
results are stated in §6.4.

Refinement (NEUTRALITY) expresses that a computation of unit type
either diverges or produces the unit value. The contextual equivalence
in (COMMUTATIVITY) says that the order of evaluation for pure computations
does not matter: the computation on the left first evaluates es and then ey,
on the right we first evaluate e; and then e;. The contextual equivalence
in (IDEMPOTENCY) expresses the idempotency of pure computations: it
does not matter whether we evaluate an expression once, as done on
the left, or twice, as done on the right. The contextual refinements
in (REC HOISTING) and (A HOISTING) formulate the soundness of A-hoisting
for ordinary recursive functions and for type functions. The contextual
refinements (7 EXPANSION FOR REC) and (7 EXPANSION FOR A) express 7-rules
for ordinary recursive functions and for type functions. The contextual
refinements (S REDUCTION FOR REC) and (8 REDUCTION FOR A) express the
soundness of S-rules for ordinary recursive functions and for type functions.

In addition, we prove the expected contextual equivalences for monadic
computations, shown in Figure 6.3.

The results in Figure 6.2 are the kind of results one would expect for pure
computations in a call-by-value language; the challenge is, of course, to show
that they hold in the full STLang language, that is, also when subexpressions
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e Sax () ¢ 1 (NEUTRALITY)
letz =egin(er,x) ~ey (€1,€2) @ T1 X T2 (COMMUTATIVITY)
letx =ein(x,2) ~oy (€,€) ¢ TXT (IDEMPOTENCY)

lety =ejinrec f(z) = ea =ux rec f(x) =lety=-ejiney : 74 = T2
(REC HOISTING)

lety =ejinAes =<ux A(lety =ejines) : VX.7 (A HOISTING)

¢ Zax Tec f(z) = (cx) : 1 =T
(n EXPANSION FOR REQ)

e Zax Ale ) : VX.1 (7 EXPANSION FOR A)

(rec f(fE) = 61) €2 jctx €1 [627 (rec f(IE) = 61)/(E, f] - T
(8 REDUCTION FOR REC)

(Ae) =gz e: T[T/ X] (8 REDUCTION FOR A)

Figure 6.2: Contextual Refinements and Equivalences for Pure Computations

bindein(Az.returnz) X.y e: ST p T (LEFT IDENTITY)

€2 €1 =cx bind (returne;)ines : ST p 7
(RIGHT IDENTITY)

bind (binde; iney) ines e bindeg in (A z.bind (e3 z) ine3) : ST p 7/
(ASSOCIATIVITY)

Figure 6.3: Contextual Equivalences for Stateful Computations
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may involve arbitrary (possibly nested) stateful computations encapsulated
using runST. That is the purpose of our logical relation, which we present in §6.3.
We further use our logical relation to show the following State-Independence
theorem:

Theorem 6.1.1 (State Independence).
|z :STRef p 7' Fe:7 A (Fh1,4, ha,v. (hy,e[l/z]) =* (ha,v)) =

VI €. 3, (el fa]) =" (R, o) AR C B,

This theorem expresses that, if the execution of a well-typed expression e, when
x is substituted by some location, in some heap h; terminates, then running e,
when z is substituted by any location, in any heap h} will also terminate in some
heap hf which is an extension of A}, i.e., the execution cannot have modified
h} but it can have allocated new state, via encapsulated stateful computations.
Note that this implies that e never reads from or writes to x.

Summary of contributions To sum up, the main contributions of this paper
are as follows:

e We present a logical relation for a programming language STLang
featuring a parallel to Haskell’s ST monad with a construct, runST, to
encapsulate stateful computations. We use our logical relation to prove
that runST provides proper encapsulation of state, by showing (1) that
contextual refinements and equivalences that are expected to hold for pure
computations do indeed hold in the presence of stateful computations
encapsulated via runST and (2) that the State-Independence theorem
holds. This is the first time that these results have been established for a
programming language with an operational semantics that uses a single
global higher-order heap with in-place destructive updates.

e We define our logical relation in Iris, a state-of-the-art higher-order
separation logic designed for program verification, using a new approach
involving novel predicates defined in Iris, which we explain in §6.3.

e We have formalized the whole technical development, including all proofs
of the equations above and the State-Independence theorem, in the Iris
implementation in Cogq.

The paper is organized as follows. We begin by formally defining STLang, its
semantics and typing rules in §6.2. There, we also formally state our definition
of contextual refinement and contextual equivalence. In §6.3, we present our
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o=+ | = x| =<

ex=x| ()| true | false |n || (e,e) | inj,e | rec f(z) =e | Ae | folde
| unfolde |ee|e | me|matchewithinj,z = e;end
| ifetheneelsee | e®@e | ref(e) | le| e+ e| e==¢|bindeine
| returne | runST {e}

vu= ()| true | false |n | ¢ | (v,v) | inj,v | rec f(z) =e | Ae | foldw

| ref(v) | v |v< v |bindvinv | returnwv

2

=X |p|1|B|Z|mxT|T7+7 |77 |VX.T|pX.T|ref(7) |STpT
Figure 6.4: The syntax of STLang

logical relation after briefly introducing the parts of Iris needed for a conceptual
understanding of the logical relation. We devote §6.4 to the precise statement
and proof sketches of the refinements in Figure 6.2 and Figure 6.3. We discuss
related work in §6.5 and conclude in §6.6.

6.2 The STLang language

In this section, we present STLang, a higher-order functional programming
language with impredicative polymorphism, recursive types, higher-order store
and a ST-like type.

Syntax The syntax of STLang is mostly standard and presented in Figure 6.4.
Note that there are no types in the terms; following Ahmed (2006) we write
A e for type abstraction and e _ for type application / instantiation. For the
stateful part of the language, we use return and bind for the return and bind
operations of the ST monad, and ref(e) creates a new reference, !e reads from
one and e < e writes into one. Finally, runST runs effectful computations.
Note that we treat the stateful operations as constructs in the language rather
than as special constants.
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TREC TaBS
TVAR ElTz:m,f:m1—>mkein EX|Tre:T
E|Te:7kx:7 E|Tkrecf(x)=€e:1 = 7 E|THAe:VX. 7
TroLD TINST
E|Tke:7r[pX.7/X] E|TkFe:VX.7T EFT
E|TFfolde: pX.7 E|lke_:7[7/X]
TNEW TDEREF
E|Tke:r Ekp Z|Thke:STRef p 7
E| Tk ref(e):ST p (STRef p 7) E|TH!e:8Tpr
TGETS TRUNST
E|TFe:STRef p 7 EITrHe T EEX|The:8STX T 2T
E|Tke«+¢€:8Tpl E|TFrunST {e}: 7
TREFEQ TRETURN
E|lke:STRef p7 E|Ike :STRefp T E|Tke:r Ekp

E|Tke==¢:B E|Tkreturne:STp T

TBIND
E|Tke:STpr E|TFe:7—(STpT)
E| T+ bindeine : ST p 7’

Figure 6.5: An excerpt of the typing rules for STLang

Typing Typing judgments are of the form = | I' - e : 7, where Z is a set of

type variables, and I is a finite partial function from variables to types. An
excerpt of the typing rules are shown in Figure 6.5.

Operational semantics We present a small-step call-by-value operational

semantics for STLang, using a transition system (h,e) — (h/, e’} whose nodes
are configurations consisting of a heap h and an expression e. A heap
h € Loc —f™ Vgl is a finite partial function that associates values to locations,
which we suppose are positive integers (Loc £ Z+)2.

2This choice is due to the fact that Iris library in Coq provides extensive support for the
type of positive integers.
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Reduction: ’ (h,e) — (W, € ‘and head step: ‘ (h,e) —p (W, ¢€)
Evaluation contexts:

K :=[|(K,e)| (v,K) | inj; K | fold K |unfoldK | Ke|v K| K |
Koe|v®K |m K |match Kwithinj,z = e; end |
if K theneelsee |ref(K) | ! K | K+ e|v+ K| K==¢]|
v==K | bind Kine | bindvin K | return K | runST {K'}

(h,e) =, (b€
(h, Kle]) — (W', K[€'])

(h,unfold (foldwv)) —p (h,v)

(h,(Ae) ) =n (hoe)  (h,(rec f(z) = e) v) =n (he[v,rec f(z) = e/x, f])

=0
(h, 0 == 1"y =} (h,true)

(h,matchinj, vwithinj, z = e; end) — (h,e;[v/z])

Al (h,v) ~ (I €)
(ht == 1"y =, (h,false) (h,runST {v}) —p, (B, runsST {e})

(h, runST {returnv}) —p (h,v)

Figure 6.6: An excerpt of the dynamics of STLang, a call-by-value, small-step
operational semantics (part 1)

The semantics, shown in Figures 6.6 and 6.7, is presented in the Felleisen-Hieb
style (Felleisen and Hieb, 1992), using evaluation contexts K: the reduction
relation — is the closure by evaluation context of the head reduction relation —,.
Notice that even the “pure” reductions steps, such as S-reduction, mention the
heap. The more subtle part of the operational semantics is how the ST monad
is handled, indeed, we only want the stateful computations to run when they
are wrapped inside runST. This is why we define an auxiliary reduction relation,
(h,e) ~ (W', €’). This auxiliary relation is also defined using a head reduction
and evaluation contexts K, which are distinct from the evaluation contexts for
the main reduction relation. This auxiliary relation in “embedded” in the main
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Effectful reduction: | (h,v) ~ (I, ¢e) | and effectful head step:

‘ <h71)> ~h <h/7 €> ‘
Effectful evaluation contexts: K ::=[] | bind Kinv

(h,v) ~p (W, e)
(h, K[v]) ~ (B, Kle])

(h,bind (returnv) inv’) ~p (h,v’ v)

AvLLoc
¢ ¢ dom(h)

(h,ref(v)) ~p (hW{l— v}, returnt)

(hwW {l— v},10) ~p (hW{f — v}, returnv)
(hW {l—v'}, 0+ v) ~p (hW{l— v}, return())

If — is a relation, we note —" its iterated self-composition and —* its reflexive
and transitive closure.

Figure 6.7: An excerpt of the dynamics of STLang, a call-by-value, small-step
operational semantics (part 2)

one by the rule
(h,v) ~ (W)

(h,TunST {v}) —p, (K, runsT {e})

Notice that ~~ always reduces from a value: this is because values of type
ST can be seen as “frozen” computations, until they appear inside a runST.
The expression e on the right hand-side of the rule above can be a reducible
expression, which is reduced by using K = runST{[|} as a context for the main
reduction rule —.

This operational semantics is new, therefore we include an example of how a
simple program reduces. The program initializes a reference r to 3, then writes
7 into r and finally reads 7.

bindref(3) in (Ar.bind (r + 7)in
(0, runST
(A_.bind!rin (Az.returnz)))

The contents of the runST is a value, so we can use the rule above, and the
context K = bind[]in --- to reduce (f),ref(3)) ~», ([l +— 3],returni) (for
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some arbitrary ) and get:

bind (returnl)in (Ar. bind (r + 7) in
[l — 3], runST
(A_.bind!rin (A z.returnz)))

The contents of runST is still a value, and this time we use the empty context
K =[] and the rule for the bind of a return,

([l = 3],bind (returnl)in (Ar. -+-)) ~p (= 3],(Ar. ---) D)
to get:
([l = 3],runST {(Ar.bind (r < 7)in (A_.bind!rin (Az.returnx))) l})

This time we use the context K = runST {[]} and the rule for S-reduction to
get:

([l ~ 3],runST {bind (I + 7)in (A _.bind!lin (A z.returnz))})

The situation is now the same as for the first two reduction steps and we reduce
further to:

([l = 7], 7unST {bind (return()) in (A_.bind!lin (A z.returnz))})
and then, in two steps (rule for bind and return, then S-reduction):
([l = 7], runST {bind!lin (A z.returnz)})

Finally we get:
([l = 7], runST {return7})

and, from the rule for runST and return v:

(I—17],7).

Having defined the operational semantics and the typing rules we can now
define contextual refinement and equivalence. In this definition we write C' :
(E|T57) ~ (-] 1) to express that C is a well-typed closing context (the
remaining rules for this relation are completely standard).

Definition 6.2.1 (Contextual refinement and equivalence). We define
contextual refinement <.y and contextual equivalence .4 as follows.

ElTEe=axe:7 22| TFe:T AZ|TF:TA

Vh,h',C.C: (2| T57) ~ (- | 51) A
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(h,Cle) ) = (W, Cle'])

—- A — —_
E|Tkremu €7 22| TFe=Zaxe :TAE|TEE e T

where (h,e)| = 3/ v. (h,e) =* (b, v)

6.3 Logical Relation

It is well-known that it is challenging to construct logical relations for languages
with higher-order store because of the so-called type-world circularity (Ahmed,
Appel, and Virga, 2002; Ahmed, 2004; Birkedal, Reus, Schwinghammer,
Stgvring, Thamsborg, and Yang, 2011). Other recent work has shown how
this challenge can be addressed by using the original Iris logic to define logical
relations for languages with higher-order store (Krebbers, Timany, and Birkedal,
2017; Krogh-Jespersen, Svendsen, and Birkedal, 2017). In fact, a key point is
that Iris has enough logical features to give a direct inductive interpretation of
the programming language types into Iris predicates.

The binary relations in Krebbers, Timany, and Birkedal (2017) and Krogh-
Jespersen, Svendsen, and Birkedal (2017) were defined using Iris’s built-in
notion of Hoare triple and weakest precondition. This approach is, however, too
abstract for our purposes: to prove the contextual refinements and equivalences
for pure computations mentioned in the Introduction, we need to have more
fine-grained control over how computations are related.

In this section we start by giving a gentle introduction to the base logic of Iris.
Hereafter, we use the Iris base logic to define two new logical connectives called
future modality and If-Convergent. We use these, instead of the weakest
precondition used in Krebbers, Timany, and Birkedal (2017) and Krogh-
Jespersen, Svendsen, and Birkedal (2017), when defining our binary logical
relation.

We focus on properties that are necessary for understanding the key ideas of
the definition of the logical relation; more technical details, including definitions
and lemmas required for proving properties of the logical relation, are deferred
to Appendix E.

6.3.1 An lris Primer

Iris was originally presented as a framework for higher-order (concurrent)
separation logic, with built-in notions of physical state (in our case heaps), ghost-
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state (monoids) invariants and weakest preconditions, useful for Hoare-style
reasoning about higher-order concurrent imperative programs (Jung, Swasey,
Sieczkowski, Svendsen, Turon, Birkedal, and Dreyer, 2015). Subsequently,
Iris was extended with a notion of higher-order ghost state (Jung, Krebbers,
Birkedal, and Dreyer, 2016), i.e., the ability to store arbitrary higher-order
separation-logic predicates in ghost variables. Recently, a simpler Iris base logic
was defined, and it was shown how that base logic suffices for defining the earlier
built-in concepts of invariants, weakest preconditions, and higher-order ghost
state (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017).

In Iris one can quantify over the Iris types &:
ku=1|k X K|k = k| Ezpr| Val|Z|B|ﬁﬁAﬁ
finset (k) | Monoid| Names| iProp]| ...

Here Fzpr and Val are the types of syntactic expressions and values of STLang,
7 is the type of integers, B is the type of booleans, x —1" x is the type of
partial functions with finite support, finset(x) is the type of finite sets, Monoid
is the type of monoids, Names is the type of ghost names, and iProp is the type
of Iris propositions. A basic grammar for Iris propositions P is:

P:=T|L|P«xP|P«P|PANP|P=P|PVP|Vz:kP|3x:k P
| >P | pr.P| OP| 2P

The grammar includes the usual connectives of higher-order separation logic (T,
1, A, V, =, %, =, ¥V and 3). In this grammar & is an Iris predicate, i.e., a term
of type k — iProp (for appropriate ). The intuition is that the propositions
denote sets of resources and, as usual in separation logic, P * P’ holds for
those resources which can be split into two disjoint parts, with one satisfying
P and the other satisfying P’. Likewise, the proposition P — P’ describes
those resources which satisfy that, if we combine it with a disjoint resource
satisfied by P we get a resource satisfied by P’. In addition to these standard
connectives there are some other interesting connectives, which we now explain.

The > is a modality, pronounced “later”. It is used to guard recursively defined
propositions: pr.P is a well-defined guarded-recursive predicate only if r appears
under a > in P. The > modality is an abstraction of step-indexing (Appel and
McAllester, 2001; Appel, Mellies, Richards, and Vouillon, 2007; Dreyer, Ahmed,
and Birkedal, 2011). In terms of step-indexing > P holds if P holds a step later;
hence the name. In Iris it can be used to define weakest preconditions and to
guard impredicative invariants to avoid self-referential paradoxes (Krebbers,
Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017). Here we simply use it to
take a guarded fixed point when we give the interpretation of recursive types,
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similarly to what was done in Dreyer, Ahmed, and Birkedal (2011). For any
proposition P, we have that P > P. The later modality commutes with all of
the connectives of higher-order separation logic, including quantifiers.

Another modality of the Iris logic is the “persistence” modality (). This
modality is used in Iris to capture a sublogic of knowledge (as opposed to
resources) that obeys standard rules for intuitionistic higher-order logic. We
say that P is persistent if P+ O P. Intuitively, (0 P holds if P holds without
asserting any exclusive ownership. Hence [J P is a duplicable assertion, i.e.,
we have (O P) x (O P) 4+ O P, where - is the logical equivalence of formulas.
Hence persistent propositions are therefore duplicable. The persistence modality
is idempotent, O P OO P, and also satisfies O P  P. It (and by extension
persistence) also commutes with all of the connectives of higher-order separation
logic, including quantifiers.

The final modality we present in this section is the “update” modality® ().

Intuitively, the proposition E P holds for resources that can be updated (through
allocation, deallocation, or alteration) to resources that satisfy P, without
violating the environment’s knowledge or ownership of resources. We write
P =k Q as a shorthand for P —+ Q. The update modality is idempotent,

(P +pbP.

6.3.2 Future Modality and If-Convergent

In this subsection we define two new constructs in Iris, which we will use to
define the logical relation. The first construct, the future modality, will allow
us to reason about what will happen in a “future world”. The second construct,
the If-Convergent predicate, will be used instead of weakest preconditions to
reason about properties of computations.

Future Modality We define the future modality [>{-}=> as follows:

S{n=P 2 (2 5) B P

where (B )™ is n times repetition of B >. Intuitively, >{n}=>P expresses that
n steps into the future, we can update our resources to satisfy P. We write
P>>{n}=Q as a shorthand for P — [>{n}=Q.

3In (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017) this modality is called
the fancy update modality. Technically, this modality comes equipped with certain “masks”
but we do not discuss those here.
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If-Convergent (IC) We define the If-Convergent (IC) predicate in Iris as
follows:

ICY e {v. Qff £ Vhy, ha,v,n. (h1,e) =" (ha,v) * heap(h1)

S{njer heap, (ha) % Q v

In general the number of steps, n, can also appear in ) but here we only present
this slightly simpler version. The IC” e {v. Q[} predicate expresses that, for any
heap hq, if (e, h1) can reduce to (v, hs) in n steps, and if we have ownership
over hy, then, n steps into the future, we will have ownership over the heap ha,
and the postcondition @) will hold.

A crucial feature of the IC predicate is that it allows us to use a ghost state
name 7 to keep track of the contents of the heap during the execution of e.
This allows us to abstract away from the concrete heaps when reasoning about
IC predicates*. Note that the IC predicate does not require that it is safe to
execute the expression e: in particular, if e gets stuck (or diverges) in all heaps,
then IC” e {lu. Q[ holds trivially.

The predicate heap- (h1) is a ghost state predicate stating ownership of a logical
heap identified by the ghost state name v (one can think of this as the usual
ownership of a heap in separation logic). Ownership of a logical heap cell [
is written as ¢ —, v, and says that the heap identified by ~ stores the value
v at location ¢. We show the precise definition of heap,, (h) and £ —, v in
Appendix E; here we just highlight the properties that these abstract predicates
enjoy:

heap(h) * £ — v=h(l) =v (6.1)
heap(h) N1 & dom(h) =k heap~(h[l — v]) % £ —, v (6.2)
heap~ (h) x £ —. v =k heap, (h[l — v']) * L+, V' (6.3)
Cryvslisy v = 1 (6.4)

Property (6.1) says that if we have ownership of a heap h and a location [
pointing to v, both with the same ghost name -, then we know that h(l) = v.
Property (6.2) expresses that we can allocate a new location [ in h, if [ is not
already in the domain of h. Finally, Property (6.3) says that we can update
the value at location I, if we have both heap.(h) and ¢ —. v. Property (6.4)
expresses exclusivity of the ownership of locations.

4This is related to the way the definition of weakest preconditions in Iris hides
state (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017).
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Akin to the way Hoare triples are defined in Iris using the weakest precondition,
we define a new notion called IC triple as follows:

{Ple{v. QF, 2P = 1C e{v. Q)

The IC triple says, that given resources described by P, if e reduces in a heap
identified by ~y, then the post-condition @) will hold. Notice that the IC triple is
a persistent predicate and is not allowed to own any exclusive resources.

6.3.3 Definition of the Logical Relation

We now have enough logical machinery to describe the logical relation
(pedantically, it is a family of logical relations) shown in Figures 6.8 and 6.9. The
logical relation is a binary relation, which allows us to relate pairs of expressions
and pairs of values to each other. We will show that if two expressions are
related in the logical relation, then the left hand side expression contextually
approximates the right hand side expression. Therefore, we sometimes refer
to the left hand side as the implementation and the right hand side as the
specification.

The value relation [Z F 7] is an Iris relation of type (Val x Val) — iProp and,
intuitively, it relates STLang values of type 7. The value relation is defined by
induction on the type 7. Here, = is an environment of type variables, and A is
a semantic environment for these type variables, as is usual for languages with
parametric polymorphism (Reynolds, 1983).

If 7 is a ground type like 1,B or Z, two values are related at type 7 if and only
if they are equal (and compatible with the type). For instance, if 7 is Z, then
[EF Z]a(v,v') 2 v="1"€Z.

For a product type of the form 7 x 7/, two values v and v’ are related if and
only if they both are pairs, and the corresponding components are related at
their respective types:

[EF7x7]a(v,0") & 3wy, wa, wy, wh. v = (wy,we) Av' = (w],wh) A
[EF 7]a(w,w)) AJZF 7] A (we, w))

Note that the formula on the right hand side of = is simply a formula in (the
first order fragment of) Iris. The case of sum types is handled in a very similar
fashion.

Two values v and v are related at a function type 7 — 7’ if, given any two
related values w and w’ at type 7, the applications v w and v’ w’ are related at
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Value relations:
[EF X]a £ (A(X)).1

[EF1]aw,0)2v=12"=()

[EFBla(v,v) £ v=1" € {true, false}

[EFZ]a(v,0)2v=12 €Z

[EF 7 x7]a(w,v") £ 3w, we, wh, ws. v = (w1, w2) A" = (W}, ws)A
[EF r]a(wi, wi) AEF 7']a (w2, ws)
[EF7+7]a(v,v) £ (Buw,w'. v = inj, w A" = inj, w'A
[EF 7]a(w,w))V
(Fw,w". v = inj, w AV = inj, w'A
[EF 7 ]a(w,w")

[EF7—]ao) 20 (V(w,w’). [EF7]a(w,w) = E[EF 7]a (v w, o w’))
[EFVX.7]a(v,v') 2 O (Vf,r € R. persistent(f) =

8 [[E, X }_ T]]A,X»—)(f,r) (’U s 'U, 7))
[EF uX.7]a(v,v") 2 puf. Fw,w'. v = foldw Av' = foldw'A

D[E, X F 7] A, x s (f 0Rgn(A,ux. 7)) (W, W)

Figure 6.8: Binary logical relation
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Value relations (continued):

[EF STRef p T]a(v,v') = 3, 0" r.v =L AV = ¢ NisRgn(toRgn(A, p), )

* bij(r, 0,0) *rel(r, 0,0 [EF 1]a)
[EFST p t]a(v,v") & Yy, 74, B
heap., (h}) * regionsx
region(toRgn(A, p), Yh,V5)

runST {v}
w. (h], runST {v'}) %’ghh(wﬁ) *

region(toRgn(A, p), Yr,V5) .
Expression relation:

Ed(e,€) & Yy, vh, by {‘ heap.; (h}) * regions‘}

e

{‘w' ( /1’61) ;}Ew") }'Yh
Environment relation:
[EF19@0) AT

-

[EF T,z 7S (wd, w'v') 2 [EF 7]a(w, ') * [2 - T](7,07)

Logical relatedness:

E|TFe=ge 1T 2VA,T,

A(X).2 if 7 =X is a type variable
toRgn(A,7) £
1 otherwise

Figure 6.9: Binary logical relation (continued)

131



132 __ A LOGICAL RELATION FOR MONADIC ENCAPSULATION OF STATE: PROVING CONTEXTUAL
EQUIVALENCES IN THE PRESENCE OF RUNST

type 7'. Notice that those latter two terms are expressions, not values; thus
they have to be related under the expression relation & [Z F 7']a, which we
will define later. Using Iris, the case for function types is defined as follows:

[EFT—1]alv,0) 2

O (V(w,w'). [EF T]a(w,w) = E[EF T]a (v w, v w’))

The 0 modality is used to ensure that [E + 7 — 7']a(v,v) is persistent and
hence duplicable. In fact, we will make sure that all predicates [ F 7] (v, v")
are persistent. The intuition behind this is that the types of STLang just express
duplicable knowledge (the type system is not a substructural type system
involving resources).

Let us now discuss the case of polymorphic types. We use the semantic
environment A, which maps type variables to pairs consisting of an Iris relation
on values (the semantic value relation interpreting the type variable) and a
region name (we use positive integers, ZT, to identify regions):

A : Tvar — (((Val x Val) — iProp) x Z)
Thus, we simply define [Z - X]a £ A(X).1.

For type abstraction, two values v and v’ are related at VX.7 when v __ and
v’ _ are related at 7, where the environments (= and A) have been extended
with X, and any persistent binary value relation f. (Recall that v__ is the

syntax for type application).

[EF VX.7]a(v,0') 2 O (v £. persistent(f) = E[Z, X F t]axoss (v 0’ 7))

The last case, before we get to the types associated to the ST monad, is
the case of recursive types: two values are related at type puX.7 if they are
of the form foldw and foldw’ and, moreover, w and w’ are related at 7,
where the type variable X is added to the environments, and mapped in A to
([EF pX. 7], toRgn(A, nX. 7)) (ignore toRgn(A, uX. 1) for now):

[EF puX. T]a(v,v) & puf. <Hw,w’. v="foldw Av = foldw'A

D[[Ev Xk T]]A,XH(f,toRgn(A,uX. 7)) (U}, ’Ll/))

Notice that we use a guarded recursive predicate in Iris, which is well-defined
because the occurrence of f is guarded by the later modality .
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Before describing the cases for STRef p 7 and ST p 7 we touch upon the
expression relation, which is defined independently of the value relation and
has the following type:

E- : ((Val x Val) — iProp) — (Expr x Ezpr) — iProp

Intuitively, the expression relation £ (e, e’) holds for two expressions e and e’
if e (the implementation) refines, or approximates, ¢’ (the specification). That
is, reduction steps taken by e can be simulated by zero or more steps in e’. We
use IC triples to define the expression relation. The IC triples are unary and
are used to express a property of the implementation expression e. We use the
following Iris assertion in the postcondition of the IC triple to talk about the
reductions in the specification expression e’:

(hy,€) by = 3ho,'. (Rl e') =G (R, ") * heapy(hy) + O(v')

This assertion says that there exists a deterministic reduction from (hf,€’) to
(hf,v"), that the resulting heap hf is owned and the value satisfies . The
deterministic reduction relations, —4 and ~4, are defined by the same inference
rules as — and ~, except that the only non-deterministic rule, Alloc, is replaced
by a deterministic one:

DET-ALLOC
¢ = min(Loc\ dom(h))

(h,ref(v)) ~p (hW{l — v}, returnt)

The requirement that the reduction on the specification side is deterministic
is used crucially in the proofs of the purity properties in §6.4. We emphasize
that even with this requirement, we can still prove that logical relatedness
implies contextual refinement (without requiring that STLang use deterministic
reductions), essentially since we only require determinism on the specification
side.

Thus, in more detail, the expression relation £ P (e, e’) says that, when given full
ownership of a heap h} for the specification side (heap,s (h})), if e reduces to a
value w when given some heap h (quantified in IC), then a deterministic reduction
on the specification side exists, and the resulting values are related. Notice
that the heaps used for the implementation and specification side reductions
are universally quantified, because we quantify over the ghost names ~;, and
5, and that we do not require any explicit relationship between them. The
persistent Iris assertion regions is responsible for keeping track of all allocated
regions; it will be explained later.

For the value interpretation of STRef p 7 and ST p 7, the key idea is to tie each
type p in an ST monad type (p in ST p 7) to a semantic region name r € Z*.
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The association can be looked up using the function toRgn. Intuitively, a region
r contains a collection of pairs of locations (one for the implementation side
and one for the specification side) in one-to-one correspondence, together with
a semantic predicate ¢ for each pair of locations in the region. The idea is
that an implementation-side heap h and a specification-side heap h’ satisfies a
region r if, for any pair of locations (¢,¢') in r, we have values v and v’ such
that h(¢) = v and W'(¢') = v" and ¢(v,v’). All this information is contained
in the predicate region(r, v, 7;,), where v, and +; are the ghost names for the
implementation and specification heap, respectively.

We have to maintain a one-to-one correspondence between locations because the
operational semantics allows for comparison of locations. Given the one-to-one
correspondence, we know that two locations on the implementation side are
equal if and only if their two related counterparts on the specification side are.

We write isRgn(r, p) to say that r is the semantic region tied to p. We keep
track of all regions by the regions assertion, which allows us to allocate new
regions, as so:

regions =K Jr. region(r, vn,7},) (6.5)

Notice that (6.5) gives back a fresh semantic region r. The region(r, s, ;)
predicate allows for local reasoning about relatedness of two locations in a region
r. We use a predicate bij(r, £, ¢"), which in conjunction with region captures that
¢ and ¢’ are related by the one-to-one correspondence in r. Similarly, we use a
predicate rel(r, £, ¢’ ¢) in conjunction with region for local reasoning about the
fact that values at locations £ and ¢’ in region r are related by predicate ¢.

With this in mind, the definition of the value relation for STRef p 7 is that
there exists a semantic region  and locations £ and ¢’ in a bijection, bij(r, ¢, ¢'),
such that values pointed to by these locations are related by the relation
corresponding to the type 7, asserted by rel(r, £, ¢/, [E+ 7]a).

Finally, (v,v") are related by [= F ST p 7]a if, for any h; and k) related in
r (region(r, vn,7;,)) along with some hy and w such that (hq,runST {v}) —*
(ha,w), then there is a heap h), and a value w’ such that we afterwards have
(b, runST {v'}) —% (hh,w’) and region(r,yp,~;,) still holds. The intuitive
meaning of the word afterwards refers to an application of the future modality
(in the IC triple). Note that it is important that the semantic region r still
holds after runST {v} and runST {v’} have been evaluated. This captures that
encapsulated computations cannot modify the values of existing locations, but
may allocate new locations (in new regions).

We have now completed the explanation of the value and expression relation
for closed values and expressions. As usual for logical relations, we then relate
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open terms by closing them by related substitutions, as specified according the
environment relation G, and finally relate them in the expression relation for
closed terms, see the definition of E | T E e Zlog e’ : 7 in Figures 6.8 and 6.9.

6.3.4 Properties of the Logical Relation

To show the fundamental theorem and the soundness of the logical relation wrt.
contextual approximation, we prove compatibility lemmas for all typing rules.
Instead of working with the explicit definition of the IC triple, we make use of
the following properties of IC:

Lemma 6.3.1 (Properties of IC).

1. 1C e Jv. Q) * (Vw. (Q w) — IC K[w] Jv. Q" v}) F IC" K[e] {v. Q'}
2. B(Qw) HIC w{v. Qff

3. (Vo. (P v) =k (Q v)) % IC e Jv. P} - IC e Jv. Q)

4 BIC e v, Q) F IC e {v. Q)

5. 1C e fv. BQ]F IC e Jv. Q)

6. (Vh. (hye) = (h,e")) x5 1C ¢ Ju. Q) - IC” e {lv. QJf

7. 5(Ve. £ v =K Q £) F IC runST {ref(v)} {w. Q)

8. bl vxn(l 3y v =K Q v) - IC runST {1} {w. Q}

9. 0Ly v/ x(0 5 v =K Q () F IC runST {€ + v} {w. Q]

10.  1C" runST {e} {v. Q[ * (Vw. (Q w) —
IC” runST {K[returnw]} {v. Q’ wl}) FIC runST {K[e]} {v. Q'}

Items (1) and (2) above show that IC is a monad in the same way that weakest
precondition is a monad, known as the Dijkstra monad. Ttem (3) allows one to
strengthen the post-condition. Items (4) and (5) says that we can dispense with
the update modality | for IC since the update modality is idempotent and IC
is based on the update modality. Item (6) says that if a pure reduction from e
to €’ exists and later the postcondition @ will hold when reducing €’, then Q
will also hold when reducing e. Items (7),(8) and (9) are properties that allow
to allocate, read and modify the heap, all expressing, that the post-condition
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@ will hold, if the resources needed are given and @ holds for the updated
resources. Finally, (10) captures the “bind” property for the RunST monad.

All the compatibility lemmas have been proved in the Coq formalization; here
we just sketch the proof of the compatibility lemma for runST:

Lemma 6.3.2 (Compatibility for runST). Suppose 2, X |T'F e <oz €' : STX 7T
and =+ 7. Then

Z | T E runST {e} <jog TunST {€'} : 7

Proof Sketch. We prove that for any f and r that
2, X F ST X 7]a, x(s,r)(v,0") implies E[ZF 7]a (runST {v}, runST {v'})

The lemma follows from the assumption that e and e’ are suitably related.
Assume we have regions, ghost names for the implementation and specification
side, v, and v, and heap., (h}) for some hj. We are to show:

IC" runST {v} <|w. Ihy, w'. (b}, runST {v'}) — (hy, w') *
heap,; (hy) * [E F 7] a(w, w")

Using (6.5) with regions we know there exists a fresh semantic region r and that
the predicate region(r, vy, ;) holds for ». We then instantiate our assumption
by the unit relation [Z - 1]a and r to get [Z, X = ST X T]a xs([z-1]a,m) (0, V).

By the definition of the value relation for the type ST X 7, we get that if we
give a starting specification heap heap., (h}) and region(r, vn,7},), then we have
runST {v} reduces to a value w, and there exist a reduction on the specification
side producing w’ such that w and w" are related by [Z, X = T]a x([z-1] 0)-
Moreover, we also get the ownership of the resulting specification heap

heaps,, (hh).

By Lemma 6.3.1 (3), it suffices to show: E3h5,w’. (h},runST {v'}) —%
(hy,w') * heap. (hy) x [E F 7]a(w,w’). The only thing that we do not
immediately have from our assumption is [2 F 7]a(w,w’), we only have
that w and w’ are related in a larger environment. However since X does
not appear free in 7 (which follows from = F 7) it follows by induction on 7
that [, X F 7]a xes([zr1].) (w, w’) A= [E F 7]a(w,w") which concludes the
proof. O

Notice that in the above proof we start out with two completely unrelated heaps
for the specification and the implementation side since these are universally
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quantified inside the IC triple. We then establish a trivial relation between them
by creating a new empty region. We extend and maintain this relation during
the simulation of the stateful expressions on both sides. This is in essence the
reason why our expression relations need not assume (or guarantee at the end)
any relation between the heaps on the implementation and specification sides.

Using the compatibility lemmas, we can prove the following two theorems.
Theorem 6.3.3 (Fundamental theorem). Z |[T'Fe:7=>Z | T'Fe<Xjge: T

Theorem 6.3.4 (Soundness of logical relation).

E|lTkte:7TAE|TH :TAE|TFe=Xge :T=E|TFe=ue 7T

6.4 Proving Contextual Refinements and Equiva-
lences

In this section we show how to prove the contextual refinements and equivalences
mentioned in the Introduction. For the sake of illustration we present the proofs
of NEUTRALITY and one side of the COMMUTATIVITY theorems in moderate
detail — the proofs of these two cases demonstrate the key techniques that are
also used to show the remaining contextual refinements and equivalences from
the Introduction. For the remaining theorems, we only sketch their proofs at a
higher level of abstraction. Readers who are eager to see all proofs in all their
details are thus referred to our Coq formalization. Details pertaining to the
Coq formalization can be found in Appendix E.

Theorem 6.4.1 (Neutrality). If 2 | T'Fe:1thenE | TFe=<ax () : 1

Proof Sketch. By the fundamental theorem we have Z | T' F e <jog e : 1. We
show that this implies Z | I' F e <5 () : 1. The final result follows from the
soundness theorem.

By unfolding the IC predicate, we get the assumption that (hi,e) —* (ha,v),
including the ownership of heap., (h1) and heap.; (h}), and have to prove that®
(hY, ()) reduces deterministically to a value w (and some heap) and that (v, w)
are in the value relation for the unit type. We proceed by allocating a copy
of h, obtaining heap,(h}) for some fresh 7. We use this together with our
assumptions, notably = | I' F e <o € : 1, to get that (h],e) =7 (h5,v’) for some
v" and h), such that (v,v’) are related in the value relation for the unit type, i.e.,
v =1v"= (), heap,, (h2) and heap.(hy). Notice that we have, crucially, retained

5We ignore the future modality for the sake of simplicity.
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the ownership of heap,, (h}) and have only updated the freshly allocated copy
of b with the fresh name v. We are allowed to do this because the relatedness
of expressions, as in Z | I' E e <og € : 1, universally quantifies over ghost names
for the specification and implementation side heaps. We conclude the proof by
noting that since () is a value, we have, trivially, (b}, ()) =% (h},()) and that
(v,()) are related at the unit type. O

Theorem 6.4.2 (Commutativity). If 2 | T'key: 7 andZ | T Fes : 7o then

E|TEletz=exin(e1,x) ~ew (€1,€2) @ 71 X T2

Proof Sketch. We only show = | T'F letx = eg in(e1,x) =iog (€1,€2) : T1 X T2,
the other direction is similar. Unfolding the IC predicate we get the assumption
that (h1,letx = egin(ey,z)) =™ (he,v) for some hy and v, the ownership of
heap., (h1) and heap.; (h) and we have to prove that (h7, (e1,e2)) —7 (hs,v')
for some h} and v’, and that (v, ) are in the value relation for 7 x 7. From the
first assumption, we can conclude that (hy,es) —* (hs,v2), (hz,e1) =* (ha,v1)
and that v = (v, v9).

We proceed by allocating a fresh copy of hg (the heap in the middle of execution
of the implementation side) with the fresh name v, heap(h3) and also a fresh
heap./(h}) (the heap at the beginning of execution of the specification side).
Notice that these are heaps (on either side) immediately before executing e;.
We use these freshly allocated heaps together with Z | T' F €1 <jog €1 : 74 (which
follows from the fundamental theorem) to conclude® (hf,e;) —% (h},v]) for
some v} and hj.

Now we have the information about the starting heap for execution of es; on
the specification side. Thus, we are ready to simulate the execution of es on
both sides. Note that the order of simulations is dictated by the order on
the implementation side as we have to prove that the implementation side is
simulated by the specification side.

To simulate es we proceed by allocating a fresh copy of hj (the heap immediately
before executing e; on the specification side) with a fresh name ", heap. (h%).
We use this, together with heap., (h1) (which we originally got by unfolding the
IC predicate) and = | I' F eg <jog €2 : 7o (which we know from the fundamental
theorem). We can do this as we know (h1,es) —* (hs,v2). This allows us
to conclude that (hj,es) —% (h5,v5) for some hhy and v5, the ownership of
heap. (h%) and heap., (h3) together with the fact that (ve,v)) are related at
type T2.

SFor simplicity, we are ignoring some manipulations involving the future modality.
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Now we are ready to simulate e; on both sides. We use Z | ' F eg <jog €1 : 71
(which we know from the fundamental theorem) together with heap,, (h3)
(from simulating e2) and heap, (h}) (which we had as an assumption from the
definition relatedness). We can do this because we know that (hg, e1) —=* (ha,v1).
This allows us to conclude that (h},e1) =% (hY,v{) for some hY and v{, the
ownership of heap,, (h3) and heap., (hs) together with the fact that (vi,vY)
are related at type 7. It follows from the determinism of reduction on the
specification side that hf = b4 and v} = vf.

The only thing we need to conclude the proof is the ownership of heapwfl(hg)
(the heap at the end of execution of the specification side) whereas we own
heap.; (h%) which is the heap of the specification side after execution of e; and
before execution of es. However, using some resource reasoning (which depends
on details explained in Appendix E), we can conclude that k4 C hy. This in
turn allows us to update our heap resource to get heap% (h2), which concludes
the proof. O

The proof sketches of the two theorems above show that the true expressiveness
of our logical relation comes from the fact that the expression relation quantifies
over the names of resources used for the heaps on the specification and
implementation sides. This allows us to allocate fresh instances of ghost resources
corresponding to the heaps (for any of the two sides) and simulate the desired
part of the program. This is the reason why we can prove such strong equations
as Commutativity, Idempotency, Hoisting, etc. The proof of Commutativity
above also elucidates the use of deterministic reduction for the specification
side.

Theorem 6.4.3 (Idempotency). If E | ' ke : 7 then Z | ' F letzx =
ein(x,z) ~oy (e,€) 0 TXT

Proof Sketch. We show the contextual equivalence, by proving logical related-
ness in both directions. For the left-to-right direction, we allocate a fresh heap
and simply simulate twice on the specification side using the same reduction
on the implementation side. For the other direction, we simulate the same
reduction on the specification side twice for the two different reductions on the
implementation side. For the latter we conclude, by determinism of reduction
on the specification side, that the two reductions coincide. O

Theorem 6.4.4 (Rec Hoisting). If E | Tk ey :7 and E | T,y : ryx 7, f -
1 — To Feq: T then

E|TElety=ejinrec f(z) = ey Sax rec f(x) = lety =€y ines : 71 = T
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Proof Sketch. The proof of this theorem is quite tricky, in particular because
the the number of operational steps do not match up for the function bodies on
the implementation and specification sides. We do not delve into those issues
here, but concentrate instead on the high-level structure of the proof.

We prove three different contextual refinements, such that their composition
gives us the desired contextual refinement in the theorem. These three contextual
refinements are:

(a) lety = ejinrec f(x) = ey =ux lety = ejinrec f(z) = letz =
ejines : T4 — To

(b) lety = e;inrec f(x) = letz = e; iney =<x letz = e inrec f(x) =
lety =e1iney: 71 — T2

(c) letz = erjinrec f(x) = lety = ejiney =<ux rec f(x) = lety =
e1 ines : 71 — T2 where z is a fresh variable.

We prove (a) by proving the corresponding logical relatedness. Since e; reduces
to a value we know that it will reduce deterministically to some value under any
heap on the specification side. We prove (c) also by the corresponding logical
relatedness which is rather trivial to prove.

To prove (b) we show the corresponding logical relatedness for a slightly stronger
logical relation; jf;'gN . The NN-logical relation is defined entirely similarly to
the primary logical relation above except that the specification side is required
to deterministically reduce to a value in the same number of steps as the
implementation side. Notice that the proofs of the fundamental theorem and
soundness for NN-logical relation are very similar to those of the primary logical
relation.

Formally, for (b) we show
lety = ejinrec f(z) = letz =ejiney

_<NN

Siog  letz=e inrec f(z) = lety =ejiney : 7 — 7"

This logical relatedness is in fact rather easy to show if we know that all
reductions of e; (on either side) take the same number of steps. This is precisely
why we use the NN-logical relation: By the fundamental theorem of the NN-
logical relation we know that e; ijgN e1 : 7 — 7" and hence we can conclude
that both outer reductions (on either side) take the same number of steps, say
n. Similarly we know that both reductions of e; inside the functions also take
the same number of steps, say m. Hence, by allocating appropriate heaps, we

can show that the outer reduction of e; on the implementation side takes the
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same number steps as that of the reduction of the inner one on the specification
side. This shows, by determinism of reduction on the specification side, that
n = m, which allows us to conclude the proof. O

Theorem 6.4.5 (1 expansion for Rec). If= |'Fe: 7 — 7o thenZ | T E
e3axrecf(x)=ex:7 =7

Proof Sketch. We prove this theorem by proving the following three contextual
refinements.

(a) 2| TFe=ux lety=einrecf(z)=(yx):7 =71

(b)

[1]

| T Flety =einrec f(z) = (y ) Sax rec f(z) =lety =ein(y x) :
T—=7

(¢c) E|TFrecf(z)=1lety=ein(y z) Saxrec f(z)=(ex): 7> 7'

Refinements (a) and (c) follow rather easily from their corresponding logical
relatedness while case (b) is an instance of rec Hoisting above. For (c¢) notice
that f does not appear free in e. O

Theorem 6.4.6 (S reduction for ). If E | T,z : i bFej:mand 2| They:m
then
(Az.e1) ea Zax elea/x] = T

Proof Sketch. By induction on the typing derivation of e;; for each case we use
appropriate contextual refinements proven by (using the induction hypothesis if
necessary) some of the contextual refinement theorems stated above and some
instances of logical relatedness. We only present a couple cases here.

Case e; = inj, e The induction hypothesis tells us that = | T F (Axz.e) e2 <cx
elea/x] : 7; and we have to show that = | T'F (Az.1inj, e) ea < (inj; e)[ex/x] :
71 + 72. Notice that it is easy to prove (using the fundamental theorem) that
E|TE Az inj;e) es Riog inj,; (Ax.€) e2) : 71 + 72 The final result follows
by the induction hypothesis, transitivity of contextual refinement and the fact
that contextual refinement is a congruence relation.

Case ¢; = rec f(y) = e The induction hypothesis tells us that = | T,y :
T, f 11 = o E (Az.e) ea Sax elea/x] : T2 and we have to show that Z | T' E
(Az.(rec f(y) = €)) e2 =ax (rec f(y) =e)lea/x] : 71 — 72 or equivalently
(by simply massaging the terms) Z | T’ E letz = epin(rec f(y) = €) =cx
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(rec f(y) = elea/x]) : 71 — 72. By rec Hoisting and transitivity of contextual
refinement, it suffices to show = | I' F (rec f(y) = letx = esine) =ux
(rec f(y) = elez/x]) : 1 — T2 which easily follows from the induction hypothesis
and the fact that contextual refinement is a congruence relation. O

We omit the theorems of hoisting and n-expansion for polymorphic terms
as they are fairly similar in statement and proof to their counterparts for
recursive functions. We also omit [-reduction for polymorphic terms and
recursive functions. The former follows directly from the corresponding logical
relatedness and the latter follows from S-reduction for A’s and rec-unfolding: if
E|T,z:7m,f: 71 = ok e: T, then

E|TFErecf(z) = Zax Ax.€¢[(rec f(x)=¢")/f]: T — T2,
which is a consequence of the corresponding logical relatedness.

Theorem 6.4.7 (Equations for stateful computations). See Figure 6.3.

Proof. Left identity follows by proving both logical relatednesses. Right identity
is proven as follows using equational reasoning:

€2 €1 Zcix letx = epinlety = e; inbind (returny) in
letz=zyin(A_.2)
=ctx letx = ey inlety = e; inbind (returny) in
(A_.letz=xyinz)
=ctx let £ = esinlety = e; inbind (returny) inz
=ctx lety = e;inletx = ez inbind (returny) inx
=ctx bind (returne;)iney : ST p 7

Here the second equation is by rec Hoisting and the fourth by a variant of
commutativity. The rest follow by proving the corresponding logical relatedness.
Associativity is proven as follows using equational reasoning:

bind (binde; ines) ine;
=ctx lety = e inbindyinlet z = (eg,e3) in (A x.bind (m 2) x inms 2)

=ctx lety = e inbindy in (Az.let z = (eg,e3) inbind (m 2) x inms 2)
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=etx lety = e inbindyin(Az.letz; = ez in
let zo = esinlet z3 = (21 z) inbind 23 in z3)

=etx lety = e inbindyin(Az.letz; = ez in
letz3 = (27 &) inlet 2o = e3inbind 23 in 2)

=ctx bind e in (A z.bind (e3 ) ines) : ST p 7

Here the second equation is by rec Hoisting and the fourth by a variant of

commutativity. The rest follow by proving the corresponding logical relatedness.
O

6.5 Related work

The most closely related work is the original seminal work of Launchbury and
Peyton Jones (1994), which we discussed and related to in the Introduction. In
this section we discuss other related work.

Moggi and Sabry (2001) showed type soundness of calculi with runST-like
constructs, both for a call-by-value language (as we consider here) and for a lazy
language. The type soundness results were shown with respect to operational
semantics in which memory is divided into regions: a runST-encapsulated
computation always start out in an empty heap and the final heap of such a
computation is thrown away. Thus their type soundness result does capture some
aspects of encapsulation. However, the models in loc. cit. are not relational and
therefore not suitable for proving relational statements such as our theorems
above. The authors write: “Indeed substantially more work is needed to establish
soundness of equational reasoning with respect to our dynamic semantics (even
for something as unsurprising as B-equivalence)” (Moggi and Sabry, 2001).

In contrast to Moggi and Sabry (2001), who also considered type soundness for
a call-by-need language, we only develop our model for a call-by-value language.
For call-by-need one would need to keep track of the dependencies between
effectful operations in the operational semantics and only evaluate them if they
contribute to the end result. These dependencies would also have to be reflected
in the logical relations model. It is not clear how difficult that would be and we
believe it deserves further investigation.

It was pointed out already in Launchbury and Peyton Jones (1994) that there
seems to be a connection between encapsulation using runST and effect masking
in type-and-effect systems a la Gifford and Lucassen (1986). This connection
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was formalized by Semmelroth and Sabry (1999), who showed how a language
with a simplified type-and-effect system with effect masking can be translated
into a language with runST. Moreover, they showed type soundness on their
language with runST with respect to an operational semantics. In contrast
to our work, they did not investigate relational properties such as contextual
refinement or equivalence.

Benton et al. have investigated contextual refinement and equivalence for type-
and-effect systems in a series of papers (Benton and Buchlovsky, 2007; Benton,
Kennedy, Beringer, and Hofmann, 2007, 2009; Benton, Kennedy, Hofmann, and
Beringer, 2006) and their work was extended by Thamsborg and Birkedal (2011)
to a language with higher-order store, dynamic allocation and effect masking.
These papers considered soundness of some of the contextual refinements and
equivalences for pure computations that we have also considered in this paper,
but, of course, with very different assumptions, since the type systems in loc.
cit. were type-and-effect systems. Thus, as an alternative to the approach taken
in this paper, one could also imagine trying to prove contextual equivalences in
the presence of runST by translating the type system into the language with
type-and-effects used in Thamsborg and Birkedal (2011) and then appeal to
the equivalences proved there. We doubt, however, that such an alternative
approach would be easier or better in any way. The logical relation that we
define in this paper uses an abstraction of regions and relates regions to the
concrete global heap used in the operational semantics. At a very high level,
this is similar to the way regions are used as an abstraction in the models for
type-and-effect systems, e.g., in Thamsborg and Birkedal (2011). However, since
the models are for different type systems, they are, of course, very different in
detail. One notable advance of the current work over the models for type-and-
effect systems, e.g., the concrete step-indexed model used in Thamsborg and
Birkedal (2011), is that our use of Iris allows us to give more abstract proofs
of the fundamental lemma for contextual refinements than a more low-level
concrete step-indexed model would.

Recently Iris has been used in other works to define logical relations for different
type systems than the one we consider here (Krebbers, Timany, and Birkedal,
2017; Krogh-Jespersen, Svendsen, and Birkedal, 2017). The definitions of logical
relations in those works have used Iris’s weakest preconditions wp e {v. P}
to reason about computations. Here, instead, we use our if-convergence
predicate, IC" e {{v. P[}. One of the key technical differences between the weakest
precondition predicate and the if convergence predicate is that the latter keeps
explicit track of the ghost variable « used for heap. This allows us to reason
about different (hypothetical) runs of the same expression, a property we exploit
in the proofs of contextual refinements in §6.4.
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6.6 Conclusion and Future Work

We have presented a logical relations model of STLang, a higher-order functional
programming language with impredicative polymorphism, recursive types, and
a Haskell-style ST monad type with runST. To the best of our knowledge,
this is the first model which can be used to show that runST provides proper
encapsulation of state, in the sense that a number of contextual refinements
and equivalences that are expected to hold for pure computations do indeed
hold in the presence of stateful computations encapsulated using runST. We
defined our logical relation in Iris, a state-of-the-art program logic. This greatly
simplified the construction of the logical relation, e.g., because we could use
Iris’s features to deal with the well-known type-world circularity. Moreover, it
provided us with a powerful logic to reason in the model. Our logical relation
and our proofs of contextual refinements used several new technical ideas: in
the logical relation, e.g., the linking of the region abstraction to concrete heaps
and the use of determinacy of evaluation on the specification side; and, in the
proof of contextual refinements, e.g., the use of a helper-logical relation for
reasoning about equivalence of programs using the same number of steps on
the implementation side and the specification side. Finally, we have used and
extended the Iris implementation in Coq to formalize our technical development
and proofs in Coq.

Future work Future work includes developing a model for a call-by-need
variant of STLang. In the original paper (Launchbury and Peyton Jones,
1994), Launchbury and Peyton Jones argue that it would be useful to have a
combinator for parallel composition of stateful programs, as opposed to the
sequential composition provided by the monadic bind combinator. One possible
direction for future work is to investigate the addition of concurrency primitives
in the presence of encapsulation of state. It is not immediately clear what the
necessary adaptations are for keeping the functional language pure. It would
be interesting to investigate whether a variation of the parallelization theorem
studied for type-and-effect systems in Krogh-Jespersen, Svendsen, and Birkedal
(2017) would hold for such a language.
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Concurrent higher-order imperative programming languages with continuations
are very flexible and allow for the implementation of sophisticated programming
patterns. For instance, researchers and practitioners have argued that the
implementation of web servers can be simplified by using a programming pattern
based on continuations. This programming pattern can, in particular, help
simplify keeping track of the state of clients interacting with the server. However,
such advanced programming programming languages are very challenging to
reason about.

In this paper we present the first completely formalized tool for interactive
mechanized relational verification of programs written in a concurrent higher-
order imperative programming language with continuations (call/cc and
throw). In more detail, we develop a novel logical relation which can be
used to give mechanized proofs of contextual refinement. We use our method
on challenging examples and prove, e.g., that a rudimentary web server
implemented using the continuation-based pattern is contextually equivalent to
one implemented without the continuation-based pattern.

7.1 Introduction

It is well-known that web servers are intricate to program, in particular because
one has to keep track of the complex evolution of the state of clients. Clients
can refresh pages, press back and forward buttons of the browser, and so
forth. Both researchers (Flatt, 2017; Krishnamurthi, Hopkins, McCarthy,
Graunke, Pettyjohn, and Felleisen, 2007; Queinnec, 2004) and practitioners
(Written in Racket; Might, 2017) have therefore advocated that one can simplify
web server implementations considerably by using explicitly captured (using
call/cc) server-side continuations. The point is that using continuations
simplifies the book-keeping of the clients’ state and hence allows for a more
direct style implementation of web servers, where the interaction with clients
can be programmed as though one was communicating through a console.

This continuation-based approach to web server implementation is in contrast
to the perhaps more common practice, which we refer to as state-storing, where
for every request, the server needs to analyze its internally stored state along
with the client request in order to determine the proper response. In the
continuation-based approach, the server simply resumes its internally stored
continuation when it gets a new request from the client. The Racket web
development community (Flatt, 2017) is probably the most prominent user of
continuation-based servers.
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Continuation-based servers make use of sophisticated programming language
features, in particular continuations and concurrency, each of which are
known to be very difficult to model and reason about. In this paper, we
develop a new model for reasoning about concurrent higher-order imperative
programs with continuations. Specifically, we develop a new logical relations
model for proving contextual equivalence of programs written in Fie
a call-by-value programming language featuring concurrency, impredicative
polymorphism, recursive types, dynamically allocated higher-order store and
first-class continuations with call/cc and throw primitives. We employ this
logical relations model to prove (contextual) equivalence of two simple web
server implementations: a continuation-based one and a state-storing one.

We define our logical relations model in a variant of the Iris program logic
framework (Jung, Krebbers, Birkedal, and Dreyer, 2016; Jung, Swasey,
Sieczkowski, Svendsen, Turon, Birkedal, and Dreyer, 2015; Krebbers, Jung,
Bizjak, Jourdan, Dreyer, and Birkedal, 2017). Iris is a framework for state-of-
the-art higher-order concurrent separation logics. We use Iris because (1) it
allows us to define our logical relations and reason about them at a higher level
of abstraction (compared to an explicit model construction); (2) we side-step the
well-known type-world-circularity problems (Ahmed, Appel, and Virga, 2002;
Ahmed, 2004; Birkedal, Reus, Schwinghammer, Stgvring, Thamsborg, and Yang,
2011) involved in defining logical relations for programming languages with
higher-order store (since that is already “taken care of” by the model of Iris); and
(3) we can leverage the Coq implementation of the Iris base logic (Krebbers, Jung,
Bizjak, Jourdan, Dreyer, and Birkedal, 2017) and the Iris Proof Mode (Krebbers,
Timany, and Birkedal, 2017) when mechanizing our development in Coq. Indeed,
accompanying this paper is a tool for mechanized relational verification of
concurrent programs with continuations. The mechanization has been done in
Coq and all the results in the paper have been formally verified.

One of the most important features of concurrent separation logics for reasoning
about concurrent imperative programs, e.g. Dinsdale-Young, Dodds, Gardner,
Parkinson, and Vafeiadis (2010), Dinsdale-Young, Birkedal, Gardner, Parkinson,
and Yang (2013), Jung, Krebbers, Birkedal, and Dreyer (2016), Jung, Swasey,
Sieczkowski, Svendsen, Turon, Birkedal, and Dreyer (2015), Krebbers, Jung,
Bizjak, Jourdan, Dreyer, and Birkedal (2017), Krebbers, Timany, and Birkedal
(2017), Ley-Wild and Nanevski (2013), Nanevski, Ley-Wild, Sergey, and
Delbianco (2014), O’Hearn (2007), Sergey, Nanevski, and Banerjee (2015),
Svendsen and Birkedal (2014), Turon, Dreyer, and Birkedal (2013), and da
Rocha Pinto, Dinsdale-Young, and Gardner (2014), is the support for modular
/ local reasoning. In particular, weakest preconditions and Hoare-triples enable
thread-local and context-local reasoning. Here thread-local means that we can
reason about each thread in isolation: when we reason about a particular thread,
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we need not explicitly consider interactions from other concurrently executing
threads. Similarly, context-local means that when we reason about a particular
expression, we need not consider under which evaluation context it is being
evaluated. The latter is sometimes codified by the soundness of a proof rule
such as the following:

HOARE-BIND (INADMISSIBLE IN PRESENCE OF CONTINUATIONS)
{Pre{¥}  Vw {¥(w)} Klw] {2}
{P} K[e] {2}

The Hoare-triple {P}e{¥} intuitively means that, given precondition P,
expression e is safe and, whenever it reduces to a value v, we are guaranteed
that ¥(v) holds. Intuitively, the above rule expresses that to prove a Hoare
triple for an expression e in an evaluation context K, it suffices to prove a
property for e in isolation from K, and then show that the desired postcondition
@ can be obtained when substituting a value w satisfying the postcondition
U for e into the evaluation context. In a programming language with control
operators, e.g. call/cc and throw, the context under which a program is being
evaluated is of utmost importance, and thus the above proof rule is not sound
in general.

Thus, in general, when reasoning about concurrent programs with continuations
in a concurrent separation logic, we cannot use context-local reasoning. Hence
as part of this work, we develop new non-context-local proof rules for Hoare
triples. Those are somewhat more elaborate to use than the standard context-
local rules, but that is the price we have to pay to be able to reason in
general about non-local control flow. We define our logical relation in terms of
Hoare triples, following earlier work (Krebbers, Timany, and Birkedal, 2017;
Turon, Dreyer, and Birkedal, 2013), and thus we use the non-context-local
proof rules for establishing contextual equivalence of concurrent programs with
continuations (and also when proving the soundness of the logical relation
itself). To simplify reasoning about parts of programs that do not use control
operators, we introduce a new notion of contezt-local Hoare triples. They are
defined in terms of the non-context-local Hoare triples and therefore we are
able to mix and match reasoning steps using (non-context local) Hoare triples
and context-local Hoare triples.

Contributions In this paper, we make the following contributions:

o We present a program logic (weakest preconditions and Hoare-triples) for
reasoning about programs written in F*c”(;:fc{ > @ programming language

with impredicative polymorphism, recursive types, higher-order functions,
higher-order store, concurrency and first-class continuations.
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e We present context-local weakest-preconditions and Hoare-triples which
simplify reasoning about programs without non-local control flow.

« We present a novel logical relations model for F&ref

conc,cc*

e We use our logical relations model and context-local reasoning to prove
equivalence of two simple web server implementations: a continuation-
based one and a state-storing one.

o We further use our logical relations model to prove correctness of Friedman
and Haynes (1985) encoding of continuations by means of one-shot
continuations in a concurrent programming language.

e We have developed a fully formalized tool for mechanized interactive
relational verification of concurrent programs with continuations. Our
tool is developed on top of Iris, a state-of-the-art program logic framework,
and we have used it to mechanize all of our contributions in the Coq proof
assistant.

Before we begin with the more technical development, we show the essential
parts of a continuation-based and a store-based server, which we later on show
are contextually equivalent.

7.1.1 Two Servers

Figure 7.1 shows implementations of two handlers mimicking rudimentary web
servers. We use an ML-like syntax for the sake of brevity and legibility, but all
our example programs can be written in the syntax of our programming language,
F‘go*:fi e, and that is indeed what we have done in our Coq formalization. Given
a connection, serverConnT, a pair of functions for reading and writing, each
handler will sum up the numbers given by the client so far, and return the
sum back to the client together with a resumption id. The client may chose to
resume an old computation by giving a new number along with a resumption
id or simply make a request to start a computation by giving the first number
in the sum to be computed.

handleri is a store-based implementation, which stores each state (the sum so
far) together with a resumption id in a table. handler2 is a continuation-based
implementation. It simply implements a loop in a fashion as though the user
interaction is taking place over a terminal rather than between a client and
a server. This loop prints the sum so far and subsequently reads from the
client. The operation of reading a value from the client is implemented using
the call/cc command to capture the current continuation. The captured
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let handleril : ServerConnT -> 1 =
let tb = newTable () in
fun (cn : ServerConnT) ->
let (reader, writer) = cn in

match reader () with
(Some cid, n) ->
begin
match get tb cid with
None -> () (* unknown resumption id! *)
| Some sum ->
writer (result (sum + n));
writer (resumptionid (associate tb (sum + n)));
abort
end
| (None, n) ->
writer (result n);
let cid = associate tb n
in writer (resumptionid cid)

let read_client tb writer =
callcc (k. writer (resumptionid (associate tb k));

abort)
let handler2 : ServerConnT -> 1 =
let tb = newTable () in
fun (cn : ServerConnT) ->
let (reader, writer) = cn in

match reader () with
(Some cid, n) ->
begin
match get tb cid with
| None -> () (* unknown resumption id! =)
| Some k -> throw (n, reader, writer) to k
end
| (None, n) ->
let rec loop m reader writer =
writer (result m);
let (v, reader, writer) = read_client tb writer in
loop (m + v) reader writer
in loop n reader writer

Figure 7.1: Two server handlers: one storing the state of the server explicitly
(top) and one storing the continuation (bottom)
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continuation is associated to a resumption id which is given to the client, so
that it may continue the computation by providing a new value to be added to
the current sum along with the resumption id in question. Note that since after
“reading from the client”, we will be communicating with the client on a different
connection, we need the read_client function to return the new connection as
well as the “read value™! See Queinnec (2004) and Krishnamurthi, Hopkins,
McCarthy, Graunke, Pettyjohn, and Felleisen (2007) for more details on how
these kinds of web servers are implemented and used.

One important advantage of using the continuation-based server implementation
strategy is scalability. In our rudimentary example in Figure 7.1, the state of the
server for each client is primitively simple: the current sum! In general, the state
of the web server can be fairly complex. For instance, for a simple web shop,
the state of the server for each client includes at the very least: authentication,
the contents of the shopping basket, and the information corresponding to
every completed stage of ordering: shipping address, shipping method, payment
method, payment having been processed or not, etc. Indeed, the complexity
of the state is in some cases the main reason for functionality flaws in web
applications (Krishnamurthi, Hopkins, McCarthy, Graunke, Pettyjohn, and
Felleisen, 2007).

A store-based server implementation for such a web shop could be implemented
as follows:

match reader () with
(Some cid, req) ->
begin
match get cid with
None -> () (* unknown resumption id! *)
| Some state -> resumeShopping req state
end
| (None, req) -> startShopping req

Here the startShopping function initializes a session and displays the home page.
When given the stored state and the current request, the resumeshopping function
has to resume the operation by determining what needs to be done based on
the given state:
let resumeShopping state =

if not state.authenticated then authenticate ()

else if state.address = None then ...

else if

IThe command abort is the command that ends the program (thread) and can be written
in our programming language as throw () to - where - is the empty evaluation context.
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On the other hand, the continuation-based implementation can be implemented
as follows:

match reader () with
(Some cid, req) ->
begin
match get cid with
None -> () (* unknown resumption id! *)
| Some k -> throw (req, reader, writer) to k
end
| (None, req) -> startShoppingCC req

Here the function startShoppingcC is implemented in a much more direct style,
as though it is interfacing with the user on a console:
let startShoppinCC req =

let (credentials, reader, writer) = authenticate () in
let (shippingaddr, reader, writer) = getShippingAddress ()
in ...

This works, because the continuation keeps track of the state (!) and thus,
we need not case analyze explicitly on stored state. Note also that in the
continuation-based reader, when a valid resumption id is provided, the program
simply uses the stored continuation.

A server program using either of our two handlers could be implemented as
follows:
let rec serve (listener : 1 -> ServerConnT)
(handler : ServerConnT -> 1) : 1 =
let v = listener () in
fork {handler v}; serve listener handler

This server program accepts a listener (a function returning a connection) and
a handler. It loops, waiting for connections. For each connection it creates a
new thread and hands the connection over to its handler. This server program
can be applied to any proper listener and either of the handlers depicted in
Figure 7.1.

The following is an example of a client program that can interface with the
above server (when instantiated with either handler):
1 let send_receive cid number =

2 let (readerl, writerl, reader2, writer2) =
3 newConnection ()
4 in contact_server (reader2, writerl);

5 writerl (cid, number); reader2 ()
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let (cid1l, ansil) send_receive None 10 in

(* ansl = 10 *)

let (cid2, ans2) send_receive (Some cidl) 5 in
(* ans2 = 15 %)

let (cid3, ans3) send_receive (None) 17 in

(* ans3 = 17 x)

let (cid4, ans4) send_receive (Some cid3) 9 in
(* ans4 = 26 *)

let (cid5, ansb) send_receive (Some cidl) 19 inm
(*x ansb = 29 x)

let (cid6, ans6) send_receive (Some cid2) 17 inm
(* ans6 = 32 %)

O

It shows that a client can indeed go back and forth on the state, e.g., by pressing
the back button in the browser. For instance, the resumption id cid1 is resumed
twice, once on line 10 and once on line 16, with a few interactions there in
between. In this program the function send_receive creates a new connection,
sends it to the server (establishing a connection to the server) and subsequently
makes the request and retrieves the response from the server and returns it.

7.2 The language: F~"/

conc,cc

The language that we consider in this paper, F‘C‘o*:fi e, 1s a typed lambda calculus

with a standard call-by-value small-step operational semantics. It features
impredicative polymorphism, recursive types, higher-order mutable references,
fine-grained concurrency and first-class continuations. The types of F*j(;:ﬁi cc are
as follows:

Tu=X|1|B|N|7—=7|VX. 7| puX. 7| 7xX7T|7+7|ref(r) | cont(r)

The type ref(7) is the type of references with contents of type 7 and cont(r)
is the type of continuations that can be resumed by throwing them a value of

type 7.

The syntax for expressions and values is:

ex=x| ()| true | false |n|e®@e|recflx)=e|ee|Ae|e | folde
| unfolde | (e,e) | mje | inj, e | matchewithinj, z = e;end | £

| ref(e) | e | e« e | CAS(e,e,e) | fork {e} | cont(K) | call/cc(x.e)
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| throwetoe
vu=() | true | false | n |recflz) =€ | Ae| foldv | (v,v) | inj,v | £
| cont(K)

We write n for natural numbers and the symbol ® stands for binary operations
on natural numbers (both basic arithmetic operations and basic comparison
operations). We consider both recursive functions rec f{x) = e and polymorphic
type abstractions A e value. We write e __ for type level application (e is a
polymorphic expression). We use fold and unfold to fold and unfold elements
of recursive types. Memory locations loc are values of reference types. The
expression !e reads the memory location e evaluates to, and e < € is an
assignment of the value computed by e’ to the memory location computed by e.
The expression fork {e} is for forking off a new thread to compute e and we
write CAS(e, ¢/, €”) for the compare-and-set operation. A continuation, cont(K),

is essentially a suspended evaluation context (see the operational semantics
below).

Evaluation contexts of F*C”(l;:fi e are as follows:

Ki:=— |Ke|vK|K _|foldK |unfoldK | if K theneelsee | (K,e)
| (v,K) | m K | inj, K | match K withinj,z = e;end | ref(K) | | K
| K+ e| v+« K |CAS(K,e,e) | CAS(v,K,e) | CAS(v,v, K)
| throw K toe | throwvto K

The evaluation context — is the empty evaluation context.

7.2.1 Typing

An excerpt of the typing rules is depicted in Figure 7.2. The context = =
Qi, - .., is alist of distinct type variables and the context I' = z1 : 7, ... Tp; T
assigns types to program variables. The notation K : (E | T';7) ~ (2 | I';77)
means that the evaluation context K satisfies the property that Z | T'F Kle] : 7/
holds whenever = | ' F e : 7 does.

7.2.2 Operational semantics

We define the call-by-value small-step operational semantics of F&T in two

conc,cc

stages. We first define a head-step relation — . Here, K is the context under
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T-VAr T-TLAM
rx:7el T-UNIT T_-NAT E,X|F|‘€ZT
E|Tkz:7 Z|ITF():1 E|TFn:N E|TFAe:VX.T

T-REC T-TApp
Ellz:r,fir—17TFe: 7 E|Tke:VX.T
EITF |recflr)=e:7— 7 ElTke_:7[7/X]
T-FoLDp T-UNFoLD
E|Tke:r[pX. 7/X] E|Tke:puX. 7
E|TkFfolde: uX.7 E | T'Funfolde: 7[uX.7/X]
T-REF T-DEREF T-Fork
E|Tke:T E|TFe:ref(r) Z|Tke:T
E | Tk ref(e) : ref(r) E|TH!e:r E|TFfork{e}:1
T-CoNT T-ASSIGN
K:(E|T;7)~ (2| ;7)) Z|TFe:ref(r) E|Tke T

E|T'F cont(K) : cont(r) E|Tke«+¢:1

S
Fep:ref(r) E|lTkey:T E|lTkes:T

T-CaLL/cc T-THROW
E|T,z:cont(rt)kFe:T E|Tke:T E|TkFe :cont(r)
E |k call/cc(x.e): T Z | Tk throwetoe : 7’

Figure 7.2: An excerpt of the typing rules
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((recflx) =e) v,0) =K (e[v, (rec flx) =e)/x, fl,0)

((Ae) _,0) =K (e,0) (unfold (foldw),o) =k (v,0)
(if truetheneyelsees, o) =k (e2,0) (m1 (v1,02),0) =K (v1,0)
¢ & dom(o) o=ocw{{—'}
(ref(v),0) =k (Lo W {l— v}) (l+v,0) =K ((),0' W{l—v})
v=oc(f) o=0c W{l— v}
(14,0) =K (v,0) (CAS(¢,v,v"),0) =k (true,o’ W {l— v'})

o=0c W{l—v"} v#£ "
(CAS(¢,v,0"),0) =K (false,o)

(call/cc(z.e),0) =k (e[cont(K)/x],0)

Figure 7.3: An excerpt of the head-reduction rules

which the head step is being performed. Based on this, we define the operational
semantics of programs by what we call the thread-pool step relation —. A thread
pool reduces by making a head reduction step in one of the threads, by forking
off a new thread, or by resuming a captured continuation:

(e,0) =K (e,0)
(€1,K|e],€2;0) — (€1, K[e'],éE2;0")

(é1, K[fork {e} ],éa;0) = (€1, K[() ], 2, e;0)

—

(€1, K[throwvto cont(K')],ea;0) — (€1, K'[v], €2;0)

Here, o is the physical state of the program, i.e., the program heap, which is a
finite partial map from memory locations to values. An excerpt of the head-step
relation is given in Figure 7.3. Notice that the head-step for call/cc captures
the continuation that is the index of the head-step relation.

Contextual refinement/equivalence A program e contextually refines a
program ¢’ of type 7 if both programs have type 7 and no well-typed context
(a closed top-level program with a hole) can distinguish a situation where €’ is
replaced by e.
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E|lTFe<ix€ :T2Z | The:7TAZ|TFE TA
VK.K:(E| ;1) ~(|5)AK[e]l = K[e'] |

where
eV 230,80 (:0) = (1,6 0)

The intuitive explanation above for contextual refinement is the reason why in
a contextual refinement e <. e or in a logical relatedness relation e <joq e,
usually, the program on the left hand side, e, is referred to as the implementation
side and the program on the right hand side, €, is referred to as the specification
side.

Two programs are contextually equivalent, if each contextually refines the other:

—_ A - _
ElThemuxe :TEE|The<iux € :TAZ | The <gxe:7

7.3 Logical relations

It is challenging to construct logical relations for languages with higher-
order store because of the so-called type-world circularity (Ahmed, Appel,
and Virga, 2002; Ahmed, 2004; Birkedal, Reus, Schwinghammer, Stgvring,
Thamsborg, and Yang, 2011). The logic of Iris is rich enough to allow for a
direct inductive specification of the logical relations for programming languages
with advanced features such as higher-order references, recursive types, and
concurrency (Krebbers, Timany, and Birkedal, 2017; Krogh-Jespersen, Svendsen,
and Birkedal, 2017; Timany, Stefanesco, Krogh-Jespersen, and Birkedal, 2018).

7.3.1 An lris primer

ITris (Jung, Krebbers, Birkedal, and Dreyer, 2016; Jung, Swasey, Sieczkowski,
Svendsen, Turon, Birkedal, and Dreyer, 2015; Krebbers, Jung, Bizjak, Jourdan,
Dreyer, and Birkedal, 2017) is a state-of-the-art higher-order concurrent
separation logic designed for verification of programs.

In Iris one can quantify over the Iris types k:

ku=1|k X K|k = K| Ectz| Var| Expr| Val|N|IB§|/<;ﬁAf<a|ﬁnset(m)|Mon0id
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| Names| iProp]| ...

Here Ectx, Var, Expr and Val are Iris types for evaluation contexts, variables,
expressions and values of Fg;,;i cc- Natural numbers, N, and Booleans B are also
included among the base types of Iris. Iris also features partial maps with finite
support K in, & and finite sets, finset(k). Resources in Iris are represented using
partial commutative monoids, Monoid, and instances of resources are named
using so-called ghost-names Names. Finally, and most importantly, there is a

type of Iris propositions iProp. The grammar for Iris propositions is as follows:

P:=T|L|P«xP|P«P|PANP|P=P|PVP|Vz:kP|3x:k P

| >P | ur.P| OP |wpe{z. P} | {P}le{z. Q} | §P|N|

Here, T, 1, A, V, =, V, 3 are the standard higher-order logic connectives. The
predicates @ are Iris predicates, i.e., terms of type kK — iProp.

The connective * is the separating conjunction. Intuitively, P * @ holds if
resources owned can be split into two disjoint pieces such that one satisfies P
and the other ). The magic wand connective P — @ is satisfied by resources
such that when these resources are combined with some resource satisfying P
the resulting resources would satisfy Q.

The > modality, pronounced “later” is a modality that intuitively corresponds
to some abstract form of step-indexing (Appel and McAllester, 2001; Appel,
Mellies, Richards, and Vouillon, 2007; Dreyer, Ahmed, and Birkedal, 2011).
Intuitively, > P holds if P holds one step into the future. Iris has support for
taking fixed points of guarded propositions, pr.P. This fixed point can only be
defined if all occurrences of r in P are guarded, i.e., appear under a > modality.
We use guarded fixed points for defining the interpretation of recursive types in
Froref . For any proposition P we have P F > P.

conc,cc*

When the modality [J is applied to a proposition P, the non-duplicable resources
in P are forgotten, and thus (J P is “persistent.” In general, we say that a
proposition P is persistent if P 4+ O P (where - is the logical equivalence of
Iris propositions). A key property of persistent propositions is that they are
duplicable: P 4+ P % P. The type system of Fg;,jfé cc 1s not a sub-structural
type system and variables (in the typing environment) may be used multiple
times. Therefore when we interpret types as logical relations in Iris, then those
relations should be duplicable. We use the persistence modality [J to ensure
this.

Iris facilitates specification and verification of programs by means of weakest-
preconditions wp e {v. P}, which intuitively hold whenever e is safe and,



LOGICAL RELATIONS 161

moreover, whenever e terminates with a resulting value v, then P[v/z] holds.
When z does not appear in P we write wpe{z. P} as wpe{P}. Also, we
sometimes write wp e {®} for wpe{z. &(x)}

In Iris, Hoare triples are defined in terms of weakest preconditions like this:
{P}e{v.Q} 2 O(P = wpe{v. Q}). Note that the [J modality ensures that
the Hoare triples are persistent and hence duplicable (in separation logic jargon,
Hoare triples should just express “knowledge” and not claim ownership of any
resources).

A key feature of Iris (as for other concurrency logics) is that specification
and verification is done thread-locally: the weakest precondition only describes
properties of execution of a single thread. Concurrent interactions are abstracted
and reasoned about in terms of resources (rather than by explicit reasoning about
interleavings). For programming languages that do not include continuations
or other forms of non-local control flow, the weakest precondition is not only
thread-local, but also what we may call contezt-local. Context-local means that
to reason about an expression in an evaluation context, it suffices to reason
about the expression in isolation, and then separately about what the context
does to the resulting value. This form of context-locality is formally expressed
by the soundness of the following bind rule

INADMISSIBLE-BIND
wp e {v. wp K [v] {#}}
wp K] {2}

Clearly, this rule is not sound when expressions include call/cc (since call/cc
captures the context its behaviour depends on the context). See Appendix F
for a proof of inadmissibility of this rule.

Thus, for reasoning about F‘C‘(;Zeg . We cannot use the “standard” Iris rules (Jung,
Krebbers, Birkedal, and Dreyer, 2016; Jung, Swasey, Sieczkowski, Svendsen,
Turon, Birkedal, and Dreyer, 2015; Krebbers, Jung, Bizjak, Jourdan, Dreyer, and
Birkedal, 2017; Krebbers, Timany, and Birkedal, 2017) for weakest preconditions.
Instead, we use new rules such as the following — the difference from the
standard rules is that our new rules include an explicit context K (earlier, such
rules could be derived using the bind rule, but that is not sound in general
so we cannot do that). Note that the context is used in the rules caLLcc-wp
and THROW-WP for call/cc and throw. These two rules directly reflect the

operational semantics of call/cc and throw.

FST-WP IF-TRUE-WP
>wp Kv] {0} >wp Kle] {®}

wp K[y (v,w)] {®} wp K[if truetheneelsee’| {P}
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REC-WP CALLCC-WP
>wp Kle[rec f(z) = e,v/f, z]] {P} >wp Ke[cont(K)/z]] {P}
wp K|[(rec f(z) = e) v]{P} wp Klcall/cc (z.e)|{P}
THROW-WP
>wp K'[v] {®}

wp K [throwv to cont(K')] {®}

In summa, for F™  we use new non-context-local rules for reasoning about
,

weakest preconditions, and the non-context-local rules allow us to reason about
call/cc and throw.

Because of the explicit context K, the non-context-local rules for weakest
preconditions are somewhat more elaborate to use than the corresponding
context-local rules. However, that is the price we have to pay to be able to
reason in general about non-local control flow. In Section 7.4 we will see how
we can still recover a form of context-local weakest precondition for reasoning
about those parts of the program that do not use non-local control flow.

In the rules above, the antecedent is only required to hold a step of computation
later () — that is because these rules correspond to expressions performing a
reduction step.

The update modality B accounts for updating (allocation, deallocation and
mutation) of resources.? Intuitively, | P is satisfied by resources that can be
updated to new resources for which P holds. For any proposition P, we have
that P = B P. If P holds, then resources can be updated (trivially) so as to
have that P holds. The update modality is also idempotent, £ P 4+ = P.
We write P =k @ as shorthand for P + Q. Crucially, resources can be
updated throughout a proof of weakest preconditions:

Bwpe{®} d-wpe{P} +wpe{v. BD(v)}

N
Iris features invariants for enforcing concurrent protocols. Each invariant
N
has a name, N, associated to it. Names are used to keep track of which
N
invariants are open.® Intuitively, states that P always holds. The following

2This modality is called the fancy update modality in Krebbers, Jung, Bizjak, Jourdan,
Dreyer, and Birkedal (2017).

3Officially in Iris, the update modality is in fact annotated with so-called masks (sets of
invariant names), which are used to ensure that invariants are not re-opened. For simplicity,
we do not include masks in this paper.
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rules govern invariants.

INV-OPEN-WP
INV-ALLOC e is atomic

P RN R~ wpefy. (R) wp Ky {z. Q}}
=[P wp K] {z. Q)

These rules say that invariants can always be allocated by giving up the resources
being protected by the invariant and they can be kept opened only during
execution of physically atomic operations. Iris invariants are impredicative, i.e.,
they can state P holds invariantly for any proposition P, including invariants.
This is why the later operator is used as a guard to avoid self-referential paradoxes
(Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017). Invariants
essentially express the knowledge that some proposition holds invariantly. Hence,

N N
invariants are always persistent, i.e., -+ D .

7.3.2 Resources used in defining logical relations

We need some resources in order to define our logical relations in Iris. We need
resources for representing memory locations of the implementation side, the
memory locations of the specification side and the expression being evaluated
on the specification side. These resources are written as follows:

— £ —; v: memory location ¢ contains value v on the implementation side.

— { —, v: memory location ¢ contains value v on the specification side.

— j B e: the thread j on the specification is about to execute e.
These resources are defined using more primitive resources in Iris, but we omit
such details here. What is important is that we can use these resources to reason
about programs. In particular, we can derive the following rules (and similarly

for other basic expressions) for weakest preconditions and for execution on the
specification side.

Ve 4 ;v - wp K[{]{P} ;v - wp K[v]{P} >l ;v
wp K [ref(v)] {2} wp K[/ {2}
C—; w - wp K[)]{®} >l v j & Klref(v)]
wp K¢ <+ w] {P} B L—svxje K[
=5 v je K[/ li—sv Jje K[+ w]

Bl vxje K] Bl—swxje K[()
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These resources are all exclusive in the sense that:

O, uvxl—; v L (= vl v L jBexji=e L

7.3.3 Logical relations in Iris

Figure 7.4 presents our binary logical relation for Fﬁg)fgi cc- We define the logical
relation in several stages. The first thing we define is the relation of observational
refinement. Intuitively, an expression e observationally refines an expression e’
if, whenever e reduces to a value so does €¢’. We define this in Iris using magic
wand and weakest precondition. The whole formula reads as follows: Assuming
that there is some thread j on the specification side that is about to execute €’
(represented in Iris by j = €’) then, after execution of e, we know that thread j

on the specification side has also been executed to some value w.

We then use the notion of observational refinement defined above to define the
value relation, the expression relation and the evaluation context relation for
each type. In contrast to earlier definitions of logical relations in Iris (Krebbers,
Timany, and Birkedal, 2017; Krogh-Jespersen, Svendsen, and Birkedal, 2017;
Timany, Stefanesco, Krogh-Jespersen, and Birkedal, 2018), our logical relation is
an example of so-called biorthogonal logical relations (Pitts, 2005), also known as
top-top closed logical relations. That is, we define two expressions to be related if
plugging them into related evaluation contexts results in observationally related
expressions. Two evaluation contexts are defined to be related if plugging related
values into them results in observationally related expressions.

The value relation interpretation [= F 7]a of a type in context is defined by
induction on 7. Here A is an environment mapping type variables in = to Iris
relations. For all the non-continuation types, the definition is exactly as in for
the language without call/cc, see Krebbers, Timany, and Birkedal (2017), and
thus we only include the cases for type variables, Booleans and function types
in addition to the new case for the continuation types (the full definition can
be found in Appendix F).

Two values of the Boolean type B are related if they are both true or they are
both false. The value relation for functions types 7 — 7’ expresses that two
values of the function type are related if whenever applied to related values of the
domain type, 7, the resulting ezpressions are related at the codomain type, 7’.
The use of the persistently modality here is to make sure that the interpretations
are persistent. Finally, the relational interpretation of cont(7) expresses that
two continuations are related whenever their corresponding evaluation contexts
are related at the evaluation context relation for the type in question.
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Observational refinement: O : Fxpr X Ezpr — iProp
Ole,e )2V j=e wwpe{Fw. j = w}

Value interpretation of types: [2 F 7]a : Val x Val — iProp for A : Var —
(Val x Val) — iProp

[EF X]a = A(X)

1>

v=10v =trueVv=1v =false

[EF B]a(v,v")
[EFT—=7]a(v,0) 2 0Vw,w'" [EF r]a(w,w’) = [E+ 14 (v w, v w'))
[EF cont(T)]a(v,v') £ 3K, K'. v = cont(K) Av' = cont(K')A
K[ZF 7]a(K,K")

Evaluation context interpretation of types: K[Z F 7]a : Ectz x Ectz — iProp
for A : Var — (Val x Val) — iProp

KIEF 7]a(K,K') 2 V0,0, [EF 1]a(v,0") = O(K[v], K'[v])

Expression interpretation of types: [Z - 7]& : Eapr x Expr — iProp for
A : Var — (Val x Val) — iProp

[EF1]4(e,€) 2 VK, K'. K[EF 7]a(K, K') = O(K[e], K'[¢])
Logical relatedness: Z | I' F e <ioq e’ : 7 :iProp
ElTFe<jge 7 éVA,U,y. <>l<[[E - TiﬂA(UZ‘,U;)> =
[E F 7I4 (e[T/F),¢'[V/))

if T=x1:7,...,2, :Th

Figure 7.4: An excerpt of the logical relations for F&ref

conc,cc
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The evaluation context relation K[Z F 7] a relates evaluation contexts K and
K’ if plugging related values of type 7 in them results in observationally related
expressions.

The expression relation is the standard biorthogonal expression relation. It
states that K[Z F 7]a(e,€’) holds whenever, for any two related evaluation
contexts K and K', the expressions K[e] and K'[e'] are observationally related.

The notion of logical relatedness states, as usual for call-by-value languages,
that two expressions e and e’ are logically related if substituting related values
for their free variables results in related expressions.

We can now state and prove the fundamental theorem of logical relations for
Frref The theorem expresses that any well-typed expression is logically

conc,cc*

related to itself.

Theorem 7.3.1 (Fundamental theorem of logical relations).

E|TFe:T=>E|TFe<ppe:T

This theorem is proven by induction on the typing derivation using the basic
rules for weakest-preconditions and executions on the specification side.

The above theorem, together with some basic properties of observational
refinement, implies the soundness of our logical relations, i.e., that logical
relatedness implies contextual refinement:

Theorem 7.3.2 (Soundness of logical relations).

E|lTFe<jye :7T=>E|TFe<ce:T

Our logical relation is expressed in terms of weakest preconditions and the
proofs of the above theorems use the earlier presented proof rules for weakest
preconditions. Before turning to applications, we pause to present context-local
weakest preconditions, which we can use to simplify reasoning about program
fragments, which do not use non-local control flow.

7.4 Context-local weakest preconditions (CLWP)

To make it simpler to reason about expressions that do not use non-local
control flow, we define a new notion of context-local weakest precondition. The
definition is given in terms of the earlier weakest precondition, which, as we
will explain below, means that we will be able to mix and match reasoning
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steps using (non-context local) weakest preconditions and context-local weakest
preconditions.

Definition 7.4.1. The context-local weakest precondition of e wrt. @ is defined
as:

clwpe {®} £VK, V. (Yv. B(v) = wp K[v] {¥}) = wp K[e] {¥}

Note how the above definition essentially says that clwp e {45} holds if the bind
rule holds for e, which intuitively means that e does not use non-local control
flow. Therefore, the bind rule is sound for context-local weakest preconditions:

BIND
clwp e {v. clwp K[v] {®} }

clwp Kle {43}

Moreover, the “standard” rules for the basic language constructs (excluding
call/cc and throw, of course) can also be derived for context-local weakest
preconditions: Here is an excerpt of the rules that we can derive:

FST-CLWP IF-TRUE-CLWP

>clwpv {P} >clwpe {@}
clwp 71 (v, w) {®} clwp if truetheneelsee {®}
REC-CLWP
>clwp e[rec f(z) = e U/f7 {2} ALLOC-CLWP
clwp (rec f(x {@} clwp ref(v {w How =200l v}
LOAD-CLWP
>/l = v

clwp !K{w.w:v*én—nv}

We can also use invariants during atomic steps of computation while proving
context-local weakest preconditions:

INV-OPEN-CLWP
(>R) = clwpe{v. (>R) *Q} e is atomic
clwpe {v. Q}

Now we have both (non-context-local) weakest preconditions and context-local
weakest preconditions. What is the upshot of this? The key point is that
when we prove correctness / relatedness of programs, then we can use the
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simpler context-local weakest preconditions for reasoning about those parts
of the program which are context local (do not use call/cc or throw) and
only use the (non-context-local) weakest preconditions for reasoning about
those parts that may involve non-local control flow. This fact is expressed
formally by the following derivable rule, which establishes a connection between
weakest-preconditions and context-local weakest preconditions.

CLWP-WP
clwpe {U} YVu. ¥(v) = wp K[v] {d}

wp Ke] {@}

This rule basically says that if we know that e context-locally guarantees
postcondition ¥ then we can prove wp Ke] {®} by assuming that locally, under
the context K, it will only evaluate to values that satisfy W. Moreover, it
guarantees that evaluation of e does not tamper with the evaluation context
that we are considering it under.

Similarly to Hoare-triples above, we define context-local Hoare-triples based on
context-local weakest preconditions:

{P}CI e{v.Q} 20 (P ~clwpe {v. Q})

7.5 Case study: server with continuations

In this section we show that the two server implementations discussed
in the Introduction, the continuation-based implementation and the state-
storing implementation, are contextually equivalent. Note that our server
implementations are parameterized on a pair of functions, one for reading
requests from the client and one for writing to the client. The idea is that
these functions are an abstraction of a TCP connection and thus the contextual
equivalence can be understood as showing that clients cannot distinguish between
the two implementations.

The crux of the proof of contextual equivalence is proving that the two handlers
in Figure 7.1 are contextually equivalent. Both of these handlers start out by
establishing an empty table for storing their resumptions. In the state-storing
implementation, the table is used to store the state (the sum so far), while in
the continuation-based implementation, the table stores the continuation. After
creating the tables, both implementations return functions which are the actual
handlers. These functions internally use their respective tables to store and
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look-up resumptions. The table implementation itself is straightforward and
thus omitted. It uses a spin lock (omitted) for synchronization. Since the table
and the lock do not make use of call/cc and throw, we employ context-local
weakest preconditions to give relational specifications for them. Hence we can
reason about the table and lock implementations in the way we usually do in Iris
for concurrent programs without continuations. When proving relatedness of
the handlers, which we do using (non context-local) weakest preconditions, the
cLwp-wp rule allows us to make use of the context-local relational specifications
of the table and lock.

In the rest of this section we will first present and discuss our relational
specifications for the table and the lock. After that we will discuss the logical
relatedness of the two handlers. Our relational specifications for the table
and the lock are stronger than the specifications one usually encounters in the
literature. We need this strengthening because the continuations stored in the
table refers to the table itself in the continuation-based implementation. This
is, fundamentally, also the reason why, although the table code is identical in
both handlers, we cannot use the fundamental theorem of logical relations to
conclude that they are related in a sufficiently strong way.

7.5.1 Relational spec for the table and the lock

We now discuss the relational specifications for the tables and the locks that they
use for synchronization. All the reasoning in this subsection is context-local,
using the primitive rules for context-local weakest preconditions. The table
specifications are used in the proof of relatedness of the handlers, which we
discuss in the following subsection.

The essence of relating the tables on both sides (specification side and
implementation side) is simple. The contents of new tables are related (as
they are both empty) and we only store values that are suitably related. Hence,
when looking the table up we are guaranteed to receive related values, if any.
This is formally captured in the following relational specifications:

{j & K[newTable ()]} newTable ()

{v. . j B K] *VP. BIv. relTables(v,v',,P)}
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relTables(tb, th', v, ®) * j = Klget ' n]}” get th n
{ (10, , P) * g g
v. . j e K[V'] % (v=1" = Nonev

(Fw,w’" v = Some(w) Av' = Some(w') x D(v,v")))

cl

relTables(tb, tb',~y, @) x (v, v")
* j & Klassociate tb' v]
associate tb v
{v.In.v=nx*je= K[n]}

The specifications for get and associate are exactly as we explained above. The
most important part of this spec is the persistent proposition relTables(v,v’,y, ®)
which intuitively says that the tables v and v’ have contents that are pair-wise
related by the binary predicate @. The name v for ghost resources is used
for synchronization purposes. The specification of newTable is stronger than
usual in that it guarantees that for any user picked predicate we can obtain
that the two tables are related. Contrast this with the weaker standard style
specification

v®.{j & K[newTable ()]} newTable () (weaker standard spec)
{v. . j = K[V'] x 3y. relTables(v,v', v, )}
which quantifies over @ outside the whole triple.

Notice that with our stronger specification we can refer to the tables themselves
in the predicate @ that we pick for relating the contents, whereas in the
(weaker standard spec) specification one has to pick this relation beforehand,
and hence one cannot refer to the tables v and v’ because they have not been
created yet!

The predicate relTables(tb, tb',~, ) is defined in terms of the relLocks predicate,
which pertains to the relational specification of spin locks given below.

relTables(tb, tb', v, ®) = relLocks(tb.lock, tb'.lock,~, Pp)
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Py £ Tls. contents(th, map m Is) * contents(th', map mo Is)
* * b(z, )
(z,z")€ls

Here tb.lock is the lock associated with the table tb. The proposition Pg above
simply states that the there is a list of pairs of values, which are pairwise related
by @ and, moreover, that the first projections of these pairs are stored in the
implementation side table and the second projections of these pairs are stored
in the specification side table. The contents predicate simply specifies that the
index of an element in the table is its index in the list.

Relational spec for the spin lock We use the following relational specification
for relating the locks used on the implementation and the specification side.

{j = K[newlock ()]}

newlock ()
{v. W' j & K[V *VP.P =k 3. relLocks(v,v',~, P)}
{relLocks(v,v',v, P) % j = K|acquire v']}°

acquire v

{_. i K[()] * locked(~y) * P}

{relLocks(v,v', v, P) = P x locked(y) * j = K[release v']}°

release v

{ 7= K[O)

The specification captures that whenever we acquire the lock on the
implementation side, the lock on the specification side is free and can be acquired.
We need this for showing contextual refinements because if the implementation
side converges, then we need to show that so does the specification side and the
acquire operation is potentially non-terminating. This also means that whenever
we release the lock on the implementation side, the lock on the specification
side is also released.
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Our relational lock specification is also a bit stronger than usual, (cf. the
quantification over P in the newlock specification), because we use the lock
specification when proving the relational specification for tables described above.

The persistent proposition relLocks(v,v’, v, P) states that v is a lock protecting
two things: resources P and the fact that v’ is not acquired. The proposition
locked(vy) states that both of the locks associated to v are currently acquired.

7.5.2 Proving equivalence of handlers

We devote the reset of this section to discussing the main result of this section:
proving relatedness of handlers in Figure 7.1.

Theorem 7.5.1.

E | ' E handler?2 = 4, handler! : ServerConnT — 1

Our mechanized proof of the above theorem is done by showing logical relatedness
in both directions and then appealing to the soundness of the logical relation
(Theorem 7.3.2). Here we only discuss the proof of one direction:

= | T'F handler?2 <iog handler! : ServerConnT — 1

We use the rules for weakest preconditions and executions on the specification
side explained above and make use of the relational specification given above
for tables, which is justified by the cLwp-wp rule. A key element of the proof is
the choice of predicate for relating the contents of the two tables. We use the
following predicate:

Phandiers(w,w') = Isum € N. w’ = sumA

let (v, reader, writer) = — in
JdK. w=cont | K
loop (sum + v) reader writer

It essentially states that the values that are related in the two tables are: a
captured continuation, on the implementation side, and a number, on the
specification side. Furthermore, there is a number, sum, which is intuitively
the sum so far. The natural number on the specification side is exactly this
sum. The captured continuation on the implementation side is a continuation
under some evaluation context K (existentially quantified). When resumed
with a new value and connection, the stored continuation calls loop with the
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new connection along with sum plus that value. The relation @pqp4iers above is
indeed capturing the essence of the intuitive reason why the two implementations
of handlers have contextually equivalent behavior.

According to the definition of our logical relations, to show logical relatedness
we need to show that given any two related contexts the two programs behave in
a related way. Since at the time of picking the predicate above we do not know
what contexts we will have to operate under, we have to consider that our code
of interest is inside some arbitrary (hence existentially quantified) evaluation
context.

Note that the captured continuation mentioned in @j4,41ers refers to loop,
which internally (see the code in Figure 7.1), uses the table itself. This is the
reason why we need stronger relational specification for the table mentioned
above.

7.6 Case study: one-shot call/cc

In this section we consider a more technical verification challenge involving
continuations, due to Friedman and Haynes (1985). The challenge is to show
that call/cc can be implemented using references and one-shot continuations,
i.e., continuations that can only be called once. This problem has been studied
for sequential higher-order languages with references in Dreyer, Neis, and
Birkedal (2012) and Stgvring and Lassen (2007), with pen-and-paper proofs,
not mechanized formal verication. Here we show that the equivalence also holds
in our concurrent language (subtly so; because we are using may contextual
equivalence) and we give a mechanized formal proof thereof. Our proof is
inspired by the proof of Dreyer, Neis, and Birkedal (2012), but we use a more
involved invariant because of concurrency.

First, we define a polymorphic higher-order function that given a function f
calls f with the current continuation:

¢¢ £ ANf. call/cc (. f )

Note that €€ has type - | - - €€ : VX. (cont(X) — X) — X. Next, we will
define a variant €¢’ using one-shot continuations, and then prove the contextual
equivalence of €€ and ¢¢’.

To this end, we first define one-shot continuations €€; as follows:

CC, £ A\f. letb = falsein
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call/cc (. f (cont(lety = —inif!bthen(lelsed + true;throwytoz)))

Here Q is the trivially diverging expression. Note that - | - + €€
VX.(cont(X) — X) — X. When applied, the one-shot continuation, €€, first
allocates a one-shot bit b and then calls the given function with a continuation
that uses b to ensure that the continuation is only called once.

Using one-shot continuations, we now define ¢¢':

¢¢’ £ ANf. letl =ref(cont(—))inG f

G 2 recG(f) =
letz =
€¢ _ (\y.L+ y; f (cont(throwcont(—)toll)))
in€¢ _ (A\y.G (A_.throwztoy))

The expression €¢" above has the same type as ¢¢€. €€ perhaps looks fairly
complex but the intuition is straightforward. It first allocates £ with the trivial
continuation, then it takes a one-shot continuation and updates /. When the one-
shot continuation is used, it will first grab another fresh one-shot continuation
and update ¢ with it before continuing. Hence, intuitively, every time the
one-shot continuation stored in ¢ is used, it is immediately refreshed with an
unused one, thus mimicking the behavior of €¢.

We now prove that €€ is contextually equivalent to €¢':
Theorem 7.6.1.

] FEC Ry, €€ VX, (cont(X) = X) = X
We only discuss one side of the refinement, namely, €¢" <., €¢. The proof of
the other side is similar but simpler.

Our proof is similar to the one by Dreyer, Neis, and Birkedal (2012), except for
the invariant that is used to prove relatedness.* Translated to our setting, the

4In the work of Dreyer, Neis, and Birkedal (2012), invariants were called islands.
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invariant used by Dreyer, Neis, and Birkedal (2012) is:

N.ee
3b. b —; false *

lety = —inif !bthenQelse
{ —; cont

b + true;throwy to cont(K|[restore(£)])

where
restore(f) = letx = —in€¢; _ (\y.G (A_.throwztoy))

Here K is the continuation that is captured by €€. Intuitively, it states that
the continuation stored in £ is a one-shot continuation that has never been used
(as the one-shot bit b stores false). Furthermore, whenever used it will first
restore ¢ with a fresh one-shot continuation (using the nested evaluation context
restore({)).

This invariant suffices for a sequential programming language. However, in our
concurrent settting, the “continuation” captured by €€’ may be shared among
multiple threads and, if they use it concurrently, a race may occur. In other
words, it may happen that a thread is using the continuation captured by ¢¢’
and before this thread manages to capture another one-shot continuation and
restore £, another thread attempts to use the then invalid one-shot continuation,
and hence it diverges.

We prove that the contextual refinement still holds (despite the possibility of
divergence). However, because of the possible racing, we need to use a weaker
invariant:

N.ee
3b, M. OneShotBits(M) * isOneShotBit(b)*

<>I< Jv € {true, false}.r v) *
reM

lety = —inif !bthenQelse
{ +—; cont

b < true;throwy to cont(K [restore(f)])

This invariant says that ¢ stores a one-shot continuation with a one-shot
bit b and that we have a set of bits that, intuitively, have been associated
to one-shot continuations. We also know that b is one such one-shot bit,
isOneShotBit(b). The predicates OneShotBits() and isOneShotBit() are defined
using iris resources. Details can be found in Appendix F. Here we only need to
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know two things about them, namely that isOneShotBit(b) is persistent and
that

OneShotBits(M) = isOneShotBit(b) - b € M (in-bits)

Persistence allows us to retain the information isOneShotBit(b) once we have
opened the invariant and have read ¢. Due to the race condition explained
above, when we open the invariant we know, by (in-bits), that there is a value
v € {true,false} stored in b, and this suffices for being able to complete the
refinement proof.

The other refinement, €€ <., €€ is simpler and follows basically using the
same argument as in Dreyer, Neis, and Birkedal (2012). This makes sense
intuitively because we simply have to show that there exists an execution on
the specification side that converges.

7.7 Mechanization in Coq

Taking advantage of the Coq formalization of Iris and Iris Proof Mode (IPM)
(Krebbers, Timany, and Birkedal, 2017), we have mechanized all the technical
development and results in Coq. This includes mechanizing the small-step
operational semantics of F‘C‘&:fi cc and instantiating Iris with it. Our Coq
development is about 9900 lines and includes proofs of contextual refinements
for pairs of fine-grained/coarse-grained stacks and counters which we omitted

discussion of for reasons of space.

For binders, we use the Autosubst library (Schéifer, Tebbi, and Smolka,
2015) which facilitates the use of de Bruijn indices by providing support for
simplification of substitutions. In F/g(;:fg cc, €valuation contexts are also values
and hence also expressions. This forces us to define these mutually inductively.
This means that we need to derive the induction principle for these inductive
types in Coq by hand. Furthermore, we have to help Autosubst in deriving

substitution and simplification lemmas for F’c‘éffcfi cc that it should otherwise

automatically infer. This is mainly why the definition of F%@g‘) cc itself takes up
about 10% of the whole Coq development.
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7.8 Related work

There has been a considerable body of work on (delimited) continuations, but,
we are not aware of any logics or relational models for reasoning about concurrent
programs with continuations, let alone a mechanized framework for relational
verification of concurrent programs with continuations.

Program logics for reasoning about continuations Delbianco and Nanevski
(2013) present a type theory for Hoare-style reasoning about an imperative
higher-order programming language with (algebraic) continuations, but without
concurrency. The system of Delbianco and Nanevski (2013) does not allow
higher-order code (including continuations) to be stored in the heap. Note that
storing higher-order code in the heap is essential for both implementing the
continuation-based web servers and implementing continuations in terms of
one-shot continuations. Crolard and Polonowski (2012) develop a program logic
for reasoning about jumps but their sequential programming language features
no heap or recursive types. Berger (2010) presents a program logic for reasoning
about programs in a programming language which is essentially an extension of
PCF (Plotkin, 1977) with continuations.

Relational reasoning about continuations The work most closely related
to ours is that of Dreyer, Neis, and Birkedal (2012) who consider a variety
of different stateful programming languages and investigate the impact of
the higher-order state and control effects (including call/cc and throw). In
contrast to our work, they do not consider concurrency. Moreover, they reason
directly in a model, whereas we define our logical relation using a program logic
(Iris), which means that we can reason more compositionally and at a higher
level of abstraction. Another advantage of using Iris, is that we have been able
to leverage its Coq formalization and thus to mechanize all of our development.
As mentioned in Section 7.6, our proof that continuations can be expressed in
terms of one-shot continuations is inspired by loc. cit.

There are several other works on relational reasoning for sequential programming
languages with continuations, e.g., Felleisen and Hieb (1992), Laird (1997), and
Stgvring and Lassen (2007). These differ from our work at least in that they do
not consider concurrency.

Relational reasoning about concurrency There has been much work on
relational reasoning about concurrent higher-order imperative programs, without
continuations. The work most closely related to ours also is that of Krebbers,
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Timany, and Birkedal (2017), who develop mechanized logical relations (in
Iris) for reasoning about contextual equivalence of programs in F, ref cone, &
language similar to the one we consider but without call/cc and throw. The
approach in loc. cit. is based on earlier, non-mechanized logical relations for
fine-grained concurrent programs (Birkedal, Sieczkowski, and Thamsborg, 2012;
Turon, Dreyer, and Birkedal, 2013; Turon, Thamsborg, Ahmed, Birkedal,
and Dreyer, 2013). These relational models give an alternative method
to linearizability (Herlihy and Wing, 1990) for reasoning about contextual
refinement for fine-grained concurrent programs. The logical relations method
also works in the presence of higher-order programs, which linearizability
traditionally struggles with, although there has been some recent promising
developments (Cerone, Gotsman, and Yang, 2014; Murawski and Tzevelekos,
2017). In this paper, we have extended the method of logical relations for
reasoning about contextual refinement for higher-order fine-grained concurrent
programs to work for programs that also use continuations.

7.9 Conclusion and future work

We have developed a logical relation for Fi;r¢/ . a programming language
with advanced features such as impredicative polymorphism a la system F,
higher-order mutable references, recursive types, concurrency and most notably
continuations. We have devised new non-context-local proof rules for reasoning
about weakest preconditions in Iris in the presence of continuations and
also introduced context-local weakest preconditions for regaining context-local
reasoning about expressions that do not involve non-local control flow. We
have defined our relational model and proved properties thereof in the Iris
program logic framework. This has greatly simplified the definition of our
relational model, the existence of which is non-trivial because of the type-world
circularity (Ahmed, Appel, and Virga, 2002; Ahmed, 2004; Birkedal, Reus,
Schwinghammer, Stgvring, Thamsborg, and Yang, 2011). Furthermore, working
inside Iris has enabled us to mechanize the entire development presented in this
paper on top of the Coq proof assistant.

We have demonstrated how our logical relation can be used to establish
contextual equivalence for a pair of simplified web-server implementations:
one storing the state explicitly and one storing the current continuation. The
application of context local reasoning in the middle of our logical relatedness
proofs demonstrates the usefulness and versatility of context-local weakest
preconditions. Finally, we have also given the first (mechanized) proof of the
correctness of Friedman and Haynes (1985) encoding of continuations by means
of one-shot continuations in a concurrent programming language.
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In the future, we wish to extend our mechanization to reason about delimited
continuations (Danvy and Filinski, 1990; Felleisen, 1988). Currently our
mechanized reasoning is done interactively, in the same style as one reasons in
Coq. In the future, we would also like to complement that with more automated
reasoning methods.






Chapter 8

Conclusion and future work

Correctness of safety- and security-critical software is crucial. An important tool
in achieving high assurance of safety and security of such software systems is
type theory. Compilers of statically typed programming languages like OCaml,
Haskell, etc. use types to make sure that programs are well-behaved, i.e., they
will not crash, before they compile programs. On the other hand, dependent
type theories form the basis of proof assistants like the calculus of constructions
(CoC) and its extensions forming the basis of the proof assistant Coq. Proof
assistants are important tools for mathematicians and computer scientists that
allow us to formally verify the correctness of a mathematical theories. This
ranges from mathematical developments like category theory to the study of
programming languages and proving correctness and safety of programs. In the
course of this thesis we presented contributions to both of these applications of
types. We used and contributed to the type theory of the Coq proof assistant.
We also studied programs and programming languages through their types.

In Chapter 3 we presented a formal development of category theory in the proof
assistant Coq. This development encompasses most of the basic category
theoretical constructions, i.e., not including higher or enriched categories.
As such, we believe that this development is fit to be used as a library for
formalization of theories that build on categories, e.g., categorical semantics of
type theory and logic. In particular, an interesting future work is to develop
a general framework for working with categorical logic. That is, an extensible
language of connectives of predicate logic that is interpreted in general on top of
a suitable family of categories that have enough structure to interpret predicate
logic, e.g., (sheaf/presheaf) toposes. This would allow us to easily add more
connectives and modalities to the logic, e.g., the later modality in the topos

181
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of trees (Birkedal, Mogelberg, Schwinghammer, and Stovring, 2011). Such a
setup would be best complemented with an interactive proof mode similar to
the one that is presented for the Iris program logic (Krebbers, Timany, and
Birkedal, 2017). Such a setup would allow us to easily study different logics
and their extensions both externally (working with the objects and morphism
of the category itself) and internally (working with the logic of the category
through the interactive proof mode).

The development of category theory presented in Chapter 3 uses Coq’s universes
to formalize the concept of relative smallness and largeness. This feature of
the development points out a limitation in the predicative calculus of inductive
constructions (PCIC), the underlying logic of the proof assistant Coq at time
of that development. This limitation, i.e., lack of the cumulativity (subtyping)
relation for inductive types in PCIC has since been alleviated by the introduction
of the predicative calculus of cumulative inductive constructions (PCUIC) which
is presented in Chapter 4. The type system of PCUIC extends that of PCIC
with rules for cumulativity and conversion of inductive types. The cumulativity
relation of PCUIC for categories corresponds precisely to smallness and largeness
of categories as expected, i.e., any small category is also a large category. This
extension also applies to inductive types that do not involve the mathematical
notion of smallness and largeness. For instance, due to cumulativity, for a
type A : Type; we have A : Type; for any ¢ < j. So, we can construct types
list; A and list; A, where list is the universe-polymorphic inductive type of
lists instantiated with universe Typey. In PCUIC inductive types list; A and
list; A are considered subtypes of one another and also judgementally equal.

Chapter 4 presents a proof of consistency of PCUIC by constructing a model
in ZFC with the added axiom that there is a countable hierarchy of strictly
increasing uncountable strongly inaccessible cardinals. This model is based on
and inspired by the model of PCIC constructed by Lee and Werner (2011). We
have used the axiom of choice in this construction to prove that the fixpoint that
is taken to construct the model the inductive types does indeed belong to the set-
theoretic universe that it should, i.e., the set-theoretic universe corresponding to
the type-theoretic universe that is its arity. The use of the axiom of choice does
not seem absolutely necessary. We only need it to show that the closure ordinal
for the fixpoint is in the necessary universe, a fact that can be easily shown
to be equivalent to the fixpoint itself being in the universe. Further research
is required to determine whether or not the axiom of choice (or potentially a
weaker axiom) is indeed necessary for proving that fixpoints of inductive types
are in the expected universe. For instance, hypothetically one could argue based
on the syntactic criteria for well-formedness of inductive types, that for the
equations that arise from inductive types the closing ordinal, or the fixpoint
itself, does belong to the required set-theoretic universe. We have not managed
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to find such a proof. Our model, like the model of Lee and Werner (2011), does
not support inductive types in the sort Prop. Future research is necessary to
shed light on how to incorporate inductive types in Prop into our model. This
problem is related to the previous one and is in fact made more complicated by
it. In particular, the way that we have reasoned about fixpoints of inductive
types being in the required universe relies on the fact that all of the inductive
types in a mutual inductive block are in the same arity. Considering inductive
types in Prop breaks this assumption: an inductive type I in Type; can be an
argument of a constructor of an inductive type J in Prop, and J can be an
argument of a constructor of an inductive type K in Typej. Notice, that this
does not impose the restriction ¢ < k as it would, had I been an argument of a
constructor of K. One other restriction of our system with respect to Coq is
the requirement that parameters of inductive types must be uniform, i.e., fixed
for the entire mutual inductive block. The only part of our construction that
needs this assumption is the proof that the interpretation of inductive types
are in the set-theoretic universe corresponding to their arity (Lemma B.3.8).
Future work on set-theoretic models of Coq includes constructing a set-theoretic
model that allows for inductive types with heterogeneous parameters. Finally,
we believe that the model of Barras (2012) for PCIC which he uses to prove
strong normalization can be adapted to support the extensions that pPCUIC
offers similarly to how we have adapted the model of Lee and Werner (2011).
Note that strong normalization is strictly stronger than (implies) consistency of
the type system that we have proven in this thesis.

Chapter 5 presented the development of unary and binary operationally-based
logical relations models for F ref,conc, respectively to prove type soundness
and to establish equivalence of programs. Operationally-based logical relations
have the benefit that they are modular, i.e., separate parts of the code can be
proven separately (possibly through different approaches) and proofs can be
composed. Furthermore, as a semantics-based approach they guarantee that the
abstraction barriers within programs are respected. Moreover, for programming
languages featuring advanced types, e.g., a combination of polymorphism
and dynamically allocated higher-order references, operationally-based logical
relations are much easier to develop and use compared to approaches based
on denotational semantics. The logical relations models that we presented in
this chapter and those that follow it are developed on top of the Iris program
logic. The benefits of developing these models in Iris are twofold. First and
most importantly the logic of Iris comes equipped with advanced reasoning
principles that allow a direct inductive encoding of our logical relations models.
That is, these features allow us reason about intricate details of the model,
e.g., step-indices, at a high level of abstraction. The second benefit of working
in Iris is the formalization of the Iris program logic on top of the Coq proof
assistant which we use as a Coq library to formalize our logical relations models
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and the results obtained from them in Coq. The development presented in
Chapter 5 is the first formalization of logical relations, in a proof assistant,
for a programming language with a type system as rich as the type system of

Fu,ref,conc-

The approach taken in Chapter 5, i.e., developing logical relations models
in the Iris program logic, is quite general and versatile. This methodology
can be applied to other programming languages and problems as we have
done in Chapters 6 and 7 of this very thesis. Future research in this area
includes applying this methodology to other programming language features
and problems. In particular, the study of compilers would benefit from this
methodology. Logical relations models can be used to prove correctness (Benton
and Hur, 2009) and security of compilers (Devriese, Patrignani, and Piessens,
2016).

In Chapter 6 we studied proper encapsulation of state by a Haskell-style ST
monad. We did this by studying equivalence of programs in the presence of the
ST monad in the programming language STLang. This was an open problem
for about two decades. Future research is required to show that monadic
encapsulation of state by the ST monad does indeed encapsulate state properly
in the presence of other programming language features, e.g., concurrency.
This is specially interesting as it is not immediately clear how one can extend
IC predicates that we have used for defining our logical relations model to
a language with concurrency. There is another important problem regarding
monadic encapsulation of state that deserves attention: “is STLang indeed pure?”
But to answer that question one needs to give a formal definition of purity
in the presence of state. These problems are important and quite interesting.
However, they require more exploratory research and it is not immediately clear
how to begin to attack these problems.

Chapter 7 studied a programming language Fggﬁgﬂ . Which is an extension of
F i, ref,conc With first-class continuations. There we presented unary and binary
logical relations models for this programming language. We used these logical
relations models to prove type safety and to prove equivalence of programs.
Continuations allow programs to be suspended and later resumed. As a result
programs cannot be verified in isolation as the context under which they are
running can be captured into a continuation. Technically, in Iris this means that
weakest precondition proposition predicates that we use for program verification
are not contert-local anymore. Hence, we presented so called context-local
weakest preconditions. This variant of weakest precondition predicates not
only guarantee the safety of the program but it also requires the program to
behave (according to the operational semantics) as though it does not involve
continuations. Hence, context-local weakest preconditions can be used to verify
parts of programs that do not involve continuations in a disruptive way. We used
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context-local weakest preconditions together with our binary logical relations
model to establish equivalence of two web server implementations where one
uses continuations to store the state of its communication with the client and
the other stores the state directly.

Arguably one of the most important use cases of continuations in programming
languages is to mimic concurrency. There are many libraries for different
programming languages that provide this functionality, usually referred to as
green threads or light-weight threads. Creation and using of green threads is much
more efficient compared to genuine threads provided by the operating system;
hence the name. For this reason they are quite useful and are in fact often used
in conjunction with real concurrency to run multiple green threads at once. The
development presented in Chapter 7 provides a suitable platform for proving
correctness of green threads and more interestingly to show that programs using
green threads are equivalent to programs using actual concurrency and that
hence programmers can switch between the two paradigms or a combination
thereof without any change to the overall behavior of programs.






Appendix A

The formal definition of pCIC

Notations for different equalities and the like:

asb a is defined as b
= equality of mathematical objects, e.g., sets, sequences, etc.
t=+¢ Syntactically identical terms

Judgemental equality, i.e., t and ' are judgementally equal

~ 1 .
Tht=t:4 terms of type A under context I'

A.1 Syntax of pCIC

In this section we present the predicative calculus of inductive constructions
(PCIC). The terms and contexts of the language PCIC is as follows:

T,Y,2,. .. (Variables)
s := Prop, Typeo, Typei, . .. (Sorts)
t,u,...,
M,N,...,
AB,...:=x|s|Hz: A B|x:At] (Terms)

letz:=¢: Ainu | M N |

D.x |
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Elim(t;D.di; W; Qays - - Qa,) {fers oy fe,

D:=lInd, {A;:=Ac} (Inductive blocks)
A=Az A (Declarations)
o= |Tz: A |[T,ea:=t:A|T',D (Contexts)

Note that although by abuse of notation we write z: A€ T, z:=t: A€T or
r: A€ A, contexts and declarations are not sets. In particular, the order in
declarations is important, this is even the case for declarations where there can
be no dependence among the elements. We write A(x) to refer to A whenever
x:A€A.

Here, Ind,, {A; := A¢} is a block of mutual inductive definitions where n is
the number of parameters, the declarations in A; are the inductive types of
the block and declarations in Ag are constructors of the block. The term
Ind,, {A; := A¢} .« is an inductive definition whenever € Ay and a construc-
tor whenever z € A¢. The term Elim(¢t; D.dy; @5 Qay s -+ -, Qa,) {fers -5 fer, }
is the elimination of ¢ (a term of the inductive type D.d applied to parameters
1), Qg,’s are the motives of elimination, i.e., the result of the elimination will
have type Qq, ¥ @ t whenever the term being eliminated, ¢, has type D.dy ¥ @.
The term f., in the eliminator above is a case-eliminator corresponding to the
case where t is constructed using constructor D.c;.

We write len(s), len(p), dom(f), dom(A) and dom(T") respectively for the length
of a sequence s, length of a tuple p, the domain of a partial map f, domain of
a declaration A or domain of a context I'. Notice crucially that the inductive
types and constructors of an inductive block are not part of the domain of the
context that they appear in. We write nil for the empty sequence. We write
Inds(T") for the sequence of inductive types in the context I'. We write tuples
as (ay;ag;...;an).

Definition A.1.1 (Free variables).

Free variables of terms

FV(Prop) 20
FV(Type;) 20
FV(z) 2 {z}
FV(\y: A.ou) 2 FV(A) U(FV()\ {y})

FV(lety :=u: Ainv) 2 FV(A)U FV(u) U(FV(v)\ {y})
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FV(uv) = FV(u)UFV(v)
FV(D.z) £ FV(D)
FV(Elim(u; D.di; T Q) {7}) £ FV(u) U FV(D)U FV(T)U

FV(@)U FV(])
Free variables of inductive blocks
FV(Ind, {A; := Ac}) £ FV(A)UFV(Ag)
Free variables of sequences of terms
FV(nil) £ nil

FV(v,7) 2 FV(v)UFV(7)

Free variables of declarations
FV()£0

FV(y:A,A)2 FV(A)UFV(A)

We define simultaneous substitution for terms as follows:

Definition A.1.2 (Simultaneous substitution). We assume that @ is a sequence
of distinct variables. In this definition for the sake of simplicity we use y for all
bound variables.

Substitution for terms
Prop[t /2] £ Prop
Typei[ /2] £ Type;
AT)Z) 2t ifwy =2
2T/T) 2 2 ifViiai # 2
Oy : Aw)|t/Z) 2 y: A[T)B)u[T) 7]

—

(lety :=u: Ainv)[t/Z] Llety :=u[L/T

=
-
~
B
=
=
=+
~
&\

(u o)[T/Z) 2 u[f/Z) [T/ 7]
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Ind, {A; = Ac} 2[T/Z]) 2 Ind, {A[T)Z] = Ac[T/Z]} .2

—

Elim(u; D.ds; T Q) { f}[?/?a’] 2 Elim(u[T/7);D.di[ T/ Z); T

Substitution for inductive blocks
Ind, {Ar := Ac}[T/Z] 2 Ind, {A[[T/Z) := Ac[T/Z]}
Substitution for sequences

nil[

7

y: AA[T/T] 2y AT/T), AT/ T
Substitution for context
[Zme.
y: AT/ 2y AT /7], T /2]

— — —
where 2’ = 2 and t' = t if y does not appear in T and is as follows whenever

Ty =Y.

=
T =Ty Lj—1yLit1y--+,Ln
"
U =to,.. . ti—1,tit1,- 50

A.2 Basic constructions

Figure A.1 shows typing rules for the basic constructions, i.e., well-formedness
of contexts (WF(T")), sorts, let bindings, dependent products (also referred to
as dependent functions), lambda abstractions and applications. It also contains
the rules for the judgemental equality for these constructions. In this figure,
the relation Ry indicates the sort that a (dependent) product type belongs to.
The sort Prop is impredicative and therefore any product type with codomain
in Prop also belongs to Prop.



BASIC CONSTRUCTIONS

101
WF-CTX-HYP WF-CTX-DEF
WF-CTX-EMPTY 'FA:s  x¢&dom(T) 'kt:A =z ¢&dom(I)
WF(-) WF([,x: A) WEF([, (x:=t: A))
Prop HIERARCHY LET
WF(T) WUF(T) 1<y (z:=t:A)kru:B
' Prop : Type; I' - Type; : Type; Ckletz:=t: Ainu: B[t/z]
VAR
WF(T) x:Ael or (x:=t:A)el

T'kxz: A

LET-EQ

FrFA~A:s FFt~t': A M(z=t:A)Fu~u:B

IF'kletr:=t: Ainu~letz :=t: A'inu : B[t/1]

ProbD
'EA:s Ix:AF B:ss
I'tTlz: A B : s;3

Rs(s1,52,53)

PROD-EQ
THFA~A 5, Iz: A+ B~ B : s

Rs(s1,52,53)
Iz : A B~Ilz: A" . B : s

LAM

Aprp
I'z:AFM:B I'-Ilxz:A.B:s I'-M:Ilz: A B 'EN:A
T'FXe:AM:IIx: A.B

' M N : B[N/z]

LAM-EQ

'FA~A 5 Nz:AFrM~M':B F'FIIz: A.B: sy

F'FX:AM~XM:A .M :Tlx: A.B

APP-EQ
'-M~M :Tz:A B 'FN~N':A
FI—MN:M'N’:B[N/QC]

PREDICATIVITY

PREDICATIVITY’
Rs(Typei, Type;, TyPemax{i,j})

IMPREDICATIVITY
Rs(Prop, Type;, Type;)  Rs(s,Prop,Prop)

Figure A.1: Basic construction
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A.3 Inductive types and their eliminators

We consider blocks of predicative (not in Prop) mutual inductive types. Most
inductive types in Prop can be encoded using their Church encoding. The
typing rules for inductive types, their constructors and eliminators are depicted
in Figure A.2.

Well-formedness of inductive types The first rule in this figure is the well-
formedness of inductive types. It states that in order to have that the context
I' is well-formed after adding the mutual inductive block Ind, {A; := A¢},
ie., WF(T,Ind,, {A; := A¢}), all inductive types in the block as well as all
constructors need to be well-typed terms. In addition, we must have that the
well-formedness side condition Z, (', A;, A¢) holds. The well-formedness side
condition Z,,(T", A7, A¢) holds whenever:

e All variables in A; and A¢ are distinct.

o The first n arguments of all inductive types and constructors in the block
are the parameters. In other words, there is a sequence of terms | P such
that len(P) =n and for all z : T € A, Ac we have T = IIp : B.U for
some U.

o Parameters are parametrlc In other words, for all ¢: T € Ag we have
T =11y . P.II7Z : B.d P v. That is, every constructor constructs
a term of some inductive type in the block where values applied for
parameter arguments of the inductive type are parameter arguments of
the constructor. Parameters must be fixed in the whole inductive block.
That is, we do not support heterogeneous parameters where an inductive
type of the block can be an argument of a constructor with different
parameters than the inductive family being defined.

o Every inductive type is just a type (an element of a universe) that depends
on a number of arguments beginning with parameters. The non-parameter
arguments are called the arity of the mductlve type. In other Words for
all d € dom(Ay) we have Af(d) = . P.10n} : M. Ay where M are
called the indices of the inductive type and Ag is a sort called the arity of
the inductive type d. We require that A; # Prop.

o Every constructor is a constructs terms of an inductive type in the block.
In other words, for all ¢ € dom(A¢) we have ¢ € Constrs(Ac¢,d) for
some d € A where Constrs(A¢, d) is the set of constructors in A¢ that
construct terms of the inductive type d.

Constrs(Ac,d) = {c € dom(A¢) | Ac(e) =107 : PO7:0.d 1_[}
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IND-WF
In(FaAhAC)

(A=TIp: P.IIm : M. Ay I'FA:sgforall (d: A) € Ay)
(T=Tp: P.T

L ALp: PET : Ay forall (c: T) € Ac if ¢ € Constrs(Ac, d))
WE(T, Ind, {A; = Ac))

IND-TYPE
WJ_'.(F) D =Ind,, {A] = Ac} el d; € dom(AI)

'+ 'D.di : A[(dl)

IND-CONSTR
WF() D=lInd, {A;:=Ac} el ¢ € dom(A¢)

TFD.c: Acle)[Ar.d/d]

IND-ELIM
WF(T) D=Ind,{A; :=Ac} €T
dom(Aj) = {ds,...,d;} dom(A¢) ={c1,...,cr}
Tk Qq, : 7 : A.(d; ) — s’ where
Ap(d)=T7: A.sforall 1 <i<l)
I'tt:Ddy @m len(W)=n
't fe, : §§(ci,AC(Ci)) forall1 <i<Ul

'+ EIim(t;D.dk;U;le,...,le) {fCU""fCl/} : Qdk 0 mt
IND-ELIM-EQ
WF(T) D=lInd, {A;:=Ac} el
dOHl(A[) = {dl, .. dl} dOIIl(Ac) = {Cl, . Cl/}
CFQ4 ~Qy, : Hp P. Hx A. (d; x)—>s where
Ay(d;) =17 : P.OZ: A sforalll<2<l)
Iht~t'":Ddy T len(T)=n I+-@~d:P
U b foo fl €5 (ci, Ac(e)) forall 1 <i <1’
'+ Ellm(til))dk, 1.[ le,. . .,Qd,) {f617' . .7fcl,} ~
Elim(t';p.dk;u’;le,...,le){fcl,... } Q. T

!

Figure A.2: Inductive types and eliminators
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e All inductive types in the block appear only strictly positively in
constructors. In other words, for all ¢ € dom(Ac), Posgom(a,)(Ac(c))
where Posg(t) is determined by the following rules:

u does not appear in Aor T foralluc§ BeS
Pos,(IIZ : A.B 7)

u does not appear in T forallue S BeS
Posg(B 1)

Posk(A)  Posg(B)
Posg(A — B)

u does not appear in Aforallue s Posg(B)
Posg (TI7 : A B)

Inductive types and constructors Rules IND-TYPE and IND-CONSTR indicate,
respectively, the type of inductive types and constructs in a block of mutually
inductive types. The type of an inductive type of a block is exactly the same as
declared in the block. The type of constructors of a block is determined by the
type declared in the block except that inductive types in block are replaced by
their proper (global) names.

Example A.3.1. The following is the definition natural numbers inPCIC.

N 2 Indg{nat : Typeg := zero : nat, succ : nat — nat}
nat £ N .nat
zero = N .zero

A
succ = N .succ

Example A.3.2. The following is the definition of universe polymorphic lists
(for level i) in PCIC.

L; 2 Ind,{list : TIA : Type;. Type; := nil : TLA : Type;. list A,
cons : IIA : Type;. A — list A — list A}

le £ El’ﬂll
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A
cons; = L;.cons

Example A.3.3. Definition of a finitely branching tree as a mutual inductive
block in PCIC.

Indg{ FTree : Typeg, Forest : Typeg :=
leaf : FTree, node : Forset — FTree,

Fnil : Forest, Fcons : FTree — Forest — Forest}

Eliminators The term Elim(t;D.dg; W; Qay,s- -, Qa,) {fc1 sones fey } is the
elimination of the term ¢ (which is of type dj (in some inductive block D)
applied to parameters U) where the result of elimination of inductive types
in the block, i.e., motives of eliminations, is given by @) and ? are functions
for elimination of terms constructed using particular constructors. The term,
above, has type Qq, @ m t if t has type di, ¥ m.

Each case-eliminator f., is the recipe for generating a term of the appropriate
type (according to the corresponding motive) out of arguments of the constructor
¢; under the assumption that all (mutually) recursive arguments are already
appropriately eliminated. This is perhaps best seen in the rule IoTa below which
describes the judgemental equality corresponding to the (intended) operational
behavior of eliminators.

The function £g (ciy, Ac(c;)) ascribes a type to the case-eliminator f., in the

manner explained above. That is, {g (ci; Ac(c;)) is a function type that
given arguments of the constructor ¢; (and their eliminated version if they
are (mutually) recursive arguments) produces a term of the appropriate type
according to the motives. It is formally defined as follows by recursion on
derivation of Posgom(a,)(Ac(c:)):

If P =M% : A.d; i and we have Pos)  (P) and Posgoma, (B)
fg(t,P—> B)2TIp: P.(II7 : Z.Qdi m (p 7)) —>§g(tp,B)
Otherwise,
§g(t,1‘[a: :A.B) =z : A.fg(t z, B)

Otherwise, if d € dom(Aj)
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Example A.3.4. The following is the definition of the recursive function
corresponding to the principle of mathematical induction on natural numbers in

pCIC.
nat_ind £ \P : nat — Prop. Ao : P zero. stp : Ilz : nat. P  — P (succ x).
An : nat. Elim(n; nat; nil; P) {o, stp}
The term nat__ind above has the type
IIP : nat — Prop. (P Z) — (Ilz : nat. P x — P (S z)) — n : nat. P n

Example A.3.5. The following is the definition the recursive function to add
two natural numbers in PCIC.

add & \n : nat. \m : nat.
Elim(n; nat; nil; A__: nat. nat) {m, \__: nat. \y : nat. succ y}

Example A.3.6. The following is the definition the polymorphic and universe
polymorphic recursive function to compute the length of a list in PCIC.

length = \A : Type;. M : list; A.Elim(l; list; A; \__: list;. nat)

{A\B : Type;. zero, \B : Type;. \x : B. \y : list; B. Az : nat. succ z}

A.4 Judgemental equality

The main typing rules for judgemental equality, except for those related to
cumulativity, are presented in Figure A.3.

The rules EQ-REF, EQ-sym and EQ-TRANS make the judgemental equality an
equivalence relation. The rule BETA corresponds to the operational rule for
B-reduction in lambda calculus. The rules DeELTA and ZETA correspond to the
operation of expansion of global definitions (defined in the context) and let-
bindings, respectively. The rule ETa corresponds to n-expansion for (dependent)
functions.

The rule IoTa corresponds to the operation of reduction of recursive functions
and case analysis (in systems featuring these, e.g., Coq itself) and that of
eliminators as in our case. Notice that this rule only applies if the term on

which elimination is being performed is a constructor applied to some terms'.

IThis restriction is indeed necessary in Coq so as to guarantee strong normalization.
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EQ-REF EQ-sym EQ-TRANS
Nt: A 'ttt A F'Ht~t A F'Ht~t': A
F'Ft~t: A Tt ~t: A THi~t": A
BETA

'x:AFM:B I''z:AFB:s 'EN:A
Pk (Ax:A M) N~ M[N/z]: B[N/x]

DELTA ETa
WF(T) x:=t:Ael F+t¢t:Mz: A B
I'Fox~t: A T'Ft~Xx:Atx:IIx: A B
ZETA

'kt A I'z:=t:Atu:B
Ik (letx:=t: Ainu) ~ ult/z] : Blt/x]

ToTa
WFI) D=Ind,{A;:=Ac}el’ TFD <D
dom(AI):{dl,...,dl} _)dOm(Ac):{Cl,...,Cl/}
(T Qq, : TI7 : A.(d; ) — s’ where
Ar(d;))=T7 : A.sforall 1 <i<l)
I'-D'¢; @:Ddy @ m len(@) =n 1<i<l
T F fo, : €2(D.ciy, Ac(ey)) forall 1 <i <1/
T+ Elim@Lcj @;Ddi; U3 Qays -, Quy) {fcl,...,fcl,} ~
ug;f(fcj; a3 Ac(¢j)) : Qa, U m (D'e; @)

Figure A.3: The main judgemental equality rules

This rule specifies that, as expected, the eliminator, applied to a term that
is constructed out of a constructor (of the corresponding type or any of its
sub-types, see Remark A.4.1 below) applied to some terms, is equivalent to
the corresponding case-eliminator applied arguments of the constructor, after
(mutually) recursive arguments are appropriately eliminated. This is exactly
what the recursor ,ug 2 does, applying arguments of the constructor to the
corresponding case-eliminator after eliminating (mutually) recursive arguments
as necessary. Recursors are defined as follows by recursion on the derivation of

Posdom(a ) (Ac(ci)):
If P=T7 : A.d; i and we have Pos), » (P) and Posgoma, (B)

i (t:b, @ P = B) £ ugt!
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(t b (/\E) A Elim(b 7;D.d;; 6) {7}) 1a; B)

Otherwise,

— —

pg (0, @ T - A.B) 2 4 (¢ b; T B)
Otherwise, if d € dom(Ay)
pS (il d W) 2 ¢t

Remark A.4.1 (Iota and subtyping of cumulativity for inductive tpyes). We,
in addition, stipulate here that the eliminators can eliminate terms constructed
using the corresponding constructor of any inductive type that is a sub-type
of the inductive type for which the elimination is specified. Note that in the
Coq implementation of cumulativity for inductive types, cumulativity is only
considered for different instances of the same inductive type at different universe
levels. That is, only for two instances of the same universe polymorphic inductive
type. In those settings, the inductive types being sup-types of one another are
instance of the same inductive types and the eliminators, and in general the
operational semantics, simply ignore the universes in terms. Here, we have to
consider this side condition to achieve a similar result.

A.5 Conversion/Cumulativity

Figures A.4 shows the conversion/cumulativity rules of pCIC.

The core of these rules is the rule Cum. It states that whenever a term ¢ has
type A and the conversion/cumulativity relation A < B holds, then ¢ also
has type B. The rule EqQ-CuM says that two judgementally equal (convertible)
types M and M’ are in conversion/cumulativity relation M < M’. The rules
Propr-IN-TYPE and CuM-TYPE specify the order on the hierarchy of sorts. The
rule Cum-Prob states the conditions for conversion/cumulativity between two
(dependent) function types. Note in this rule that functions are not contravariant
in their domain type. This is also the case in Coq. This condition is crucial
for the construction of our set-theoretic model as set-theoretic functions (i.e.,
functional relations) are not contravariant.



CONVERSION/CUMULATIVITY

CuM-TYPE CUM-TRANS
PROP-IN-TYPE 1< J '-M=<N '-N=<0
I' - Prop =< Type; I' - Type; =< Type; r-M=<0
CUM-WEAKEN
I'FM<N T'O:s x & dom(T)
I'e:OFM=<N
CuM-PrOD CuM-EQ-L
I'A, ~Bj:s I'z: A F Ay < By I'FM~N:s '-N=<0O
F"H.’L’ZAl.AQjH.’L‘ZBl.BQ Fl_MjO
CuM-EQ-R CuMm
I'FM<N I'FN~O:s 't A I'-A<B
'-M=<0 I't:B
CUM-EQ EqQ-Cum
Fkt~t A I'-A<B 'F-M~M:s
'~t~t:B '-M=<M

Figure A.4: Cumulativity
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Appendix B

The set theoretic model of
pCulC

B.1 Set-theoretic background

In this section we shortly explain the set-theoretic axioms and constructions
that form the basis of our model. We assume that the reader is familiar with
the ZFC set theory. This is very similar to the theory that Lee and Werner
(2011) use as the basis for their model. In particular, we use Zermelo-Fraenkel
set theory with the axiom of choice (ZFC) together with an axiom that there
is a countably infinite strictly increasing hierarchy of uncountable strongly
inaccessible cardinals. In particular, we assume that we have a hierarchy of
strongly inaccessible cardinals kg, k1, k2, ... where kg > w.

B.1.1 Von Neumann cumulative hierarchy and models of ZFC

The von Neumann cumulative hierarchy is a sequence of sets (indexed by ordinal
numbers) that is cumulative. That is, each set in the hierarchy is a subset of
the all sets after it. These sets are also referred to as von Neumann universes.
This hierarchy is defined as follows for ordinal number a:

Vo2 | JP(Vs)
BEa

It is well-known (Drake, 1974) that whenever « is a strongly inaccessible cardinal
number of a cardinality strictly greater than w, as is the case for kg, k2, ..., Va

201



202 THE SET THEORETIC MODEL OF PCUIC

is a model for ZFC. The von Neumann universe V,, satisfies all axioms of ZFC
except for the axiom of infinity. This is due to the fact that all sets in V,, are
finite. This is why we have assumed that our hierarchy of strngly inaccessible
cardinals starts at one strictly greater than w. In particular, if A and B are
two sets in V,, then B4 € V,, where B4 is the set of all functions from B to
A. This allows us to use von Neumann universes to model the predicative
PCUIC universes. For more details about strongly inaccessible cardinals and
von Neumann universes refer to Drake (1974).

B.2 Rule sets and fixpoints: inductive construc-
tions in set theory

Following Lee and Werner (2011), who follow Dybjer (1991) and Aczel (1999),
we use inductive definitions (in set theory) constructed through rule sets to
model inductive types. Here, we give a very short account of rule sets for
inductive definitions. For further details refer to Aczel (1977).

A pair (4,a) is a rule based on a set U where A C U is the set of premises
and a € U is the conclusion. We usually write % for a rule (A4,a). A rule set
based on U is a set ® of rules based on U. We say a set X C U is ®-closed,
closedg(X) for a U based rule set ® if we have:

A
closeds(X) EV—€®. ACX =a€ X
a

The operator Og corresponding to a rule set ® is the operation of collecting all
conclusions for a set whose premises are available in that set. That is,

Oa(X) 2 {a

AGCID/\AQX}
a

Hence, a set X is ®-closed if Og(X) C X. Notice that Og is a monotone
function on P (U) which is a complete lattice. Therefore, for any U based rule
set @, the operator Og has a least fixpoint, Z(®) C U:

Z(®) £ ({X C Ulcloseds(X)}

We define by transfinite recursion a sequence, indexed by ordinal numbers Og
for an ordinal number a:

05 2 | (05 u0s(01))

BEa

Obviously, for 5 < a we have (’)g C 0g.
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Theorem B.2.1 (Aczel (1977)). For any rule set ® there exists an ordinal
number ClOrd(®) called the closing ordinal of ® such that it is the smallest

ordinal number for which we have Z(®) = Oglom(@) is the least fixpoint of Og.
In other words, Oglom@)ﬂ = O@(Oglom(@)) — Oglom(@)'

Lemma B.2.2 (Aczel (1977)). Let ® be a rule set based on some set U and j
a regular cardinal such that for every rule % € ® we have that |A| < (8 then

ClOrd(®) < B

In other words, Og is the least fixpoint of Ogp.

B.2.1 Fixpoints of large functions

A set theoretic constructions is called large with respect to a set theoretic (von
Neumann) universe if it does not belong to that universe. As we shall see, the
functions that we will consider for interpreting of inductive types (operators of
certain rule sets) are indeed large. That is, they map subsets of the universe to
subsets of the universe. As a result, the fixpoint of these functions might not
have a fixpoint within the universe in question as the universe with the subset
relation on it is not a complete lattice. The following lemmas show that under
certain conditions, the fixpoint of the function induced by rule sets does exist in
the desired universe. We will use this lemma to show that the interpretations
of inductive types do indeed fall in the universe that they are supposed to.

Lemma B.2.3. Let ® be a rule set based on the set-theoretic universe V and
a €V be a cardinal number such that for all % € ¢ we have |A| < a. Then,

ClOrd(®) € V

Proof. By Lemma B.2.2, it suffices to show that there is a regular cardinal
B €V such that |A| < S for any g € ®. Take 5 to be N, 1. By the fact that
V is a model of ZFC we know that X1 € V. By the fact that a < Ny41 we
know that |A| < R for any 2 € ®. It is well known that under axioms of
ZFC (this crucially uses axiom of choice) N,11 is a regular cardinal for any
ordinal number a — see Drake (1974) for a proof. This concludes our proof. O

Lemma B.2.4. Let ® be a rule set based on the set-theoretic universe V and
a €V be a cardinal number such that for all % € & we have |A| < a. Then,

Z(®) eV
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Proof. By Lemma B.2.2 we know that Z(®) = Oglord(q)). We know that

Oglord(q)) €V as it is constructed by transfinite recursion up to ClOrd(®) and

that we crucially know that ClOrd(®) € V by Lemma B.2.3. More precisely,
this can be shown using transfinite induction up to ClOrd(®) showing that
every stage belongs to V. Notice that it is crucial for an ordinal to belong to
the universe in order for transfinite induction to be valid. O

B.2.2 The use of the axiom of choice

The only place in this work that we make use of axiom of choice is in the proof
of Lemma B.2.3. We use this axiom to show the following statement which we
could have alternatively taken as a (possibly) weaker axiom.

In any von Neumann universe V for any cardinal number « there is
a regular cardinal 8 such that a < .

Note that his statement is independent of ZF and certain axiom, e.g., the axiom
of choice as we have taken here, needs to be postulated. This is due to the
well-known fact proven by Gitik (1980) that under the assumption of existence
of strongly compact cardinals, any uncountable cardinal is singular!

B.2.3 Modeling the impredicative sort Prop: trace encoding

One of the challenges in constructing a model for a system like PCUIC is
treatment of an impredicative proof-irrelevant sort Prop. This can be done
by simply modeling Prop as the set {0, {#}} where provable propositions are
modeled as {0} and non-provable propositions as (). This however, will only
work where we don’t have the cumulativity relation between Prop and Type;. In
presence of such cumulativity relations, such a naive treatment of Prop breaks
interpretation of the (dependent) function spaces as sets of functions. The
following example should make the issue plain.

Example B.2.5 (Werner (1997)). Let’s consider the interpretation of the term
I = \(P : Typeg). P — P. In this case, the semantics of [I True] will be
{0} or {@}{w} depending on whether True : Prop or True: Typeq is considered,
respectively. And hence we should have {0} = {@}{w}
though the two sets are isomorphic (bijective).

which is not the case, even

In order to circumvent this issue, we follow Lee and Werner (2011), who in
turn follow Aczel (1999), in using the method known as trace encoding for
representation of functions.
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Definition B.2.6 (Trace encoding). The following two functions, Lam and
App, are used for trace encoding and application of trace encoded functions
respectively.

Lam(f) 2 |J («}xy)

(zy)ef

App(f,z) £ {yl(z,y) € f}

Lemma B.2.7. Let f: X — Y be a set theoretic function then for any x € X
we have

App(Lam(f),z) = f(z)

Note that using the trace encoding technique the problem mentioned in
Example B.2.5 is not present anymore. That is, we have:

{Lam(n)|7 & 0"} = (0}

Lemma B.2.8 (Aczel (1999)). Let A be a set and assume the set B(xz) C 1 for
r €A

1. {Lam(f)|f eIz € A.B(x)} C 1
2. {Lam(f)|f €elz € A. B(z)} =1 iff va € A. B(z) =1

B.3 The set-theoretic model of pCulC and its
soundness

We construct a model for PCUIC by interpreting predicative universes using von
Neumann universes and Prop as {0,1} = {0, {0}}. We use the trace encoding
technique presented earlier for (dependent) function types. We will construct
the interpretation of inductive types and their eliminators using rule sets for
inductive definitions in set theory. We shall first define a size function on
terms, typing contexts, and pairs of a context and a term which we write as
size(I' - t). We will then define the interpretation of typing contexts and terms
(in appropriate context) by well-founded recursion on their size.

Definition B.3.1. We define a function called size on terms, contexts,
declarations and pairs consisting of a context and a term (which we write
as size(T' F t)) mutually recursively as follows:
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Size for typing contexts and declarations
size(:) = 1/2
size(I',x : A) £ size(T) + size(A)
size(T,x :=t : A) £ size(T) + size(t) + size(A)
size(T',Ind,, {A1 := Ac}) 2 size(T) + size(Ind,, {Af := Ac))
Size for term
size(Prop) £ 1
size(Type;) = 1
size(x) = 1
size(Tlz : A. B) £ size(A) + size(B) + 1
size(Ax : A.t) = size(A) + size(t) + 1
size(t u) 2 size(t) + size(u) + 1
size(letz :=t : Ainu) = size(t) + size(u) + size(A) + 1

size(D.z) = size(D)

size(Elim(t; D.d;; u; 6) {7}) 2 size(t) + size(D) + Z size(u;)

Z size(Q;) + Z size(f;) +1

i
Size for pairs consisting of a context and a term

size(Ind, {A1 := Ac}) = Z size(Ar(d))+
dedom(Ar)

Z size(Ac(c)) +1

cedom(A¢)
Size for judgements

size(I' - 1) 2 size(T) + size(t) — 1/
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size(T'F Ind,, {A] := Ac}) £ size(T) + size(Ind, {A; := Ag}) — 12

In the definition above, which is similar to that by Lee and Werner (2011) and
Miquel and Werner (2003), the £1/2 is add to make sure size(I' - t) < size(T', x :
t) and that size(I") < size(T' F ¢t).

Definition B.3.2 (The model). We define the interpretations for contexts and
terms by well-founded recursion on their sizes.

Interpretation of contexts
[1= {nil}
[T,z: A] 2 {'y,a”y €CIAICF AL Aac [T A]]V}

yELIATEALIAILEE LA }

[D,z:=t:A] 2 {%a aZ[[F}_t]]VG[[F'_A]]v

[T, Ind,, {A; := Ac}] £ [T] if [T+ Ind, {A] := Ac}] 4 for ally € [I]

Above, we assume that x ¢ dom(T), otherwise, both [T,z : A] and [T,z :=t: A]
are undefined.

Interpretation of terms

[+ Prop],

(>

{0,{0}}
[T+ Types],, £ Vs,
HF'_:EHT{ éalen(f‘l)—l sz‘:Fl,m : A,FQ and

x ¢ dom(I'1) Udom(T'2) and I = len(Inds(T'1))

(1>

[T+ e : A. B, {Lam(f)‘f Hac[THA]. [Ta:AF B]]%a}

[I>

[DF Az A.f], 2 Lam ({(a, [D,e: Akt Dae[TH A]]7}>
[T+t u]]7 2 App([T + t]]v,[[l" - u]],y)

[['Fletz:=t: Ainu], £ [z:=t:AF uﬂ%[[rm]]w

Interpretation of inductive types, constructors and eliminators is defined below
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B.3.1 Modeling inductive types

We define the interpretation for inductive blocks by constructing a rule set
which will interpret the whole inductive block. We will define interpretation of
individual inductive types and constructors of the block based on the fixpoint
of this rule set.

Remark B.3.3. In the reset of this chapter, we assume for the construction of
the model for inductive types, constructors and eliminators, that the parameters
can be heterogeneous. The only lemma that we cannot prove for heterogeneous
parameters is Lemma B.3.8 below. This is the reason why in our system we
have assumed that parameters are uniform, i.e, they are fized for the whole block.
Proving an analogue of Lemma B.3.8 for inductive types with heterogeneous
parameters is one of the future works of our work.

Definition B.3.4 (Interpretation of inductive types). Let us assume that
D =Ind, {A; := Ac} is an arbitrary but fixed inductive block such that A; =

: Ao, . ';fil Ay and Ac = co : Ty, ...cp :_)Tl/. Here, we assume A; = IIP :
P IIZ : B;.s for some sequence of types B and some sort s. Furthermore,
P are parameters of the inductive block. The type of constructors are of the
followmg form: T = IIp : P.I7 Vk di, D tk for some tk. Notice that
Vk is a sequence itself. That is, it is of the form Vk = Vi1,V |en(V—K>).

That is, each constructor cy, takes a number of arguments, first parameters P
and then some more Vk The strict positivity condition implies that for any
non-parameter argument Vi, ; of a constructor cy, either d € dom(Ay) does not
appear in Vi ; or we have Vi ; = II7 : I/ITk: dr.., ¢ T where len(7) = len(7).
That is, each argument of a constructor where an inductive type (of the same
block) appears, is a (dependent) function with codomain being that inductive
type. In this case, no inductive type of the block appears the domain(s) of the
function, VT/;: Notice that the codomain of the function is an inductive type in
the block but not necessarily of the same family as the one being defined — the
parameters applied are q instead of p! We write rec(Vy.;) if some inductive of
the block appears in Vi, ; in which case it will be of the form just described.

[T +D], =Z(2} p)

U U

d;€dom(Ar) ¢, €Constrs(d;)

s rkﬁﬂ
\deuck a 6|:|: —’Z’—) .
P, e Fn’e[[F,ﬁ:P,d’:?l—Vk’]] .
)

>

~
(I)I‘,D
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— —
Where, d' is the sequence of df ; s occurring within V)| below and s; = Agq, is

the arity of the inductive type d;, be [[1", D Pr E’]] and,

—
v a

Vdyocr, = <i;3; HF,?:F,J:?,Y:V{,F[@] = ;<k;ﬁ>>
v, @,

Lk,j

>
—
=l
3
=
G

. !
. ,xjfl . Vk,jfl

—
€

(1>

7.

For Wy, we assume that Vi, j = 11y : Wy j.dy, . @

The types Vk’J are defined based on Vi ; as follows:
IO : Wi dy, - if rec(Vi;) and
Vk/,j é Vk,i = H? : Wk7i- d]k,]. a)

Vi, otherwise

[

We define the interpretation of the inductive types in the block as follows:
[T - D.d;]., 2 Lam(fs,)

Ja.(@,T) 2 { )| (i3 @ T3 (ki) € [0+ D, }
for @, T e [[F F ﬁ,EH
2l
We define the interpretation of the constructors in the block as follows:

[T+ D.ci], 2 Lam(ge,)

G (@, 70) 2 (ki) for T, € [[r - P, V,;]]

Y
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Let us first discuss the intuitive construction of Definition B.3.4 above. In
this definition the most important part is the interpretation of the inductive
block. We have defined this as the fixpoint of the rule sets corresponding to
constructors of the inductive type. This rule set basically spells out the following.
Take, some set d'Ik.j in the universe as a candidate for the interpretation of 5

occurrence of inductive type dy, ; in the k" constructor. This candidate, d’Ik >

is taken to be a candidate element of the inductive type dy, ; in case I/ITk: = nil,
i.e., intuitively, if the recursive occurrence embeds an element of dy, ; in the
type being constructed. On the other hand, if the recursive occurrence of dy, .
is, intuitively, embedding a function with codomain dy, ; into the type being
constructed then d}_is to be understood as the codomaln of the function being
embedded by the constructor In each of these two cases, we need to make
sure the candidate element and or function is correctly chosen, i.e., we need
to make sure that the element or the range of the function chosen is indeed in
the interpretation of the inductive type. This is where the rule sets come to
play, so to speak. The premise set W) makes sure that all candidate recursive
occurrences are indeed correctly chosen. This is done by basically making sure
that for any of the arguments of the function being embedded (here an element
is treated as a function with no arguments!) the result of applying the candidate
function to the arguments is indeed in the interpretation of the corresponding
inductive type. Do notice that App(a nil) = a.

Example B.3.5 (Rule set for construction of natural numbers).

P = {<0; nil; niql); (0; ni|>>} N {m’a © VF“O}

Example B.3.6 (Rule set for construction of lists).

L 0 {(0; 4; nil, b)}
Prp, = { (0; A; nil; (0; nil)) } - { (0; A;nil; (15 a, b))

Lemma B.3.7. Values for arguments of arities are uniquely determined by
the values for arguments each constructor (including values for parameters) in
and in particular in [I' = D[ . That is, if

bEVfio/\aE[[F}—Aﬂ,y}

(03
*rp
(i3 @5 £ (ks i) <2 a;t'; <k;ﬂ7>> € Os:

then, T = t'. Analogously for [[' = D], we have that if

—

(i3 @5 T; (ks b)) <l a;t’; <k;m>> € ['+D],
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Proof. This immediately follows from the fact that for any two rules

X X’
(i €5 (kymt)) <z Tt <k,m>>
in 7., we have T=t. O

We shall show that the interpretation of the inductive types in a block are each
in the universe corresponding to their arity. Notice that whenever two inductive
types appear in one another the syntactic criteria for typing enforce that they
are both have the same arity.! Therefore, we assume without loss of generality
that all inductive types in the block have the same arity. In case it is not the
case, it must be that there are some inductive types in the block that are not
necessarily mutually inductive with the rest of the block. Hence, those inductive
types (and their interpretations) can be considered prior to considering the
block as a whole. Therefore, in the following theorem, we assume, without loss
of generality that the all of the inductive types of a block are of the same arity.

Lemma B.3.8. Let D = Ind,, {A; := A} be a block of inductive types with
uniform parameters such that all inductive types of arity Type;. Furthermore,
let us assume that all the terms (and particularly types) appearing in the
body of the block are well defined under the context T' and environment
and interpretation of each of these terms (and types) is in the interpretation of
the type (correspondingly sort) that is expected based on the typing derivation.”
Then, [I'+=D], |, [['FD], € Vk;, where Type; is the mazimal sort of the
inductive types in the block, and [I' = D.d;] € [I' = As(d;)].,.

Proof. The construction of [I' - D], depends only on the interpretation of
terms [I' F u] . where u appears in A; or A¢ and by our assumptions these
are all defined. Therefore, we can easily see that [’ - D] 4+ We show that
[T+ D]},y € Vrkj. This follows by Lemma B.2.4. Notice that as all terms
appearing in the inductive block have types that are in Type; we know that the
cardinality of premises of rules in the rule set for constructing [I' - D] are also
all in Vk;. Since there are finitely many such terms we can take the maximum
of these cardinalities which allows us to use Lemma B.2.4.

Let b be a sequence of sets that are in the interpretation for parameters
of the mutual inductive block. Let F(®) = {a = <i; b c> % € <I>} and

G(A) = {a = <i; bt c>‘a € A}. That is, F filters a rule set so that only

INote that this is the case in our work as there are no inductive types in Prop.
2These conditions will hold by induction hypotheses when this lemma is used in practice.
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those rules are retgéned that produce inductive types in the family indexed by
parameter values b. Similarly, G filters the fixpoint of such a rule set.

We show, by transfinite induction up to the closing ordinal of @;’D, that

G(Z(®r p)) = Z(F(Pr 1))

Notice that this crucially depends on the fact that parameters are uniform.
Now, non-parameter arguments of constructors need to be in the sort (see the
typing rule for inductive types). Therefore, for each fixed set of parameters, e.g.,
b above, for each constructor there is a fixed cardinality « € Vk; (cardinality
corresponding to the type of non-parameter arguments) such that the cardinality
of premises of rules in F(®}. ;) corresponding to that constructor is less than
or to a. Since, there are finitely many such cardinalities we can take the
maximum of these cardinalities which is again in Vk,;. Hence, the closing ordinal
of Z(F(®}. p)) is in Vk;. Notice, that this does not imply that Z(F(®f 1)) is in
Vi as there are parameters can values for indices in the tuples in Z(F(®}. p)).

Finally, we show that for each sequence € of sets that are in the interpretation
for the indices of an inductive type d;, {a‘ <i; b;¢C; a> I(]-'(CI)%D))} € Vk;. We

show this by transfinite induction up to the closing ordinal of Z(F(®}. 5,)) which,
crucially, we know that is in Vk;. O

Lemma B.3.9. Let D = Ind,, {A; := Ac} and D' = Ind,, {A) := AL} be two
blocks of inductive types with dom(Ar) = dom(A’) and dom(A¢) = dom(Ay).
Furthermore, assume that the for each d € dom(Ay) the interpretation of the
arguments of the arity of Ac(d) are subsets of the interpretation of corresponding
arqguments of the arity of Ac(d'). Similarly for the arguments of the constructors.
In addition, assume that in each case, the interpretation of values given as
parameters and arities in the resulting type of each corresponding constructors
(the inductive type being constructed by that constructor) are equal. These are
conditions in the rule IND-LEQ in Figure 4.6 where cumulativity (subtyping)
relation is replaced with subset relation on the interpretation and the judgemental
equality is replaced with equality of interpretations.?

Let P and P be parameters of inductive blocks D and D', respectively. In this
case,

Vd € dom(A;). Aj(d) =TI : P.it: M.Ag =

Va.d € HF'_J_D)]]W/\Eg [[Fl—ﬁ]]vi

3These conditions will hold by the induction hypothesis when we shall use this lemma.
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— —

V_Z;E[[F,g_o’:P}—M]] — App([T FD.d], . @, b) C App([T - D'.d],, @, b)

Proof. Expanding the definition of [I' = D.d]. and [I' - D’".d], in the statement
above gives us:

A[)A[(d)EHﬁ ]—577;]\_4)140{1 =

{c’<i; a; F;c> e+ D]]v} - {c’<i; @b c> e+ D/]]v}

In order to show this, we show, by transfinite induction on « up to the closing
ordinal of ®]. ;,, that the following holds

-

Vd € dom(A;). Ay(d;) =TIF : Pt M.Ag, =

i

m
va’.a’e[[wﬁﬂ AT e[[FI—P’]]
Y

Vb e [[F7]_3>:._P)|—]\_j]]7:>

{c‘<i; a; T;; c> € Og; D} - {c‘<i; a; _b>; c> € Og~ }
5 r,p’/

The base case, and the case for limit ordinals are trivial. In case of a successor
ordinal, a*, let a k be in {c‘<i; a; _b); c> € Og: } Then it must be generated
T, D

by a rule in @] . By the premise of this rule, we know that all the recursive
(the same or other inductive types of the block) arguments are required to
be in the previous stage, (’)4)7 . By induction hypothesis, we know that

those tuples should also belong to (9(1)W . Hence, the corresponding rule

exists in @F)D, and is applicable. Therefore, the tuple k& must also be in

{c<i;ﬁ';3;c>e(’)rw}. O
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B.3.2 Modeling eliminators

We define the interpretation for eliminators by constructing a rule set which
will interpret the eliminators for the whole inductive block. We will define
interpretation of individual eliminators based on the fixpoint of this rule set.

Definition B.3.10 (Interpretation of recursors). Let D = Ind,, {A; := Ac}
an arbitrary but fized inductive block and assume, without loss of genemlity,
that A_( = dp : AO,... : Ay and AC =co : To,...c0 = Ty Where A;

IIp : P.II7 : B.s for some types B and some sort s. Here P are pammeters
of the inductive block The type of constructors are of the following form:
T, =I7p : P17 : Vk di, D tk for some tk For the sake of simplicity of
presentation, let us write ELB = Elim” (Qdys---,Qa)) {fcl, ce, fcl/} for the

block of eliminators being interpreted Furthermore, let fp'il""’Qd’ (ck, Ti) =

Iz : E: Qdi o for some terms U. Notice that £Dd1’ Qg simply the type
of the constmctor where after each ( mutually) recursive argument, an argument
is added for the result of the elimination of that (mutually) recursive argument.
Let us write Jy.; for the index of the i™ argument of the k™ constructor, Vi,

n [7;: above. More precisely, whenever rec(Vy ;) holds, we have Uj,..+1 is the

argument of §Qd1 o (ck, Tk) that corresponds to the result of the elimination

of Vi = Uy, ,. We first define a rule set <I>'117ELB for this interpretation:
Ag— Yder\z e [P Tr
T,ELB — U U m a < k
(d:) !

d;€dom(Ay) ¢, €Constrs(d; disch
Let b be the subsequence of @ corresponding to arguments of the constructor,
i.e., it is obtained from @ by dropping any term in the sequence that corresponds
to some Uy, ,+1 whenever rec(Vy, ;).

Vare 2 ((e: B )i APB(T F fo ], @)

T

For Wy, we assume that Vi, ; = 1Ly : Wy j.dr, . @

A ->
Fk,j = F? p: P7x1 : Vk,17'~-7«rj—1 : Vk,j—l

K
&
>
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We define the interpretation individual eliminators as follows:
[[l—‘ F Elim(t;D.di; V3 Qays - - -, Qay) {fcl, ey e }]] Ly

if [T F )., = (k,m), and u is the unique set such that <<k:, [T+ 7], ,ﬁi> ;u> €
(21 pLp)-

The following lemma shows that in Definition B.3.10 above we have indeed
captured and interpreted all of the elements of all of the inductive types in the
block.

Lemma B.3.11. Let D = Ind,, {A; := A¢} be a block of inductive types with
[I'+ D], defined and let Qa,, ..., Qa, and fe,,..., fe, be such that

[0FQal, e [rrnz: & (@ ) -]

and

[0 fel, € [PF &8 (e Ace)]
Also, assume that for the term t we have [I'Ft], € [ FD.d @ V], Then,
[T F Elim(t; D.d; 73 Qays - - - Qay) { fers -+ feu }]]&

and

[0+ Eim(tD.d; T3 Qay, -, Qa) { fers o e} € [T Qu, T T 1],

Proof. We show by transfinite induction up to the closing ordinal of ®] ,, that
for any « and for any

<<k; a’ﬁ>;?> {< k;a, );7>‘<i;3; It (k,m» € Og;’b}

(note that by Lemma B.3.7

T is uniquely determined by k, @ and 7}) there is
a unique b € [[F F App(Qd” @,

? <k§ ﬁ>)]]»y such that <<k‘?m> ;b> = Og; ELB for

ELB = Elim®(Qua,, ..., Qa) { fers-- - for }

For the base case, @ = 0 this holds trivially. For the other cases, it suffices
to notice that all the argument elements taken for the (mutually) recursive
arguments of constructors, i.e., corresponding to Uy, ; for rec(Vy, ) are uniquely
determined from the arguments of the constructor ( b in the interpretation of
recursors above) as is so restricted by the antecedents of each rule.

Notice that the argument above also shows that <I>F grp and @F,D have the
same closing ordinal. This concludes the proof. O
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B.3.3 Proof of Soundness

We show that the model that we have constructed throughout this section
is sound. That is, we show that for any typing context I', term ¢t and type
A such that I' - ¢ : A we have that for any environment v € [I'], [I'-{]. ],
[I'+ A]. ) and that [I'-¢]., € [I' - A] . We use this result to prove consistency
of PCUIC.

Lemma B.3.12. Let T be a typing context, v be an environment, t such that
[T+ t]],yi. Then FV(t) C dom(T).

Proof. We prove that if there is a variable « € FV(t) such that « ¢ dom(I")
then = [T F ¢] - This follows easily by induction on ¢. O

Lemma B.3.13 (Weakening). Let T be a typing context, v be an environment,
t and A be terms such that [, I"]], v € [T'], 7,7 € [I', '] and [, I" ¢, .
Furthermore, let = be a typing context and d be an environment such that
(dom(I") Udom(I)) Ndom(Z) = B, and we have that variables in dom(Z) do not
appear in T’ freely such that [T,Z, ]| and v,6,+" € [T, E,T']. Then

LDET ] 54
2 [DE ], =[0I e,

Proof. We prove the result above by induction on ¢. Most cases follow easily by
induction hypotheses. Here, for demonstration purposes we show the case for
variables and (dependent) function types.

e t = x: In this case, both Case 1 and Case 2 above follow by definition of
the model.

e t=Tlx: A. B: We know by induction hypothesis that
[T, =T+ A]}%éﬁli

[ !/ _ /!
0= T FA] ., =[0I AL,

Also by induction hypotheses we have that for all a € [I', 2, I + A] e

(I, =1z A+ B]]Wsﬁ,’a)i

[T,=, T, z: A+ B]]Vév’a =0,V z: AI—B]]VV,G
Given the above induction hypotheses, both Case 1 and Case 2 above
follow by the definition of the model. Note that by Lemma B.3.12, we
know that variables in dom(Z) do not appear freely in A. This is why
induction hypothesis applies to B above. O
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Lemma B.3.14 (Substitutivity). Let T' be a typing context, ~ be an
environment, u and A be terms such that [I'[}, v € [I] and [I'Fu] |. Then

1L If[Tx: A EN and v, [T Fu],,0 € [T,z : A E] then v,6 € [I', E[u/z]]

2. If
[M,z: A2l and ~,[C+u],,0€[l,2: AE] and

[T,z: A EF t]]’y,ﬂrkuﬂ,y,ts‘l’

then

(a) [T, Zle/u] - tfu/a]], 5t

F ]
(4) [L.Zlxju] - tfu/a]l, ; = i
[[F, X A, =k tﬂ’y,[[l“#u]]wﬁ = [[F,I =Uuc A7 2k t]]'y,[[FFu]],W(?

Proof. We prove this lemma by well-founded induction on o(E,t) = size(E) +
size(t) — 1/2. In the following we reason as though we are conducting induction
on the structure of terms and contexts. Note that this is allowed because
our measure o(=,t) does decrease for the induction hypotheses pertaining to
structural induction in each case o(=,t) is decreasing. This is in particular
crucial in some sub-cases of the case where = = =)y : B. There, we are
performing induction on ¢ which enlarges the context = (similar to case of
(dependent) functions in Lemma B.3.13).

e Case = = -: then Case 1 holds trivially. Case 2, follows by induction on ¢.
The only non-trivial case (not immediately following from the induction
hypothesis) is the case where ¢ is a variable. In this case, both 2a and 2b
follow by definition of the model.

e Case 2 =22’ y: B and correspondingly, § = ¢', a:

1. Follows by definition of the model and the induction hypothesis
corresponding to Case 2b:

[T, = [u/z] = B[u/x]]]%é, =[l,z:AZE+ B]]%[[F,_u]]w(;,

2. We proceed by induction on ¢. The only non-trivial case is when ¢
is a variable, t = z. Notice, when z # x then both 2a and 2b hold
trivially by definition of the model. Otherwise, we have to show that
[T, & u/a],y : Blu/z]F u], 5,4 and

[[F,E[u/z],y : B[u/z] F u]]'y,é,a =
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[T,x: A E y: Blu/x] x]]'y,[[l—‘#u]]w,é.a =

[T,z:=u:AEy: Blu/z]F x]]w,[[FFu]]w,zi,a

These follow by Lemma B.3.13 above and our assumption that
[T u] d

o Case 2 = Z/,Ind,, {A; := Ac}: We prove this case by induction on ¢.

The only non-trivial case here is the case where t = Ind,, {A; := A¢} 2.
Notice that the interpretation of [I', ='[u/z], y : Blu/a] - ¢t] ; , is defined
based on the interpretation of terms of the form [I", ='[u/z] F mﬂ .6 Where
m appears in Ay or A to which the induction hypothesis applies. [

Proof of soundness of the model (Lemma 4.5.1). Note that judgements of the
form WF(I), THt: A, THt~t:Aand T'F A < B are defined mutually. We
prove the theorem by mutual induction on the derivation of these judgements.

Case WF-cTXx-EMPTY: trivial by definition.

Case WF-cTx-HYP: trivial by definition and induction hypothesis.
Case WEF-cTx-DEF: trivial by definition and induction hypothesis.
Case Prop: trivial by definition.

Case HIERARCHY: trivial by definition.

Case Var: trivial by definition and induction hypotheses.

Case LET: by definition, induction hypothesis and Lemma B.3.14.
Case LET-EQ: by definition, induction hypotheses and Lemma B.3.14.

Case Prop: by induction hypotheses we know that [I' = A] € [I'F s1],
and that [I'z: AF B], , € [I'kso], for any a € [I'F A] . We also
know Rs(s1, $2,83). We have to show that

[Tz A. B, € [T F ss],, (B.1)

Since Rs(s1, S2,s3) holds, we have that either s = s3 = Prop or 51 =
Type;, s2 = Type; and s3 = Typemax{i,j} OF s1 = Prop, s = Type; and
s3 = Type; hold. In the first case, The membership relation above, (B.1),
follows from Case 1 of Lemma B.2.8. In the other two cases, note that
[I' = s3], is a von Neumann universe and is hence closed under (dependent)
function space and also (by axiom schema of replacement) under taking
trace-encoding of elements of any set.
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e (Case PrROD-EQ: by definition and induction hypotheses.
e (Case LaMm: by definition and induction hypotheses.
e (Case LAM-EQ: by definition and induction hypotheses.

o Case App: by induction hypotheses we know that [I' = N]_ € [I' - A],
and [I'-M], € [I'FIIz:A B],. From the latter we know that
[I'+ M]., = Lam(f) for some f with domain dom(f) = [I' - A], such
that f(a) = [I',z: AF B], ,. Therefore,

[I'=M NJ, = App(Lam(f),[I' - NJ.)
= F(ITF NI €[ A Bl 1y = [0 F BIN/2]],

where the last equality is by Lemma B.3.14.
e Case APP-EQ: by a reasoning similar to that of Case AppP above.
e Case IND-WF': by definition and induction hypotheses and Lemma B.3.8.

e Case InD-TYPE: by induction hypotheses we know that [[']] which by
definition means that for any environment v € [I'] and any inductive
block D € I' we have (using the weakening lemma above) [I' D], |. By
Lemma B.3.8 the desired result follows.

o Case IND-cONSTR: by induction hypotheses we know that [I']{ which by
definition means that for any environment v € [I'] and any inductive
block D € I' we have (using the weakening lemma above) [I' - D]_|. The
desired result follows by the definition of [I' - D.c] » Lemma B.3.14 and
the fact that [I' - D] | is the fixpoint of the rule-set used to construct it.

e Case IND-ELiM: by Lemma B.3.11 and induction hypotheses.

e Case IND-ELIM-EQ: similarly to Case IND-ELIM.

e Case EqQ-rEF: trivial by definition and induction hypothesis.

e Case Eq-syMm: trivial by definition and induction hypothesis.

e (Case EQ-TRANS: trivial by definition and induction hypothesis.
e (Case BETA: by induction hypotheses that

[[F,x:A}—M]]Wi
Vae[l'FA] . [la:A-M] ,e[lz:AFB] ,

On the other hand, we have that
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[+ N
[CFN], elT+A]L
[T+ ALY

and therefore
[T,z: Ak B]]%[[FHV]]7 elrs],

Also, by Lemma B.3.14 we get that
[['+ B[N/z]], =[I',z: AF B]]%[[FH\,]]7 €[l'Fs],
and that
[U'F M[N/z]], =[Iz: AF M]]%[[Fm]]7 elz: Ak B]]%[[FHL]]W
We finish the proof by:
[T'F (Az: A.M) NJ.,
=App([I' F Az : A M]_,[I'+ N],)
=App(Lam(a € [I'F A] = [[z: A M], ), [T+ N],)
=[Tz:AF M]]»y,[[FI—N]]W
= [['+ M[N/z]],,

Case ETA: We need to show that
ﬂI‘I—t]]ﬂ/ =[TkXx: At 3:]],y €CF Iz : A.B]],Y

We know by induction hypothesis that [I't¢]. | and that [['-¢] €
[T +1IIx : A. B] , and consequently we know that there is a set theoretic
function f:

fellae[lFA].[I'z:AFB], ,

such that [I' - ¢] = Lam(f). This implies that,

[[FAz:Atz], = e Abta], )

Lam ({(a ae[rraL})
= Lam ({a/—\pp [T,z: ARt ,.a ))‘GGHFFA]]W})
({

a App(CF 1], )|a e [T+ 41 })
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= Lam ({(a, App(Lam(f),a))‘a el A]]A/}>

= Lam ({(a,f(a))‘a e[k AHV})

— Lam(f)
=[r ],

e Case DELTA: by Lemma B.3.14 and induction hypotheses.
e Case ZETA: trivial by definition and induction hypothesis.

e Case IoTa: by definition of the interpretation of recursors and induction
hypothesis. Notice that by construction of the interpretation of eliminators
in Definition B.3.10 the 1nterpretat10n of elimination of ¢; a_> is basically,
the result of applymg fes b where @ 1s a subsequence of b. The only
difference between b and @ is that in b after each value that corresponds
to a (mutually) recursive argument of the constructor ¢; we have a value

that corresponds to the interpretation of elimination of that (mutually)

recursive argument. For those terms, ,ug i applies the elimination using
the eliminator, Elim, while the rule in rule set corresponding ¢; @ ensures
in its antecedents that all elements are eliminated correctly according to
the interpretation of the eliminator (the fixpoint taken in Definition B.3.10).
Notice that if the constructor is of an inductive sub-type, then, by
construction of interpretation of constructors the interpretation of the two
constructors applied to those terms are equal.

e Case PrROP-IN-TYPE: trivial by definition.
e Case CuM-TYPE: trivial by definition.
e (Case CuM-TRANS: trivial by definition and induction hypothesis.

e Case CUM-WEAKEN: trivial by definition, induction hypothesis and
Lemma B.3.13.

e Case CuM-ProD: trivial by definition and induction hypothesis.
e Case CuM-EQ-L: trivial by definition and induction hypothesis.

e Case CUuM-EQ-R: trivial by definition and induction hypothesis.

e Case Cum: trivial by definition and induction hypothesis.

e Case CuM-EQ: trivial by definition and induction hypothesis.
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Case EQ-Cum: trivial by definition and induction hypothesis.

Case C-IND: easy by definition, induction hypothesis and Lemma B.3.9.
Case IND-EQ: by definition, induction hypotheses and Lemma B.3.9.
Case CoNsSTR-EQ-L: by definition, induction hypothesis.

Case CoNsTR-EQ-R: by definition, induction hypothesis. O



Appendix C

Iris resources

Resources in Iris are described using a kind of partial commutative monoids,
and the user of the logic can introduce new monoids.! For instance, in the
case of finite partial maps, the partiality comes from the fact that disjoint
union of finite maps is partial. Undefinedness is treated by means of a validity
predicate v : M — iProp, which expresses which elements of the monoid M
are valid /defined.

We write “}, 7/7\{17 to assert that a monoid instance named ~, of type M, has
contents a. Often we disregard the type if it is obvious from the context and
simply write | a‘ . We think of this assertion as a ghost variable v with contents

a.

GHOST-ALLOC OWN-VALID SHARING
VakB3v.al o'+ v (a) o b HFia-b)

Some Useful Monoids Here, we describe a few monoids which are particularly
useful and which we will use in the sequel. We do not give the full definitions of
the monoids (those can be found in (Krebbers, Jung, Bizjak, Jourdan, Dreyer,
and Birkedal, 2017)), but focus instead on the properties which the elements
of the monoids satisfy, shown in Figure C.1. These rules stated are only for
monoids that we use in this work and not in Iris in its generality. For instance,

1Technically these are resource algebras (RAs) which are similar to monoids. In particular,
RAs need not necessarily have a unit element. Furthermore, RAs are step-indexed. We ignore
these details here as they are not directly relevant to our discussions. For more detail see
Jung, Krebbers, Birkedal, and Dreyer (2016) and Krebbers, Jung, Bizjak, Jourdan, Dreyer,
and Birkedal (2017).

223



224 IRIS RESOURCES

AUTH-INCLUDED FPFN-VALID
ea-obkFbCa v (a) 4k vz € dom(a). v (a(z))
AGREEMENT-VALID EXCLUSIVE FRAG-DISTRIBUTES
V' (ag(a) - ag(b)) +a =10 X (ex(a) - b) oca-ob=o(a-b)
AUTH-ALLOC-FINSET AUTH-ALLOC-FPFN
Fo-Bxesve __ hNo=0 _dom(h) N dom(a) = 9
X(ea-eb) oh!' =k e(hWa)-oal’  eh] =kle(hWa)-oal
FPFN-OPERATION-SUCCESS
a(x) if x € dom(a) A x & dom(b)
AGREE (a-b)(z) =< a(z)-b(z) if z € dom(a) N dom(b)
ag(a) - ag(a) = ag(a) b(x) if x € dom(b) A z & dom(a)

AUTH-UPDATE-FPFN-EXCL

T e
| |
| |

Figure C.1: Rules for selected monoid resources in Iris

in the rule AuTH-INCLUDED, C is a set relation and is defined for finite set and
finite partial function monoids and not in general.

Figure C.1 depicts the rules necessary for allocating and updating finite set
monoids, finset(A), and finite partial function monoids, A —f" M. For finset(A),
the monoid operation z-y is union. The notation a ++ b: A —~fi" B 2 {(a,b)} is
a singleton finite partial function.

The constructs @ and o are constructors of the so-called authoritative monoid
AUTH(M). We read ea as “full a” and oa as “fragment a”. We use the
authoritative monoid to distribute ownership of fragments of a resource. The
intuition is that e @ is the authoritative knowledge of the full resource, think of
it as being kept track of in a central location (see rule AuTH-INCLUDED). The
fragments, oa, can be shared (rule FRAG-DISTRIBUTES) while the full part (the
central location) should always remain unique (rule FULL-EXCLUSIVE).

In addition to authoritative monoids, we also use the agreement monoid AG(M)
and exclusive monoid Ex(M). As the name suggests, the operation of the
agreement monoid guarantees that ag(a) - ag(b) is invalid whenever a # b (and
otherwise it is idempotent; see rules AGREE and AGREEMENT-VALID). From the
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rule AGreE it follows that the ownership of elements of AG(M) is duplicable.?

*********** [l v Ayl
|
1

The operation of the exclusive monoid never results in a valid element (rule
Excrusive), enforcing that there can only be one instance of it owned. We can
define the resource for keeping track of the physical heap of the programming
language, HEAP. This is the canonical example of a monoid.

HeAP 2 AutH(Loc 2 (Ex(Val)))

Hence, the points-to proposition of the separation logic can be defined as follows.

Here, 7y, is the globally fired monoid name to keep track of the heap of F, ref, conc-
The full part of this monoid is used in the definition of the weakest precondition
to allow weakest preconditions to refer to the physical state of the program
(Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017). Notice here that
HEAP is build from nesting EX in the finite partial functions monoid, which
again is nested in the AUTH monoid. Therefore, to allocate and update the
HEAP monoid, we can use AUTH-ALLOC-FPFN and AUTH-UPDATE-FPFN-EXCL
respectively.

2Indeed it can be shown that elements of AG(M) are also persistent.






Appendix D

Details of type soundness and
refinements in Iris

D.1 Proof of semantic well-typedness of a program
that is not syntactically well-typed

The program below is not syntactically of the type well-typed. However, it
is semantically of the type VX. VY. (ref(X) - X) - X — (ref(Y) =2 Y) —
Y- X+Y.

AA(Af Az Ag. M\y. let] = ref(true) infork {l + false};

if !l then waitfor l;1 < x;inj, (f ) elsel < y;inj, (g 1))
where

waitfor = rec f(r) = if !xthen f xelse()

To prove this we use an invariant randInv:

randInv(¢) £ £ — true V (£ — false * toky) V (toky  toks) ‘N-m{i

Propositions tok; and toks are exclusive tokens, i.e., two instances (with different
names) of the monoid Ex(1). The idea is that the protocol regarding the sharing
of location [ (the result of allocation of true) can be in one of the following
three states: (1) ¢ is just allocated and has not been set to false (the left
disjunct in the invariant), (2) the other thread has performed writing false
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(the middle disjunct in the invariant), and (3) the main thread has noticed that
the other thread has finished (the right disjunct in the invariant). We start out
by allocating the two tokens when we allocate true. Subsequently, we establish
the invariant retaining both tokens. We give the invariant and the token tok;
to the launched thread. This thread can use exclusivity of tok; to ensure that
the protocol is in stage 1 before writing the value false. Furthermore, it has
to give this token up when it succeeds in writing the value false to be able to
close the invariant back. The main thread retaining the token toks knows, when
reading the reference, and subsequently when waiting (if it has to), that the
protocol is not over. It has to give up toks to be able to take out the points-to
proposition out of the invariant at the end of waiting (or reading false the
first time). At the end, the main thread will have ¢ — false before it has to
overwrite it with the appropriate value and establish the semantic typing of the
reference /.

D.2 Monoids for evaluation on the specification
side

In this section we discuss monoids that we use for reasoning about the evaluation

on the specification side. For the heap of the specification side we use (another

instance of) the exact same monoid HEAP that we used for the heap of

the implementation side above in Appendix C. For the thread pool of the
specification side we use the monoid TPOOL:!

TrooL 2 AuTH(N 2 (Ex(Ezpr)))

We use globally fized monoid names ; and 'ygp to respectively keep track of the
specification side heap and thread pool. Given these, we define SpecConf, =
and — 4 as follows:

SpecConf(o, €) £ eres(c) ! +! o fpmOf(€) 1™
{—sv

jBEse
where

fpfnOf(er,...,en) = {(i,e;)]1 <i<n}

1In the actual Coq implementation we use the product of these two monoids to represent
configurations as a single monoid. However, it is conceptually the same, and easier to explain
on paper, when two separate monoids are considered.
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Using the definitions above and the rules for allocating and updating resources
in Figure C.1 we can easily derive all the necessary rules in Section 5.5.

D.3 The spin lock implementation

The compare and set operation (CAS) of F, ref,conc can be used to construct
a spin lock. The following piece of code implements a spin lock as a boolean
reference that is set to false whenever the lock is free. The release operation
simply sets the lock to false. The acquire operation, on the other hand, tries
to acquire the lock by attempting to atomically set it to true if it is false. In
case it fails, i.e., the lock is acquired by another thread, it tries again. In other
words, the acquire operation busy-waits until the lock is free and it can acquire
it.

let new_lock () = let 1 = ref false
let acquire 1 =
let rec try_acquire () =
if CAS(1l, false, true) then
O
else
try_acquire ()
let release 1 = 1 := false

D.4 Monoids for contextual refinement of stacks

In this part we describe how the predicates AllCells and —** are defined. For

this purpose we use a globally fixed instance, named 7, of the monoid STK
defined below. .
STK £ AuTH(¢ = (Ac(v)))

Note the similarity between this monoid and the monoid HEAP representing
heaps. The only difference is that STK is defined using the agreement
monoid while HEAP is defined using the exclusive monoid. We will discuss the
consequences of this difference below.

We define the predicates AllCells and —*%* as follows:
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/ }_>stk v

where

cellsOf(f)

{(£;ag(v))[(€,v) € f}

The definitions above along with the rules for allocating and updating resources
in Figure C.1 allow us to easily derive all the necessary rules in Section 5.7. In
particular, due to the properties of the agreement monoid we have that ¢ 5% o
is persistent.



Appendix E

Details of Logical Relations
for Monadic Encapsulation of
State and its Coq
Formalization

E.1 Iris Definitions of Predicates used in the
Logical Relation

In this section we detail how the abstract predicates (regions, region(r, vs,7,),
isRgn(a, r), heap, (h) and £ —., v) used in the definition of the logical relation
are precisely defined in the Iris logic. To this end, we first introduce three more
concepts from the Iris logic: invariants, saved predicates and ghost-state.

E.1.1 Saved Predicates

For storing of Iris propositions we use a mechanism called saved predicates,
v & @. This is simply a convenient way of assigning a name -y to a predicate
@. There are only three rules governing the use of saved predicates. We can
allocate them (rule SAVEDPRED-ALLOC), they are persistent (rule SAVEDPRED-
PERSISTENT) and the association of names to predicates is functional (rule
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SAVEDPRED-EQUIV).

SAVEDPRED-EQUIV

SAVEDPRED-ALLOC SAVEDPRED-PERSISTENT T PrkyE U
By @ T bty Pxy= P >P(a) - >VU(a)

The later modality is used in rule SAVEDPRED-EQUIV as a guard to avoid self
referential paradoxes Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal,
2017, which is not so surprising, after all, since saved predicates essentially
allow us to store a predicate (something of type x — iProp) inside a proposition
(something of type iProp).

Resources for the heap of STLang We use the monoid HEAP defined in
Appendix C to model the heap of the STLang. We define the propositions
heap~(h) and £ —, v as follows:

heaps(h) £ (e Ly v 2 (o]l ex(v)] ]

|
,,,,,,,, i

Notice here that HEAP is build from nesting EX in the finite partial functions
monoid, which again is nested in the AUTH monoid. Therefore, to allocate
and update and in the HEAP monoid, we can use AUTH-ALLOC-FPFN and
AUTH-UPDATE-FPFN-EXCL respectively.

E.1.2 Encoding of Regions by Ghost Resources

Remark E.1.1. In this section we will use Iris invariants. However, for the
sake of simplicity, will ignore the names of invariants and the masks of the
update modalities. For more details about invariants see Section 5.3.

In order to concretely represent bijections and relatedness between locations,
we use a pair of monoids, one for the bijection (one-to-one correspondence) and
one for the semantic interpretation, i.e., a name to a saved predicate:

Rel £ AuTtH((Loc x Loc) fing (Ac(Names))) Bij £ AuTH(finset(Loc x Loc))

Both are defined as authorative monoids which allow for having a global and a
local part. To tie the two monoids together with a semantic region r (the name
r is simply a positive integer) we use a third monoid:

Region = AutH(Z* fin, (Ac(Names x Names)))

We fix a global ghost name ., for an instance of this last monoid. For
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r is represented by two ghost variables named MWij and ., for Bij and Rel

respectively. Notice that this ownership of \7077: = ag(Wij, Yeel) | ™ is duplicable

and also, due to the properties of the agreement monoid, we have that the
semantic region tied to r is uniquely defined. Formally,

S Wi = i A el = Yo (EL1)

77777777777777777777777 Yreg 77777777')&1

(3@ : (Val x Val) — iProp),v,v'. £ —,, v *

0

(€,€")—>ag(prea) ER v Py V' % Ypred B> P x> D(v, v’))

The predicate asserts that the semantic reglon r is associated with two ghost

names, Y;j and Y., by ‘,0,7: — ag(w Jz']rﬁl,), . and full authoritative ownership
of R, which is a mapping of pairs of locatlons to ghost names. Further, for each
element (¢,¢') — ag(Ypred) € R we have ownership of the points-to predicates
., vand ¢ e v’ and the knowledge about a saved predicate @, named by

Ypred, that holds later for v and v’

The reglons predlca‘gq kggpgitirack of all the allocated regions by having the full

regions £ ‘
* R:(Loc x Loc) fin, (AG(Names)).

iy Yel) € M TS TWE e . N TT T 1%
T=>ag(ij, Yel) L{QJ%J « bijection(g) | o R‘ ! g = dom(R)

For each element 7 — ag(1ij, Wel) in M, regions have full authoritative ownership
of a bijection g and fragment ownership of R, which maps each pairs of locations
to a ghost name for saved predicates. Here, g and the domain of R is forced to
be equal, ensuring that all pairs that are related in the bijection are also related
in the region. Notice that since the regions predicate is an invariant, it is also
persistent.

Notice here as Well that individual regions are tﬁi@cﬁlitioi :ubﬁefgqgippisipygcﬁliicg;ﬁ&e,
| reg

777777777777
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tﬁhﬁeﬁreglons predicate is tied to all regions by asserting ownership of the fragment
loR! 7 This illustrates how ghost resources are important to enforce relations
in and out of invariants.

We can now give meaning to the abstract predicates used in the definition of
STRef p 71

* Ypred =@

Each of the predicates owns the ghost resource suggested by its name. For
instance, Property (6.5) from §6.3 can now be shown:

regions =K Jr. region(r, vn,7},)

First, we open the 1nvar1ant to obtam ‘OM Region ! e By GHOST-ALLOC

777777777777 " and L’, gj , for fresh ghost names e and ;.
Now, by AUTH ALLOC FPFN we can extend M with r — ag(Vij, Yer), tO

obtain o7 > ag(ij, el | ¥ for some r not in dom(M), since M is finite.

reglon(r Vhs7Yp,) Now holds trivially, since there are no locations allocated in

‘™. Similarly, bijection() and dom()) = @ hold trivially, so we have

reestablished the body of the invariant.

E.2 Formalization in Coq

We have formalized our technical development and proofs in the Iris
implementation in Coq Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal,
2017; Krebbers, Timany, and Birkedal, 2017. The Iris implementation in
Coq Krebbers, Jung, Bizjak, Jourdan, Dreyer, and Birkedal, 2017 includes a
model of Iris and proof of soundness of the Iris logic itself. The Iris Proof Mode
(IPM) Krebbers, Timany, and Birkedal, 2017 allows users to carry out proofs
inside Iris in much the same way as in Coq itself by providing facilities for
working with the substructural contexts and modalities of Iris. We have used

1The predicate | o r — ag(pij, Yel) | Thes appears in all the abstract predicates to obtain 7

and 7. This is to keep the initial description of the predicates simple. The redundancy does
not exist in the actual implementation.
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Iris and IPM to formalize the future modality, the IC predicates, our logical
relation and to prove the state-independence theorem and all the refinements
presented in this paper.

The Trusted Computing Base

Even though our logical relation has been defined inside the Iris logic, the
soundness theorem of Iris (Krebbers, Jung, Bizjak, Jourdan, Dreyer, and
Birkedal, 2017) allows us to prove the soundness of our logical relation:
Theorem binary_soundness I' e e’ 7 : typed I' e 7 — typed I' e’ 7 —

(V ¥ ‘{ICG_ST X} ‘{LogRelG X}, I' E e <log< e’ : 7T)

- I'Ee <ctx< e’ : 7.

This statement says that whenever Z | ' F e : 7and 2 | T F € : 7 and
we can prove in the Iris logic (notice the quantification of Iris parameters,
> ‘{ICG_ST X} ‘{LogRelG ¥})? that e and e’ are logically related, then e
contextually refines e’. Notice that = does not appear in the Coq code as
we are using de Bruijn indices to represent type variables and hence need no
type level context. The definition of contextual refinement and well-typedness
are in turn normal Coq statements, independent of Iris.

All lemmas and theorems in this paper are type checked by Coq without any
assumptions or axioms apart from the use of functional extensionality which is
used for the de Bruijn indices. It is used by the Autosubst library.

Extending Iris and IPM and instantiating them with STLang

The implementations of Iris and IPM in Coq are almost entirely independent of
the choice of programming language. In practice, the only definitions that are
parameterized by a language are the definitions of weakest-precondition and
Hoare triples. To use these with a particular programming language, one needs
to instantiate a data structure in Coq that represents the language. Basically,
one is required to instantiate this data structure with the language’s set of states
(heaps in our case), expressions, values and reduction relation, together with
proofs that they behave as expected (e.g., values do not reduce any further). In
this work we use IC predicates and IC triples instead of the weakest precondition
and Hoare triples used in earlier work. Therefore, we have also parameterized
IC predicates and IC triples by a data structure representing the programming
language. We instantiate these with STLang.

2¥. is the set of Iris resources and the other two parameters express that resources necessary
for IC and our logical relations are present in 3.
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The formalization of Iris in Coq is a shallow embedding. That is, the model of
the Iris logic is formalized in Coq, and terms of the type iProp (propositions
of Iris) are defined as well-behaved predicates over the elements of that model.
The advantage of shallow embeddings is that one can easily introduce new
connectives and modalities to the logic by defining another function with iProp
as co-domain. For instance, our IC predicate is defined as follows in Coq.
Definition ic_def {A X} ‘{ICState A, ICG A X} vy E e & : iProp ¥ :=

(V¥ 01 02 v n, ("nsteps pstep n (e, o1) (of_val v, 02)"

* ownP_full ~ 01) — |[>{E}=[nl= & v n % ownP_full ~ 02)J%I.

Here, ™-7 embeds Coq propositions into Iris and ownP_full v o is the full
ownership of the physical state of the language (parameter A), equivalent to
our heap (o). The %I at the end instructs Coq to parse connectives (e.g., the
universal quantification) as Iris connectives and not those of Coq.

As discussed in (Krebbers, Timany, and Birkedal, 2017), IPM tactics, like
the iMod tactic for elimination of modalities, simply apply lemmas with side
conditions that are discharged with the help of Coq’s type class inference
mechanism. Extending IPM with support for the future modality and IC
predicates essentially boils down to instantiating some of these type classes
appropriately.

Representing binders

We use de Bruijn indices to represent variables both at the term level and
the type level; in particular, we use the Autosubst library Schéfer, Tebbi, and
Smolka, 2015. It provides excellent support for manipulating and simplifying
terms with de Bruijn indices in Coq. The simplification procedure, however,
seems to be non-linear in the size of the term. This is the main reason for the
slowness of Coq’s processing of our proofs.?

3About 17 minutes on a laptop using “make -j4” to compile our Coq formalization of about
12,500 lines.



Appendix F

Details of Relational
Verification of Concurrent
Programs with Continuation

F.1 Weakest precondition rules

REC-WP TAppP-wp
>wp Kle[rec f(x) = e,v/f, z]] {P} >wp Kle] {@}
wp K{(rec f(z) =€) v] {®} wp K[(Ae) _]{®}
UNFOLD-WP IF-TRUE-WP
>wp K[v] {2} >wp Kle] {2}
wp K[unfold (foldv)] {®} wp K[if true thencelsee'] {®}
IF-FALSE-WP FST-WP
>wp Kle'] {®} >wp Kv] {9}
wp K[if falsetheneelsee'| {P} wp K[ (v, w)] {P}
SND-WP
>wp Klw| {2}

wp Ky (v, w)] {P}

MATCH-INJ1-WP
>wp Klei[v/z]] {P}

wp K[matchinj, vwithinj; = €1 | inj, = e end] {P}
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MATCH-INJ2-WP
>wp Kles[v/x]] {P}

wp K[matchinj,vwithinj, z = e; | inj, z = ez end] {P}

ALLOC-WP LOAD-WP
VU 4 —; v - wp K[{] {D} ;v - wp K[v] {$} >l v
wp Kref(v)] {®} wp K[1/{] {®}
STORE-WP

= w—p>wp K[()] {P} >l v
wp K[l + w] {d}

CAS-suc-wp
L —; w—>wp K[true] {P} >l v

wp K[CAS(¢, v, w)] {P}

CAS-FAIL-wP
;v -« >wp K[false] {#} plsiv' v#EY

wp K [CAS(C, v, w)] {®}

FORK-WP CALLCC-WP

>wp K[()]{®}  wpe{ .T} >wp Ke[cont(K)/z]| {@}
wp K[fork {e}] {®} wp K[call/cc (x.e)] {P}
THROW-WP
>wp K'[v] {@}

wp K[throwv to cont(K')| {®}

F.2 Rules for execution on the specification side

REC-STEP TAPP-STEP
j = Kl(rec f(z) =€) v] j= K[(Ae) ]
Ej = Kle[rec f(z) = e,v/f, ]| BEje Kle
UNFOLD-STEP IF-TRUE-STEP
j & K[unfold (foldw)] j B K[if truethencelsee’]
FJ & K] FJ = Kle]
IF-FALSE-STEP FST-STEP SND-STEP
j B K[if falsetheneelsee/| Jj B K[m (v,w)] Jj e Klmg (v,w)]

Ej= Kl Ej = K[v] B Klw]
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MATCH-INJ1-STEP
j & Kmatchinj, vwithinj, z = e; | inj, x = eg end]

BJ = Klefv/x]]

MATCH-INJ2-STEP
j & K[matchinj,vwithinj, z = e; | inj, & = ez end]

BJ = Klealv/x]]

ALLOC-STEP LOAD-STEP
Jj & Klref(v)] ) je K[
B L—svxje K[ B L vxje K[V
STORE-STEP CAS-SUC-STEP
v Jje K[l + w] {—=gv Jj & K[CAS(4,v,w)]
Bl—swxje K[() Bl wx*j B Kltrue]
CAS-FAIL-STEP FORK-STEP
(g0 je K[CAS(Lv,w)] v#d j = K[fork {e}]
Bl v xj = Klfalse] Bie KO3 i =e
CALLCC-STEP THROW-STEP
j B Klcall/cc(z.¢e)] j B Klthrowvto K']
=/ = Kleloont(K)/a] =/ K]

F.3 Context-local Weakest precondition rules

REC-CLWP TAPP-CLWP
>clwp e[rec f(z) =e v/f7 {2} >clwpe {}
clwp (rec f(x {@} clwp (Ae) {@}
UNFOLD-CLWP IF-TRUE-CLWP
>clwp v {45} 0
clwp unfold (foldw) {i)} g relcc — app — if — true —

clwp>clwp e {@}clwp K[if true theneelsee’] {P}

IF-FALSE-CLWP FST-CLWP SND-CLWP
>clwp e’ {P} >clwp v {P} >clwpw {P}

clwp if falsetheneelsee’ {@} clwp 71 (v, w) {@} clwp 72 (v, w) {@}
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MATCH-INJ1-CLWP
>clwp e [v/z] {®}
clwpmatchinj, vwithinj, = €1 | inj, o = ez end {P}

MATCH-INJ2-CLWP
>clwp ez[v/z] {P}
clwpmatchinj,vwithinj, z = e; | inj, = es end {Q)}

LOAD-CLWP
ALLOC-CLWP >l v
clwp K[ref(v)] {v. 3. v =% L +; v} cwp e {w. w=vxlr v}

STORE-CLWP
>0 ;v

cwpl < w{v'. v = ()%l —; w}

CAS-suc-wp
>l ;v

clwp CAS(£, v, w) {v". v = true « £ —; w}

CAS-FAIL-CLWP FORK-CLWP
>l v v# v >clwpe{ . T}

clwp CAS(¢, v, w) {v". v = false x £ —; v'} clwp fork {e} {v.v=()}

F.4 Logical Relations

Observational refinement (O : Expr x Exzpr — iProp):
Ole,e)2Vj. j e «wpe{Fw. j = w}

Value interpretation of types ([E F 7]a : Val x Val — iProp for A : Var —
(Val x Val) — iProp):

[EF X]a £ A(X)
[EF1]a(w,0) 2v=12" =)
[EF Bla(v,v') 2 v=1"=trueVov =1 = false

[EFNa(v,0) £ 3In.v=1"=n
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[EF 7+ m]a(v,v)) 2 \/ Jw,w’. v =1inj; w Av' = inj; w'A
e = F 7ila (w, )
[EF7x7]a@) 2w, we, w), w2 v=(wy,ws) Av' = (w),wh)A
[EF 7]a(wi, w)) * [ZF 7] a(we, wh)
[EF uX. 7]a(v,v') £ pf : Val x Val — iProp. 3w, w’. v = fold wA
v =foldw AB[X,EF 7]a x0f(w,w")
[EFT—=7]a(v,0) 2 0Vw,w'. [EF 7]a(w,w’) = [E+ )& (v w, v’ w'))
[EFVX. 7]a(v,v") £ O(Vf: Val x Val — iProp.

persistent(f) = [X,E+ 7]& x (v v )

[EF ref(T)]a(v,v)) 2 30,0 . v=LAV =N

Nt
Fw,w'. L= wxl =, w * [EF 7]a(w,w)]

[EF cont(7)]a(v,v) 2 3K, K’. v = cont(K) Av' = cont(K’)A
K[EF 7]a(K,K")

Evaluation context interpretation of types (K[Z b 7]a : Ectz x Ectx — iProp
for A : Var — (Val x Val) — iProp):

K[EF T]a(K, K") &£ VYo, [EF T]a(v,0") = O(K[v], K'[v'])

Expression interpretation of types ([ + 7]& : Ezpr x Expr — iProp for
A : Var — (Val x Val) — iProp):

[E+1]4(e,e) 2VK, K'. K[EF 7]a(K, K') = O(K[e], K'[€])
Logical relatedness (2 | T' F e <joq € : 7 : i{Prop):
E|lTFe<ige 7 éVA,TJ),’IT. <>l<[[E = TiﬂA(vi,vg)> =

€Ti:Ty

[= F & (e[T/7), /[0 /)
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assuming I' =21 : 71,...,2p 1 Ty

F.5 Inadmissibility of the Bind Rule

Consider the derivation given the following derivation

false = false

wp false {v. v = false}

wp if truethen falseelsetrue {v. v = false}

wp true

{w. wp if wthenfalse else true {v. v = false}}

wp throw true to —
{w. wp if wthenfalseelsetrue {v. v = false}}

- INADMISSIBLE-BIND
wp if (throwtrueto —)thenfalseelsetrue

{v. v = false}
wp call/cc (z. if (throwtrue tox)thenfalse elsetrue)
{v. v = false}

Here, we omit steps corresponding to eliminations of . Note that we can easily
show that

call/cc (z.if (throwtruetoz)thenfalse elsetrue)

reduces to the value true which falsifies the derivation above.

F.5.1 The resource for one-shot bit

For details of representing resources with monoids in Iris see Appendix C.
The predicates for representing the one-shot bits, OneShotBits(M) and
isOneShotBit(b), are defined as follows:

ONESHOTBIT £ AuTH(finset(¢))
OneShotBits(M) =1 :J\i/fj

isOneShotBit(b) £ 1o {b} 1"
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It is easy to see, based on the rules for monoids in Appendix C, that
isOneShotBit(b) is persistent and that:

OneShotBits(M) * isOneShotBit(b) - v (e M -0 {b}) F{b} CMFbe M
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