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Abstract

Modal tests on large structures are often performed in multiple setups for practical reasons. Several sensors
are kept fixed as reference sensors over all setups, while the other, so called roving sensors, are moved from
one setup to another. This paper develops an optimal sensor placement strategy for multi-setup modal
identification, which simultaneously optimizes the locations of the reference sensors and roving sensors. As
an optimality criterion, the Information Entropy is adopted, which is a scalar measure of uncertainty in
the Bayesian framework. The focus in the application goes to repetitive structures where modes typically
occur in clusters, with closely spaced natural frequencies and similar wavelengths. The proposed strategy is
illustrated for selecting optimal positions of uni-axial sensors for a repetitive frame structure. The influence
of the number of reference sensors and two strategies for positioning roving sensors, i.e. a cluster and a
uniform distribution of roving sensors, are investigated. The number of reference sensors is found to be
preferably equal to or larger than the number of modes to be identified. In this case, the information
content, as quantified by the Information Entropy, is not very sensitive to the roving sensor strategy. If less
reference sensors are used, it is highly preferred to distribute the roving sensors uniformly over the structure
instead of clustering them. The proposed strategy has been validated by an experimental modal test on
a floor of an office building of KU Leuven, which has a nearly repetitive structural layout. The results
show how optimally locating sensors allows extracting more information from the data. Though the focus is
on applications involving repetitive structures, the proposed strategy can be applied to multi-setup modal
identification of any large structure.

Keywords: multi-setup, modal identification, repetitive structures, mode clustering, optimal sensor
placement

1. Introduction

Modal analysis [1, 2], i.e. identifying modal characteristics from measured responses, can be used for
many purposes, such as model updating, structural health monitoring, damage detection and structural
control. The accuracy of the identified modal characteristics depends on the number and locations of sensors.
The number of positions covered in the experiments should be sufficiently large to accurately represent the
mode shapes, i.e., to avoid spatial aliasing. Due to practical limitations on the number of sensors, modal
testing of large structures is usually carried out in multiple setups [3]. The number of setups determines the
measurement time. It is therefore necessary to find the optimal number and locations of the reference and
roving sensors in order to obtain the required information within a reasonable time.

A careful choice of sensor positions is particularly important for repetitive structures, which have regular
structural layout, e.g. buildings with repetitive floor plan. In such structures, modes with clustered natural
frequencies occur [4]. It is important to determine proper sensor locations such that the closely spaced
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modes are distinguished in modal identification. The distinction of modes is necessary, for example, in
model calibration when pairing the identified and computed modes.

The dynamic behaviour of repetitive (periodic) structures has been investigated by means of wave prop-
agation analysis [5, 6] based on the Floquet theory. Characteristic free waves and propagation constants
are used to describe the dynamic behaviour of infinite periodic structures [7]. For a one-dimensional infinite
periodic structure, nc pairs of free waves can propagate through the structure at any frequency with nc the
number of coupling degrees of freedom (DOFs) between two adjacent units. Each pair contains identical
but opposite going free waves, characterized by a negative and positive pair of propagation constants. The
real part of the propagation constant represents the attenuation of the wave across the unit cell and the
imaginary part represents the corresponding phase change.

The natural frequencies of finite periodic structures have been studied based on the wave propagation
analysis for both mono-coupled [8] and multi-coupled [9] one dimensional periodic structures. For mono-
coupled structures, the adjacent units of a periodic structure are coupled by a single DOF; while in a
multi-coupled structure, the units are connected by multiple DOFs. In [8], the natural frequencies of
finite periodically supported beams, representing mono-coupled one-dimensional periodic structures with
symmetric units, were studied by analyzing the propagation constants. Both simply supported and clamped
ends were considered as the boundary conditions of the beams. It was found that the natural frequencies
lie inside or at the boundaries of the propagation zones of the structure and the number of modes in each
propagation zone is equal to the number of bays [8]. A propagation zone is a frequency range where the free
characteristic wave is not decaying, i.e. the real part of the propagation constant is zero. It can therefore be
concluded from the study in [8] that mode clustering occurs in the propagation zone of mono-coupled periodic
structures with symmetric units and free or clamped boundaries. For multi-coupled periodic structures, the
analysis becomes more involved as there is more than one pair of free waves at each frequency. In a frequency
range where there is only a single pair of non-decaying waves, the number of modes is less than or equal
to the number of bays if the periodic structure has a sufficiently large number of units [9]. The number of
modes outside of these frequency ranges is difficult to predict on beforehand.

In order to distinguish between clustered modes in the modal identification of repetitive structures, a
careful choice of sensor locations is needed. Optimal sensor placement has received considerable attention in
the field of structural dynamics [10–19]. Criteria proposed for optimal sensor placement include the Modal
Kinetic Energy [11, 12], Effective Independence [11], some norm (e.g. determinant and trace) of the Fisher
Information Matrix [13, 14], Information Entropy (IE) [15] and the off-diagonal terms of the Modal Assur-
ance Criterion (MAC) matrix [16]. Modal Kinetic Energy [11, 12] is used to select the sensor locations with
possibly the largest modal responses. Effective Independence [11] aims at selecting the sensor locations such
that the observed modes are linearly independent. It was found that the Effective Independence method is
an iterated version of the Modal Kinetic Energy method [17]. The Effective Independence method is intrin-
sically equivalent to maximizing the determinant of the Fisher Information Matrix. The Fisher Information
Matrix [13, 14] is the inverse of the covariance matrix of the estimates characterizing the uncertainty on the
estimated parameters, which can be modal coordinates for modal identification or parameters related to the
stiffness, mass and damping of the structure for parameter estimation. When the sensor locations are chosen
to maximize some norm (determinant, trace) of the Fisher Information Matrix, the estimation uncertainty
is minimized. In the Bayesian framework for parameter estimation, Papadimitriou, Beck and Au [15] have
proposed to minimize the Information Entropy. The Information Entropy is defined as a scalar measure of
the uncertainty in the parameter estimates. If the number of data is sufficiently large, minimizing the Infor-
mation Entropy becomes equivalent to maximizing the determinant of the Fisher Information Matrix [18].
The influence of the spatial correlation of the prediction errors on the Information Entropy [19] was studied.
It was found that this avoids closely spaced sensors which are generally believed to provide redundant infor-
mation. The Modal Assurance Criterion (MAC) is a measure of the collinearity between two mode shape
vectors [1, 20]. Minimizing the off-diagonal terms of the MAC matrix results in less dependent mode shape
vectors. The Modal Kinetic Energy method, Effective Independence method and the MAC matrix method
can be used to determine the optimal sensor locations for modal identification of structures. The Fisher
Information Matrix method and Information Entropy method are suitable for both modal identification and
parameter estimation, depending on the type of the estimation parameters.
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Finding the optimal sensor locations by full enumeration of all sensor configuration candidates is difficult
or even impossible when the number of possible sensor locations is large. A number of studies have focused
on computational algorithms which can improve the efficiency, including heuristic algorithms [18, 21, 22],
genetic algorithms [23, 24] and meta-heuristic algorithms [25]. Genetic algorithms [23, 24] have been used
to find optimal solutions of sensors locations. Studies on meta-heuristic algorithms inspired from nature
were also conducted [25]. As an alternative to these algorithms which involve a random search compo-
nent, Sequential Sensor Placement algorithms have been studied. Based on the Information Entropy, two
heuristic algorithms i.e. Forward and Backward Sequential Sensor Placement (FSSP and BSSP) have been
proposed [18] to find suboptimal sensor locations. It was found that these Sequential Sensor Placement
algorithms generally provide a good approximation of the optimal sensor configuration at a very reasonable
computational cost [19]. A heuristic sequential algorithm was proposed in [21] for selecting the optimal loca-
tions of various types of sensors base on the robust Information Entropy, which allows the evaluation of the
overall performance of multiple types of sensors. Based on convex optimization, a heuristic method was pro-
posed which selects suboptimal sensor locations and gives a performance bound [22]. An iterative algorithm
based on Effective Independence method was also proposed to reduce the computational effort [11]. These
studies mainly focused on optimal sensor placement for single setup measurements. Up to now, the problem
of determining optimal positions of reference and roving sensors in a multi-setup modal identification has
received much less attention.

An important step in multi-setup modal analysis is the data merging. The approaches for data merging
fall into two categories depending on whether the merging is performed before or after modal identification.
In Experimental Modal Analysis (EMA), the data from different setups are usually merged before identifying
the modal characteristics [3]. The data in different setups are usually inconsistent, however, resulting in
the identification of multiple spurious modes instead of a single mode near a natural frequency [26]. The
classical approach for data merging in multi-setup Operational Modal Analysis (OMA) is the Post Separate
Estimation Re-scaling (PoSER) approach [3]. The partial modes shapes in different setups are identified
first and merged next to obtain the global mode shapes. The natural frequencies and damping ratios are
averaged. This merging strategy can also be used in Experimental Modal Analysis to solve the inconsistency
problem. However, problems may also arise in the PoSER approach: some modes may not be identified
in some setups and it is difficult to pair modal characteristics of closely spaced modes. This will cause
problems for multi-setup modal analysis of repetitive structures, which typically have closely spaced modes.
Other data merging approaches have been investigated for Operational Modal Analysis, such as Post Global
Estimation Re-scaling (PoGER) and Pre Global Estimation Re-scaling (PreGER), merging data after and
before modal identification, respectively [3, 27].

In this contribution, a strategy of optimal sensor placement is proposed for multi-setup modal testing of
large structures, focusing on repetitive structures. The outline of the paper is as follows. First, the mode
clustering phenomenon and the similarity of the corresponding mode shapes are illustrated for the case of
a periodic three dimensional frame structure to motivate the study. The relation between the propagation
zones of the infinite periodic structure and the mode clustering frequency ranges is discussed. Next, a
strategy for multi-setup modal testing is proposed where the aim is to select the sensor positions such that
the problems for data merging after modal identification are avoided. This method is applicable for any large
structure where modal testing is performed in multiple setups. The developed strategy is then illustrated
for a three dimensional repetitive frame structure using uni-axial sensors. The influence of the number of
reference sensors and two strategies for positioning roving sensors are studied. An experiment was performed
on the office building “Blok D” of KU Leuven for validation of the proposed strategy.

2. Wave propagation and mode clustering in repetitive structures

For a mono-coupled periodic structure with symmetric units and free or clamped boundaries, mode
clustering occurs in the propagation zones [8]. The relation between the propagation zones and mode
clustering frequency is less clear for multi-coupled periodic structures, however. In this section, the mode
clustering and wave propagation characteristics are investigated for a multi-coupled periodic frame structure.
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This is important for the physical understanding of the modal identification problems that arise in finite
periodic structures.

A concrete frame structure with regular floor plan, shown in figure 1, is used to illustrate the wave
propagation characteristics and phenomenon of mode clustering in the frequency range between 0 Hz and
50 Hz. The floor of one module has a dimension of 5 m × 5 m with a thickness of 0.15 m. The story
height is 3 m. The beams in the transverse (y) and longitudinal (x) direction have a rectangular section
of 0.2 m × 0.5 m. The columns have a square section of 0.35 m × 0.35 m. The concrete has a density of
ρ = 2500 kg/m3 and a Young’s modulus of E = 35× 109 N/m2. Damping is not taken into account. In the
following, the modal characteristics of this structure are studied as a function of the number of bays.

The repetitive frame structure is modeled in StaBIL [28], a finite element toolbox in Matlab. A four-noded
shell element, which consists of a bilinear membrane element and four overlaid discrete Kirchhoff triangles
(DKT) for bending, is used for the slab. The beams and columns are modeled using beam elements. The
mesh size is determined by the smallest wavelength at 50 Hz. The length of one element is limited to one
eighth of the smallest wavelength, leading to a mesh of 12×12 elements for the plate of one bay, 12 elements
for each beam and 6 elements for each column.

x

y
z

...

...

Figure 1: The repetitive frame structure with plates (light gray), columns and beams (black).

2.1. Mode clustering in the finite repetitive frame structure

The modal characteristics in the frequency range between 0 Hz and 50 Hz are calculated for the finite
repetitive frame structure. The natural frequencies are shown in figure 2 as a function of the numbers of
bays of the structure. Mode clustering is found to occur in the frequency bands with non-decaying free
waves, as will be discussed in the next section.

The mode shapes in the frequency range between 14.0 Hz and 15.3 Hz corresponding to the first mode
cluster are shown in figure 3 for the frame structure with twelve bays. The mode shapes show a pronounced
bending of the floors. It can be seen that the modes are quite similar in some bays. For instance, the mode
shapes of the two central bays are similar for modes 5, 7, 9, 11, 13 and 15 and modes 6, 8, 10, 12, 14 and 16,
respectively. The MAC values [1, 20] between two mode shapes of the two central bays are calculated for
modes 5, 7, 9, 11, 13 and 15 and modes 6, 8, 10, 12, 14 and 16, shown in figure 4. The MAC values of some
modes are very high, indicating the similarity of the mode shapes. The mode shapes of the two central bays
for modes 5 and 7 are nearly identical.
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Figure 2: Natural frequencies as a function of the numbers of bays of the finite repetitive frame structure. The background
color indicates the number of non-decaying free waves at each frequency, shown in the color bar.
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(k) mode 15, 15.231 Hz (l) mode 16, 15.233 Hz

Figure 3: The modes of the twelve-bay frame in the first mode cluster (between 14.0 Hz and 15.3 Hz).
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Figure 4: The MAC values for (a) modes 5, 7, 9, 11, 13 and 15 and (b) modes 6, 8, 10, 12, 14 and 16 at the two central bays.

2.2. Wave propagation in the infinite periodic frame structure

The repetitive frame structure is regarded as a periodic structure with generalized boundary conditions
(figure 5). The periodic unit consists of one plate, two columns, one beam in the transverse direction and
two beams in the longitudinal direction. Generalized boundary conditions are introduced by the beam and
columns at the right end of the structure.

The free waves which can propagate in the infinite periodic frame structure (figure 6) are calculated from
the finite element model of a single periodic unit (figure 7) following the procedure in [29].
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z

Figure 5: The finite repetitive frame structure consisting of a repetition of unit cells (dashed lines and dark gray area), followed
by a generalized boundary (dot-dashed lines)
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Figure 6: The infinite periodic frame structure.
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Figure 7: The mesh of a repetitive unit.

The DOFs of a repetitive unit are divided into two sets (figure 7): the interface DOFs (ΓL and ΓR) and
the internal DOFs (Ω). ΓL and ΓR contain the DOFs that are coupled with the adjacent units on the left
and right, respectively. Ω contains the remaining DOFs that are not coupled with the adjacent units.

After the elimination of the internal DOFs Ω, the equation of motion of one unit, which gives the relation
between the dynamic forces F̂ and displacements û at the interface DOFs (ΓL and ΓR) of a unit, reads as
follows:

[

F̂L

F̂R

]

=

[

DLL DLR

DRL DRR

] [

ûL

ûR

]

(1)

where D is the dynamic stiffness matrix and the subscripts L and R represent the DOFs in ΓL and ΓR,
respectively.

The propagation constants µ and free waves ψ are found as the solution of the following eigenvalue
problem [29]:

[

DRL DRR

0 I

]

ψ = eµ
[

−DLL −DLR

I 0

]

ψ (2)

Figure 7 shows the mesh of the periodic unit. There are seventy-eight (13 × 6) coupling DOFs at the
interface, resulting in seventy-eight pairs of free waves at each frequency according to the Floquet theory.
The propagation constants and free waves at 15 Hz are studied in order to gain a physical understanding of
the waves propagating in the frame structure. There are three pairs of non-decaying waves at this frequency,
the corresponding propagation constants are ±0.12i, ±0.62i and ±1.60i. The other seventy-five pairs are
decaying waves.

A selection of free waves in the infinite periodic frame structure is plotted for a finite part of the infinite
structure in figure 8. The real parts and imaginary parts of the three non-decaying free waves are shown in
figure 8a-8c. It can be seen that the three non-decaying free waves are a longitudinal wave, a lateral wave
and a vertical bending wave. The wavelengths of the three types of waves are approximately 240 m, 50 m
and 10 m, respectively. Three selected decaying waves are plotted in figure 8d-8f. The decay rate depends
on the real part of the propagation constant. After propagating through one unit, the amplitudes of the
three decaying waves in figure 8d-8f are reduced by 43%, 49% and 87%, respectively.

The propagation constants are calculated in the frequency range between 0 Hz and 50 Hz. The number
of non-decaying waves is counted at each frequency. The frequency range is divided into zones according
to the number of non-decaying waves, as indicated by the background color in figure 2. From figure 2,
it is observed that the number of modes increases with the number of bays in the frequency range where
non-decaying waves exist. The higher the number of non-decaying waves, the higher the modal density. For
example, in the range between 14.0 Hz and 15.2 Hz where three non-decaying waves are found, the modal
density is much higher than that in the range between 6.6 Hz and 14.0 Hz where two non-decaying waves
are found. For this repetitive frame structure, mode clustering with a high modal density occurs in the
frequency ranges with three or more non-decaying waves. The first mode cluster in the range between 14.0
Hz and 15.3 Hz has been considered previously, where three non-decaying waves are found between 14.0 Hz
and 15.2 Hz and four non-decaying waves are found between 15.2 Hz and 15.3 Hz.
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Figure 8: The real part (upper) and imaginary part (lower) of the selected free waves of the frame at 15 Hz.

These observations suggests that the frequency ranges with clustered modes can be predicted by analyzing
the number of non-decaying free waves based on a finite element model of a single unit, avoiding the
eigenvalue analysis of a full structure. This is useful in the preliminary design of an experiment. If the
frequency range of interest contains bands where a large number of non-decaying waves are found, the
modes appear to be closely spaced with similar mode shapes and the sensor locations should be carefully
chosen in order to distinguish between them.

The aim of a multi-setup modal test is to accurately characterize the mode shapes. Usually, a few
reference sensors are used for merging data in different setups and the roving sensors are typically moved
from one bay or several adjacent bays to the next ones for obtaining detailed spatial modal information. If
this conventional sensor placement approach is applied to identify clustered modes and the data is merged
after identifying modal characteristics, two challenges arise: (1) identifying the partial modes in each setup
which may be nearly identical with closely spaced natural frequencies; (2) pairing the partial modes in
different setups.

3. Optimal sensor placement strategy for multi-setup modal identification

An optimal sensor placement strategy is proposed for multi-setup modal testing of large structures. The
criterion used in this paper for the optimal sensor placement is the Information Entropy Index (IEI) [19]. A
computational algorithm based on the Backward Sequential Sensor Placement (BSSP) algorithm is proposed
next.

3.1. Optimal sensor placement for single setup modal identification

Before considering the problem of optimal sensor placement for multi-setup modal identification, the
methodology of optimal sensor placement based on Information Entropy is briefly recapitulated [19]. For
modal identification, the objective function is based on the uncertainty in the estimates of the modal
coordinates from a set of measured responses.

Following Papadimitriou and Lombaert [19], the measured response with prediction error is written as

x = LΦθ + Le (3)

8



where Φ contains mode shape vectors, L is the observation matrix that selects the observed response
quantities, e is the prediction error vector containing modeling error and measurement error and θ is
the modal coordinate vector to be estimated. θ can be modal displacements, modal velocities or modal
accelerations depending on the type of the measured quantities.

An estimate θ0 of the modal coordinates is obtained from the least-squares solution:

θ0 = ((LΦ)T(LΦ))−1(LΦ)Tx (4)

The covariance matrix of the estimation error, characterizing the uncertainty on the modal coordinates,
is calculated from the covariance matrix Σt of the prediction error as

C = E[(θ − θ0)(θ − θ0)
T] = [(LΦ)T(LΣtL

T)−1(LΦ)]−1 (5)

The Fisher Information Matrix is the inverse of the covariance matrix:

Q = (LΦ)T(LΣtL
T)−1(LΦ) (6)

The Information Entropy, as given by equation (7), is a scalar measure of the uncertainty in the estimated
parameters [19]:

h(L;Σt,D) = −

∫

lnp(θ|Σt,D)p(θ|Σt,D)dθ (7)

where p(θ|Σt,D) is the posterior probability density function and D are the measured data.
If the number of data is sufficiently large, the Information Entropy can be asymptotically approximated

by [18]:

h(L;Σt,D) ≈ H(L; θ0,Σt) =
1

2
Nθln(2π)−

1

2
ln[detQ(L; θ0,Σt)] (8)

whereQ is the Fisher Information Matrix given in equation (6). In the case of the linear relationship between
the response quantities x and the parameters θ in equation (3), equation (8) gives an exact expression for
the Information Entropy.

The Information Entropy Index (IEI) is defined as a measure of the uncertainty in θ relative to the
uncertainty obtained for a reference configuration, typically including all DOFs:

IEI(L) = exp[H(L; θ0,Σt)−H(Lref ; θ0,Σt)] =

[

detQ−1(L; θ0,Σt)

detQ−1(Lref ; θ0,Σt)

]1/2

(9)

By minimizing the IEI, the uncertainty in the estimates is minimized. Based on the Information Entropy,
the BSSP and FSSP algorithms were proposed to compute the optimal sensor locations for single setup modal
testing in an efficient way [18, 19]. The BSSP algorithm starts with sensors at all possible locations and
removes one sensor at a time successively by searching the sensor configuration that gives the smallest IEI
from all configurations with one sensor less. The FSSP algorithm places one sensor at a time by searching
the sensor configuration that gives the smallest IEI from all configurations with one sensor more.

3.2. Optimal sensor placement strategy for multi-setup modal identification

The problem of optimal sensor placement for multi-setup modal identification can be formulated in
different ways, for example, (1) given a maximum number of available sensors and a minimum number of
positions to be covered in the test, how should the reference and roving sensors be placed such that the
value of the IEI is minimized, (2) given a maximum number of available sensors and a maximum value of
the IEI, how should the reference and roving sensors be placed such that the number of setups is minimized.
In the following, the first optimization problem is considered.

The optimization problem is solved by considering the positions of both the reference and the roving
sensors simultaneously. When modal identification is carried out for each roving setup, the quality of the
combined test depends on the least informative setup. The objective of the proposed strategy is to optimize
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the worst setup and thus generally make all setups good. This is formulated as a minimax problem where
the maximum value of IEI over all setups is minimized. The optimization problem is formulated as:

[Lref ; Lrov]
∗ = argmin

[Lref ,Lrov]

max
j∈[1,··· ,Nsetup]

{IEI([Lref ; Lrov,j ])} (10)

where the objective is to minimize the maximum value of the IEI over all setups, Lref is the configuration of
the reference sensors, Lrov,j is the configuration of the roving sensors in setup j ∈ [1, · · · , Nsetup] with Nsetup

the total number of setups, Lrov = [Lrov,1; · · · ; Lrov,Nsetup
].

The BSSP algorithm can be adapted to solve this minimax problem. The total number of sensors
available is denoted by Nt , the number of reference sensors is Nref and the number of roving sensors is
Nrov = Nt −Nref . It is noted that Nref , Nrov and Nsetup are fixed in the following algorithm.

1. Initialize: preselect NI candidate positions LI for Nref reference sensors from all possible locations.
2. While number of candidate sensors NI > number of reference sensors Nref , do

(a) For i = 1 to NI

i. Obtain reference sensor configuration Li,I−1 by removing sensor i from LI

ii. For j = 1 to Nsetup

A. Select Nrov optimal positions Lrov,j for roving sensors from all possible roving sensor
positions of setup j, such that the sensor configuration [Li,I−1; Lrov,j] gives the minimum
IEI.

B. Obtain the IEI of configuration [Li,I−1; Lrov,j ] for setup j: IEIi,j
end

iii. Find the maximum IEI over all setups: max{IEIi,1, · · · , IEIi,Nsetup
}

end
(b) Select the reference sensor configuration Lopt,I−1 that minimizes the maximum IEI over all setups
(c) LI = Lopt,I−1, NI = NI − 1
end

In step 1, NI candidate positions LI for reference sensors are preselected from all possible positions using
the BSSP or FSSP algorithm (NI > Nref). The roving sensors are not considered in this step. From these
candidate positions LI, a subset of Nref positions for reference sensors Lref is selected by removing one sensor
at a time following step 2, where roving sensors are taken into account. In step ii, each setup consists of the
reference sensors, supplemented by optimally located roving sensors, which can also be obtained using the
FSSP or BSSP algorithm. This procedure will be illustrated by means of the example in subsection 4.1.

Although the IEI is used as a measure of quality of the modal testing, the proposed strategy can be
adopted for other criteria depending on how the problem is addressed. If the effective independence criterion
is used, for example, the algorithm for multi-setup measurement should be formulated based on the iterative
algorithm in [11].

Although the strategy is initially proposed to avoid problems with data merging after modal identifica-
tion, it is also applicable to other approaches where the data are merged before modal identification as it is
equally important to have highly informative data in each setup.

In the following section, the optimal sensor placement strategy is applied to the repetitive frame structure
with twelve bays previously considered and the office building “Blok D” of KU Leuven, which is a nearly
repetitive structure. Although the focus is on repetitive structures, the proposed sensor placement strategy
is general and can be applied to any structure.

4. Applications

4.1. The twelve-bay repetitive frame structure

The optimal sensor locations are studied for the repetitive frame structure with twelve bays discussed in
subsection 2.1. A distinction is made between two cases of modal identification. In the first case, the modal
test is performed to identify modes of the entire structure. In the second case, the aim is to have a detailed
characterization of the mode shapes in one particular part of the structure.
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4.1.1. Modal testing for identification of modes of the entire structure

Two problems are investigated in this section: (1) the required number of reference sensors; (2) the
selection of a roving sensor strategy. The roving sensors can be either located in a cluster (e.g. figure 9a) or
uniformly distributed (e.g. figure 9b) over the repetitive parts of the structure.

(a)

(b)

Figure 9: (a) A cluster and (b) a uniform distribution of roving sensors in one setup.

The aim of the analysis is to identify the twelve closely spaced modes in the first mode cluster (shown
in figure 3). The bending of the floor is the dominant deformation pattern, thus the sensors are put in
the vertical direction (z direction) only. A sensor location grid, where the grid points are possible sensor
locations, is predefined, as shown in figure 10.

x

y

Figure 10: The sensor grid (solid lines) and the finite element mesh (dashed lines).

The roving sensor strategy illustrated in figure 9a is studied first. It is assumed that twenty uni-axial
sensors are available (Nt = 20). Three cases with a different number of setups are investigated: twelve
setups, eight setups and six setups. For the case with twelve setups, the roving sensors are moved from the
first to the next bay until the last bay is reached. For the case with eight setups, the roving sensors are at
each time distributed over one bay and half of the adjacent bay. For the case with six setups, the roving
sensors are at each time distributed over two adjacent bays. The optimal sensor locations are determined
following the proposed strategy with twelve reference sensors (Nref = 12, Nrov = 8).

The algorithm proposed in subsection 3.2 is elaborated in detail for the case with six setups. NI = 30
candidate reference sensor positions are preselected using the BSSP algorithm, shown in figure 11a, from
which twelve reference sensors positions are selected as follows. First, one candidate reference sensor position
is removed from the 30 positions and a configuration with 29 reference sensors Li,I−1 is obtained with
i ∈ [1, · · · , 30] referring to the candidate set of reference sensors. An example of the reference sensor
configuration with one sensor less is shown in figure 11b. Second, the optimal positions of roving sensors for
each setup Lrov,j are selected from all possible roving sensor positions in setup j by minimizing the value
of the IEI of the combined set of sensors [Li,I−1; Lrov,j ], where j ∈ [1, · · · , 6] indicates different setups. As
an example, the optimal roving sensor positions for setup one are shown in figure 11c. The maximum value
of the IEI over all setups is then picked up and taken as a measure of the optimality of the corresponding
reference sensor configuration with 29 sensors. This process is repeated for all cases where a different
candidate reference sensor position is removed from the 30 preselected positions, resulting in 30 reference
sensor configurations. The one which minimizes the maximum value of the IEI over all setups is selected
and used in the next iteration. One candidate reference sensor position is removed in each iteration until
the number of reference sensors reaches 12.

Figure 12 shows the optimal sensor locations with twelve reference sensors and clustered roving sensors.
It can be seen that the optimized reference sensor locations are uniformly distributed over the structure.
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Figure 11: (a) Preselected candidate positions for reference sensors LI; (b) An example of the reference sensor configuration
Li,I−1 with one sensor less (solid triangles), i ∈ [1, · · · , 30]; the removed sensor (hollow triangle); (c) The 8 optimally located
roving sensors Lrov,j (solid circles) in addition to the reference sensor configuration Li,I−1 (solid triangles), selected from all
possible roving sensor locations (hollow circles) in setup j = 1.

The second roving sensor strategy (figure 9b) is evaluated using the same twelve-bay structure with
modal tests performed in twelve setups, eight setups and six setups. The roving sensors are placed on four
separated areas in one setup and moved to the next four separated areas until they cover the entire structure.
Figure 13 shows the optimal sensor locations with twelve reference sensors and uniformly distributed roving
sensors.
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Figure 12: Optimal locations of the twelve reference sensors (triangles) and the clustered roving sensors (circles) for a modal
testing in (a) twelve setups, (b) eight setups and (c) six setups.
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Figure 13: Optimal locations of the twelve reference sensors (triangles) and the uniformly distributed roving sensors (circles)
for a modal testing in (a) twelve setups, (b) eight setups and (c) six setups.

The influence of the number of reference sensors on the value of the IEI is now investigated. In practice,
there are constraints on the number of sensor available for the modal test and the measurement time while
a sufficient number of positions needs to be covered to accurately characterize the mode shapes. The total
number of sensors Nt, the number of covered positions Ncover, the number of reference sensors Nref and the
number of setups Nsetup are related as follows:

Ncover = Nref +Nsetup(Nt −Nref) (11)

where Nt−Nref is the number of roving sensors. Table 1 shows the number of positions covered as a function
of the number of setups and the number of reference sensors when twenty sensors are available (Nt = 20).

Nref 7 8 9 10 11 12 13 14 15 16
Ncover (12 setups) 163 152 141 130 119 108 97 86 75 64
Ncover (8 setups) 111 104 97 90 83 76 69 62 55 48
Ncover (6 setups) 85 80 75 70 65 60 55 50 45 40

Table 1: The number of positions covered when twenty sensors are available.

The number of reference sensors is now varied from seven to sixteen. The optimal locations of the
reference and roving sensors are determined using the proposed optimal sensor placement strategy. The
value of the IEI is plotted as a function of the number of reference sensors in figure 14. It is found that
the value of the IEI decreases with the number of reference sensors. For the roving sensor strategy with
clustered roving sensors, it can be seen that the value of the IEI decreases rapidly when the number of
reference sensors increases from seven to twelve. A low value of the IEI indicates a small uncertainty in
the estimated modal coordinates. The number of reference sensors is preferably equal to or larger than
twelve, which is the number of modes. It is also observed that the value of the IEI is generally larger when
the number of setups is larger. This is because each setup covers a smaller floor area when the number of
setups is larger and it is therefore more difficult to distinguish between the modes. Therefore the number
of reference sensors should be maximized and the number of setups should be minimized in a multi-setup
modal test. When the number of reference sensors is less than twelve, the uniformly distributed roving
sensors generally lead to a much smaller value of the IEI than in case of the clustered roving sensors. The
measurement quality is therefore largely improved. When the number of reference sensors is equal to or
larger than twelve, the two roving sensor strategies provide similar results in the same order of magnitude.
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Figure 14: The value of the IEI as a function of the number of reference sensors for the roving sensor strategy with (a) clustered
roving sensors and (b) uniformly distributed roving sensors in twelve setups (circles), eight setups (asterisks) and six setups
(triangles).

Theoretically, if the number of observed DOFs is less than the number of modes to be identified, the
observed mode shape vectors are linearly dependent. In this case, the term (LΦ)T(LΦ) in equation 4 is
not invertible. This makes it impossible to distinguish between the modes and also implies that important
information required for identifying these modes is missing. For multi-setup modal testing, the total number
of sensors in one setup, including both reference and roving sensors, should at least be equal to the number
of modes to enable the distinction of the modes in this setup. This, however, does not guarantee that the
modes can be distinguished in this setup. Since the roving sensors are constrained to particular positions
for each setup, they may not contribute to distinguishing between the observed modes. The number of
reference sensors is therefore preferably at least equal to the number of modes.

A uniform distribution of roving sensors is generally superior over a cluster of roving sensors, since some
modes may appear nearly identical in some adjacent units of a repetitive structure.

The best sensor placement plan is now determined for the twelve-bay frame structure to identify the
twelve modes in the first mode cluster (between 14.0 Hz and 15.3 Hz). The required number of positions
covered is determined by the smallest wavelength in the frequency range of interest. The smaller the
wavelength is, the more positions need to be covered to obtain accurate mode shapes. Since the dominant
deformation pattern of the mode shapes in the frequency range of interest is vertical bending, the vertical
bending non-decaying free wave is the main component of the mode shapes. The smallest wavelength in the
first mode cluster is similar to the vertical bending non-decaying free wave at 15 Hz (figure 8c), which is
around 10 m (two spans). If fourteen sensors per wavelength are needed to accurately represent the mode
shapes, the total number of covered positions should be Ncover = 14 × 6 = 84 for the twelve-bay frame.
From all cases considered in table 1, those with more than 84 covered positions should be considered. In
case the modal testing is performed in twelve setups, the number of reference sensors can be taken as twelve
or more as long as the number of covered positions is larger than 84. If the number of setups is limited to
eight due to limits on the measurement time, there are two options: ten reference sensors and eight setups
or seven reference sensors and six setups. The latter, however, gives worse results. Therefore the case with
ten reference sensors and eight setups should be taken. In this case, a uniform distribution of roving sensors
is preferable over a cluster of roving sensors.

It is concluded that the number of reference sensors is preferably equal to or larger than the number of
modes to be identified and the number of setups depends on the required number of positions covered. If
this is not possible, it is preferable to use as many reference sensors as possible. In this case, the roving
sensor strategy has a large influence on the IEI and a uniform distribution of roving sensors is preferred.
The influence of the roving sensor strategy is very small when the number of reference sensors is equal to or
larger than the number of modes.
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4.1.2. Modal testing for identification of modes of a particular part of the structure

In some cases, the aim of the modal identification is to obtain detailed mode shapes of a particular
part of a structure, e.g. one particular floor in a large building. When sensors are only positioned on that
particular part, it is difficult to distinguish between modes which appear to be similar there. It is therefore
important to have a sufficiently large number of reference sensors distributed over the entire structure. The
roving sensors are positioned on the particular part of interest to obtain detailed mode shapes.

The optimal sensor locations are determined for the twelve modes (figure 3) in the first mode cluster
(between 14.0 Hz and 15.3 Hz) of the two central bays of the twelve-bay frame structure (figure 15). Twenty
uni-axial sensors are available, roving sensors are moved in three setups located at the two central bays.
The optimal locations of the three setups including the twelve reference sensors are shown in figure 16. The
reference sensors are distributed over the entire structure. The value of the IEI is plotted as a function of
the number of reference sensors in figure 17. The value of the IEI decreases with the number of reference
sensors. The number of reference sensors is preferably equal to or larger than twelve in order to make the
modes distinguishable, as stated in subsection 4.1.1.
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Figure 15: The two central bays of the twelve-bay structure.
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Figure 16: Optimal locations of the twelve reference sensors (triangles) and roving sensors (circles) for identifying the modes
of the two central bays.
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Figure 17: The value of the IEI as a function of the number of reference sensors when the sensor locations are optimized for
the identification of the modes of the two central bays.
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4.2. The office building “Blok D” of KU Leuven

An experimental modal test was performed on the office building “blok D” of KU Leuven located at
Willem de Croylaan 54, 3001 Leuven, Belgium. The proposed optimal sensor placement strategy for multi-
setup modal analysis is validated by the results from this experiment.

4.2.1. Measurement on the “Blok D” building of KU Leuven

Figure 18 shows a picture of the “Blok D” building, which is a three-story building (floors 0 - 2) with
basement, connected to a neighboring building through a hallway and a corridor on the ground floor 0. The
load-bearing structure is composed of reinforced concrete beams, columns and floor slabs. A right-handed
coordinate system is used with x-axis in the direction of the short side of the floor plan, y-axis in the direction
of the long side and z-axis perpendicular to the floor plan, as shown in figures 18 and 19. The building has
a nearly repetitive structural layout in the y-direction.

z

yx

Figure 18: The “Blok D” building of KU Leuven.
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Figure 19: The plan of floor 2 and the measurement setup with 12 GeoSIG GMS-18 units (solid squares), 3 GeoSIG GMS-plus
units (solid triangles), 7 uni-axial accelerometers (solid circles) and 2 hammer locations (hollow circles).

The measurements were performed on the top floor 2. The locations of the excitations and the measured
responses on floor 2 are shown in figure 19. Repeated hammer excitation was simultaneously applied in the
vertical direction at two locations on the floor and the acceleration responses were measured at 22 locations.
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Fifteen wireless tri-axial acceleration sensors including twelve GeoSIG GMS-18 units and three GeoSIG
GMSplus units were used. The synchronization of the GeoSIG units is provided through GPS. Each tri-
axial sensor has three channels measuring accelerations in x-, y- and z-direction. In addition, each GeoSIG
GMSplus has three additional channels. Seven uni-axial accelerometers in the z-direction and the two
hammers were connected to the additional channels of the GeoSIG GMSplus units. Fifty-two channels were
measured in total, including two hammer forces, fifteen accelerations in the x-direction, fifteen accelerations
in the y-direction and twenty-two accelerations in the z-direction,.

Modal identification was performed using MACEC [30], a Matlab toolbox for modal analysis of structures.
The vertical bending deformation of floor 2 is of our interest, therefore only the twenty-two accelerations
in the z-direction are taken into account in the modal identification. Since the accelerations in the z-
direction at the excitation locations exceeded the gravity acceleration g and the corresponding senors were
disconnected with the floor, these two accelerations were not considered. Therefore, the modal identification
was performed with twenty acceleration channels and two force channels.

The data-driven reference-based combined deterministic-stochastic subspace identification (CSI/ref) method
was applied [31]. A value of 50 was selected for the half of the number of block rows i of the Hankel matrices
and the maximum model order is 120. The stabilization criteria were selected as follows: the differences in
natural frequency, damping ratio, mode shape and modal transfer norm were set as 1%, 5%, 1% and 50%,
respectively; the damping range and the number of highest modal transfer norms were set as 0–50% and
60, respectively; the Modal Phase Collinearity (MPC) lower bound, the Mean Phase (MP) and Mean Phase
Deviation (MPD) upper bounds were set to 0.5, 90°and 90°, respectively.

The stabilization diagram considering all twenty response locations is shown in figure 20, showing how
8 modes could be identified. The natural frequencies, modal damping ratios and Modal Phase Collinearity
(MPC) values are listed in table 2. The MPC values of mode 5 and mode 7 are relatively low, indicating
that these two modes are not well identified. The mode shapes are plotted in figure 21, where mode 1 and
mode 3 have similar mode shapes (1st bending mode) and the same is observed for mode 2 and mode 4 (2nd

bending mode).
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Figure 20: The stabilization diagram with picked modes (large hollow circles).
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Mode f [Hz] ξ [%] MPC
1 9.22 2.2 0.85
2 10.91 3.8 0.94
3 11.25 3.0 0.94
4 12.60 3.3 0.96
5 13.54 2.2 0.71
6 16.03 2.5 0.95
7 19.10 3.4 0.67
8 20.30 2.9 0.85

Table 2: The natural frequencies, modal damping ratios and MPC values of the identified modes.
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Figure 21: The eight modes identified from all twenty acceleration channels.

4.2.2. Experimental validation of the proposed optimal sensor placement strategy

Four multi-setup modal tests are mimicked from the original experiment in order to validate the optimal
sensor placement strategy for multi-setup modal analysis. It is assumed that a total of five acceleration
sensors are available and two of them are used as reference sensors. The other three sensors are roving
sensors which are moved from one setup to the next until they cover all the twenty measured locations of
the original test, resulting in six setups in one assumed multi-setup modal test.

The proposed optimal sensor placement strategy is applied to select the optimal reference and roving
sensor locations from the twenty locations of the original test. The mode shapes are needed in the calculation
of the Information Entropy Index, which is the optimal sensor placement criterion used in the proposed
strategy. Usually, a preliminary finite element model is built to calculate the modes. In this study, however,
the eight modes identified from the original test, as illustrated in figure 21, are used in the calculation of
the Information Entropy Index and the optimal sensor locations. Figure 22b shows the optimally selected
reference sensor locations and the roving sensors that are moved in clusters from setup 1 to setup 6 (case
OC). The case with uniformly distributed roving sensors is also considered. While the reference sensors
are kept at the same optimal locations as in figure 22b, the roving sensors are uniformly distributed over
the structure, shown in figure 22d (case OU). As a contrast, badly chosen reference sensor locations are
determined by maximizing the maximum value of the IEI over all setups, shown in figure 22a for clustered
roving sensors (case BC) and figure 22c for uniformly distributed roving sensors (case BU).

18



19

42
43

44

45

0410

46

41

06

29 30 33 36

17 15 11

23

49

x

yz

36 

1
1
.2

 m

06

363330

17

2
 m

2
 m

7
.2

 m
 

ref.

ref.

11

1

2

223

33

4445

55

66

6

19

42
43

44

45

0410

46

41

06

29 30 33 36

17 15 11

23

49

x

yz

36 

1
1
.2

 m

06

363330

17

2
 m

2
 m

7
.2

 m
 

12

46

ref.

ref.

1

122

3

33

4

4

55

56

6

(a) case BC: badly chosen reference sensor
locations and clustered roving sensors

(b) case OC: optimally selected reference sensor
locations and clustered roving sensors
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Figure 22: The reference (squares) and roving (circles) sensor locations of the 4 assumed measurement cases.

Modal identification is carried out for all the four assumed cases. The PoSER data merging approach [3] is
applied, where modal identification is performed for each setup using the same procedure in subsection 4.2.1
and the identified partial modes are merged to obtain the global modes. Figure 23 shows the stabilization
diagrams of setup 2 and setup 6 for the four assumed cases. For the case with badly chosen reference sensors
locations and clustered roving sensors, the stabilization diagram in setup 6 is not clear and only two stable
modes can be picked up. All eight modes seem to appear in setup 6 for cases OC, BU and OU, while the
stability of each mode differs from case to case. For setup 2, mode 2 does not appear for cases BC and BU
and mode 7 does not appear clearly for cases BC and OC.

The natural frequencies and modal damping ratios of the identified modes are listed in table 3. The
MAC values between the modes identified from the assumed cases and the corresponding modes identified
from the original measurements considering all twenty measured locations are calculated, shown in table 4.
The MPC values are also shown in table 4 indicating the complexity of the modes. Only the modes which
could be identified in all setups are considered here. For case BC, only modes 4, 6 and 8 are identified in all
setups. The MAC value between mode 4 identified here and mode 4 from the original measurements is very
low (0.57), indicating that this mode is not well identified. For case OC, modes 1, 3, 4, 6 and 8 are well
identified with relatively high MPC and MAC values. Modes 2 and 5 are also identified with slightly lower
MPC and MAC values. For case BU, modes 6 and 8 are well identified. Modes 1, 3, 4 and 5 are identified
with less accuracy. For case OU, all modes except for mode 7 are well identified.

By comparing all cases, it is found that case OU gives the best results, case OC is the second best and
case BC is the worst. These experiments confirm that a well selected reference sensor configuration is very
important in the multi-setup modal identification. The results show that the sensor locations found with
the optimal sensor placement strategy for multi-setup modal testing allow extracting more information from
the measurement data. It is also found that it is better to uniformly distribute the roving sensors rather
than clustering them.
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Figure 23: The stabilization diagrams of all four assumed cases for (a) setup 2 and (b) setup 6. The vertical lines indicate the
natural frequencies identified from the original measurements.
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Mode f [Hz] fbc [Hz] foc [Hz] fbu [Hz] fou [Hz] ξ [%] ξbc [%] ξoc [%] ξbu [%] ξou [%]
1 9.22 – 9.26 9.26 9.24 2.2 – 2.5 2.3 1.4
2 10.91 – 10.92 – 10.90 3.8 – 4.4 – 3.6
3 11.25 – 11.25 11.24 11.23 3.0 – 2.9 2.9 2.9
4 12.60 12.54 12.60 12.61 12.60 3.3 3.3 3.3 3.4 3.4
5 13.54 – 13.58 13.61 13.60 2.2 – 2.5 1.7 2.4
6 16.03 16.05 16.01 16.02 16.01 2.5 2.5 2.3 2.4 2.4
7 19.10 – – – – 3.4 – – – –
8 20.30 20.38 20.26 20.27 20.24 2.9 2.4 2.7 2.5 2.5

Table 3: The natural frequencies and damping ratios identified from the original measurements (f, ξ), case BC (fbc, ξbc), case
OC (foc, ξoc), case BU (fbu, ξbu) and case OU (fou, ξou).

Mode MPC MPCbc MPCoc MPCbu MPCou MAC MACbc MACoc MACbu MACou

1 0.85 – 0.86 0.64 0.89 1.00 – 0.96 0.90 0.97
2 0.94 – 0.72 – 0.75 1.00 – 0.87 – 0.96
3 0.94 – 0.94 0.73 0.96 1.00 – 0.98 0.89 0.99
4 0.96 0.78 0.96 0.65 0.97 1.00 0.57 0.99 0.82 0.99
5 0.71 – 0.73 0.17 0.77 1.00 – 0.81 0.83 0.90
6 0.95 0.94 0.96 0.90 0.95 1.00 0.97 1.00 0.96 1.00
7 0.67 – – – – 1.00 – – – –
8 0.85 0.91 0.86 0.61 0.85 1.00 0.91 0.98 0.91 0.98

Table 4: The MPC values and MAC values for the identified modes from the original measurements (MPC, MAC), case BC
(MPCbc, MACbc), case OC (MPCoc, MACoc), case BU (MPCbu, MACbu) and case OU (MPCou, MACou).

5. Conclusions

This paper presents an optimal sensor placement strategy for multi-setup modal testing, which optimizes
the locations of reference and roving sensors simultaneously. The procedure is illustrated for selecting
optimal positions of uni-axial sensors for a repetitive frame structure with clustered modes. It is found that
the number of reference sensors is preferably equal to or larger than the number of modes to be identified
and the number of setups depends on the required number of positions covered. In this case, the information
content, as quantified by the Information Entropy, is not very sensitive to the roving sensor strategy. When
this is not possible, it is preferable to use as many reference sensors as possible and to distribute the roving
sensors uniformly over the structure rather than clustering them. Clustering the roving sensors is more
likely to lead to problems with distinguishing between modes with closely spaced natural frequencies which
may exhibit similar modal displacements in adjacent units of the structure. The proposed strategy has
been validated by an experimental modal test on the office building “Blok D” of KU Leuven, which has
a nearly repetitive structural layout. It is found that the sensor locations determined by the proposed
strategy allow extracting more information from the data. In this case, it is better to uniformly distribute
the roving sensors rather than clustering them. This conclusion is likely to also hold for other repetitive
structures where clustered modes appear. For non-repetitive structures, it is much more difficult to predict
on beforehand what roving strategy will be best suited and the proposed optimization framework can be
applied to select the best positions for reference and roving sensors.
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