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## Abstract

The vast network of connected devices, ranging from tiny Radio Frequency Identification (RFID) tags to powerful desktop computers, generates massive amounts of information. Public-key cryptography (PKC) plays a crucial role in securing this network. In this thesis we focus on the efficient implementation of PKC to address the security challenges of the future.

Aiming to secure resource-constrained connected devices, we design a lightweight elliptic-curve coprocessor for a 283 -bit Koblitz curve, which offers 140-bit security. We optimize the scalar conversion which is an important part of point multiplication, and we introduce lightweight countermeasures against timing and power side-channel attacks. The coprocessor consumes only 4.3 KGE.

In the second part of the thesis, we investigate implementation aspects of postquantum PKC and homomorphic encryption schemes whose security is based on the hardness of the ring-LWE problem. These cryptographic schemes perform arithmetic operations in a polynomial ring and require sampling from a discrete Gaussian distribution. To design a discrete Gaussian sampler that satisfies a negligible statistical distance to the accurate distribution, we analyze the Knuth-Yao random walk, and propose an algorithm that is fast and lightweight. For efficient polynomial multiplication, we apply the number theoretic transform. From these primitives we design a compact coprocessor that takes only $20 / 9 \mu s$ to compute encryption/decryption on a Xilinx Virtex VI FPGA.

Homomorphic function evaluation is very slow in software due to its arithmetic involving very large polynomials with large coefficients. We design an FPGAbased accelerator for the homomorphic encryption scheme YASHE. We observe that though the computation intensive arithmetic can be accelerated, the overhead of external memory access becomes a bottleneck. Then we propose a more practical scheme that uses a special module to assist homomorphic function evaluation in less time. With this module we can evaluate encrypted search roughly 20 times faster than the implementation without this module.

## Beknopte samenvatting

Het enorme netwerk van geïnterconnecteerde apparaten, gaande van kleine Radio frequentie identificatie tags (RFID) tot krachtige desktopcomputers, genereert een enorme hoeveelheid aan informatie. Asymmetrische cryptografie (PKC) speelt een cruciale rol bij de beveiliging van dit netwerk. In deze thesis focussen we op het efficiënt implementeren van PKC om aan de toekomstige beveiligingsuitdagingen het hoofd te bieden.

Het doel is het beveiligen van in middelen beperkte geconnecteerde apparaten. Hiertoe ontwikkelen we een compacte elliptische curve coprocessor voor een 283 bit Koblitz curve die een veiligheidsniveau van 140 bits biedt. We optimaliseren de scalaire transformatie, een belangrijk onderdeel van de punt vermenigvuldiging en introduceren een lichtgewicht tegenmaatregel tegen tijds en nevenkanaals aanvallen. De coprocessor verbruikt enkel 4.3 KGE.

In het tweede deel van de thesis onderzoeken we de verschillende aspecten van het implementeren van "post-quantum" PKC en homomorfische encryptie algoritmes wiens veiligheid gebaseerd is op de moeilijkheid van het oplossen van het ringLWE probleem. Deze cryptografische algoritmes voeren rekenkundige operaties uit in een polynomische ring en vereisen het monsteren van discrete gaussische distributies. Om een discrete gaussische bemonsteraar te ontwerpen die een te verwaarloosbare statistische afstand heeft tot de perfecte distributie analyseren we de Knuth-Yao willekeurige wandeling. We stellen een algoritme voor dat zowel snel en compact is. Om een efficiënte polynomische vermenigvuldiging te bekomen passen we de getal theoretische transformatie toe. We vertrekken vanuit deze technieken voor het ontwerpen van een compacte coprocessor die slechts $20 / 9 \mu s$ nodig heeft voor het uitvoeren van een en-/ decryptie op een Xilinx Virtex VI FPGA.

Het evalueren van homomorfische functies verloopt zeer traag in software door de rekenkundige technieken nodig voor het werken met polynomen met zeer grote coëfficiënten. We ontwerpen een FPGA gebaseerde versneller voor het
homomorfische encryptie algoritme YASHE. We bemerken dat de rekenkundige operaties versneld kunnen worden, maar dat het raadplegen van extern geheugen een bottleneck wordt. Vervolgens stellen we een praktischer algoritme voor dat gebruikt maakt van een speciale module dat ons in staat stelt de homomorfische encryptie sneller te evalueren. Met deze module kunnen we de geëncrypteerde opzoeking met een factor 20 versnellen in vergelijking met een geëncrypteerde opzoeking zonder de speciale module.

## Abbreviations

| AES | Advanced Encryption Standard |
| :--- | :--- |
| ALU | Arithmetic and Logic Unit |
| ALU | Arithmetic Logic Unit |
| ASIC | Application Specific Integrated Circuit |
| BLISS | Bimodal Lattice Signature Scheme |
| BRAM | Block RAM |
| CDT | Cumulative Distribution Table |
| CRT | Chinese remainder theorem |
| CVP | Closest Vector Problem |
| DDG | Discrete Distribution Generating |
| DES | Data Encryption Standard |
| DH | Diffie-Hellman |
| DLP | Discrete Logarithm Problem |
| DPA | Differential Power Analysis |
| DRAM | Distributed RAM |
| DRU | Division and Rounding Unit |
| DSP | Digital Signal Processor |
| ECC | Elliptic Curve Cryptography |
| ECDLP | Elliptic Curve Discrete Logarithm Problem |
| ECDSA | Elliptic Curve Digital Signature Algorithm |
| FF | Flip Flop |
| FFT | Fast Fourier Transform |
| FHE | Fully Homomorphic Encryption |


| FPGA | Field Programmable Gate Array |
| :--- | :--- |
| FV | Fan-Vercauteren |
| IoT | Internet of Things |
| LPR | Lindner-Peikert-Regev |
| LUT | Lookup Table |
| LWE | Learning-With-Errors |
| MAC | Multiply and Accumulate |
| MPC | Multiparty Computation |
| NTT | Number Theoretic Transform |
| PALU | Polynomial Arithmetic and Logic Unit |
| PIR | Private Information Retrieval |
| PKC | Public Key Cryptography |
| RFID | Radio Frequency Identification |
| ring-LWE | Ring-Learning-With-Errors |
| SHE | Somewhat Homomorphic Encryption |
| SIMD | Single Instruction Multiple Data |
| SPA | Simple Power Analysis |
| SVP | Shortest Vector Problem |
| YASHE | Yet Another Somewhat Homomorphic Encryption |
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## Chapter 1

## Introduction

Since the advent of the internet, our world has become more and more connected every day. The International Telecommunications Union reports [132] that the number of internet users has increased from 400 million in 2000 to 3.2 billion in 2015. This growth rate is expected to be faster in the future as a result of internet penetration in the developing nations. The Internet of Things (IoT) is a network of connected devices ranging from powerful personal computers and smart phones to low-cost passive RFID tags. These devices are capable of computing together and exchanging information with or without human intervention and are present in many areas of our life such as smart homes, smart grids, intelligent transportation, smart cities. By 2020 there will be 21 billion IoT devices [1]. These connected devices could upload their data or even outsource costly computational tasks to a cloud server. A cloud server is a very powerful device with huge storage and computation capability. Indeed cloud computing and IoT are tightly coupled.

In this connected world, our daily life applications such as email, social networks, e-commerce, online banking and several others generate and process massive amounts of information every day [151]. Snowden's revelation [134] in 2013 has brought security and privacy issues into the spotlight of media coverage. Google, Facebook and other leading internet companies are facing increasing pressures from government spying agencies to reveal information about the users. Now users are more concerned about security and privacy than before. Therefore it is of vital importance to protect digital information by incorporating confidentiality, integrity, and data availability.

Cryptography is the science of protecting digital information. In a broader sense, our present day cryptography schemes can be split into two branches: the
symmetric-key cryptography schemes and the public-key cryptography schemes. In a symmetric-key cryptography application, the two communicating parties use a common key to protect their information. The existing symmetric-key cryptography schemes are computationally very fast. However their security is based on the assumption that the two parties agree on a common key secretly before initiating the communication. Public-key cryptography is free from this assumption as there is no need for a common key. This feature makes public-key cryptography schemes very attractive despite their slower performance. In practice, most cryptographic protocols use both symmetric-key cryptography and public-key cryptography in tandem: a public-key cryptography scheme is used to agree on a common key and then a symmetric-key cryptography scheme is used to secure a large amount of digital information. In this research we concentrate only on public-key cryptography.

The most widely used public-key cryptography schemes are the RSA cryptosystem [117] and the elliptic-curve cryptosystem (ECC) [69]. Security of the RSA and elliptic-curve cryptosystems is based on the hardness of the integer factorization problem and elliptic-curve discrete logarithm problem (ECDLP) respectively. Although the RSA cryptosystem is conceptually a simple scheme, the main disadvantages are its large key size and slow private key operations. In comparison, ECC requires much smaller key size as the ECDLP problem is much harder to break than the integer factorization problem [12]. Nevertheless ECC requires expensive computation. To improve the efficiency of ECC, numerous proposals have been published in the literature in the past three decades. Such proposals [54] include choice of finite field, choice of elliptic-curve, optimizations in the finite field arithmetic, design of efficient algorithms, and finally tailoring the algorithms for applications and platforms. Designing ECC for lightweight IoT applications with low resources has been an extremely active research field in recent years $[11,13,18,55,73,74,100,144,145]$. These proposals focus predominantly on 163-bit elliptic-curves which provide medium security level of about 80 bits. However recent advances in the cryptanalysis have brought the 80 -bit security level too close to call insecure for applications that require long term security. For e.g., recently FPGA-based hardware accelerators have been used to solve a 117.35 -bit ECDLP on an elliptic-curve over $\mathbb{F}_{2^{127}}$ [17]. Moreover the National Institute of Standards and Technology (NIST) has recommended phasing out usage of 160-bit elliptic-curve cryptography by the end of the year 2010 [93]. In the first part of this thesis we address this problem by designing a lightweight ECC coprocessor using a high security 283-bit Koblitz curve.

Public-key cryptography is an ever evolving branch of cryptography. With our present day computers, RSA and ECC schemes are considered secure when the key size is sufficiently large and countermeasures against side channel and fault attacks are enabled. However this situation changes in the domain of quantum

Table 1.1: NIST recommended approximate key length for bit-security [12]

| Algorithm | 80 -bit | 112-bit | 140-bit. |
| :--- | :--- | ---: | ---: |
| RSA | 1024 | 2048 | 3072 |
| ECC | 160 | 224 | 256 |

computing. In 1994, Shor [126] designed a quantum algorithm that renders the above schemes insecure. Though there is no known powerful quantum computer today, several public and private organizations are trying to build quantum computers due to its potential applications. In 2014 a BBC News article [14] reports that the NSA is building a code cracking quantum computer. Post-quantum cryptography is a branch of cryptography that focuses on the design and analysis of schemes that are secure against quantum computing attacks. Beside the scientific community, several standardization bodies and commercial organizations are considering post-quantum cryptography. In 2016 NIST recommended a gradual shift towards post-quantum cryptography [95] and called for a standardization process for post-quantum public-key cryptography schemes. Recently Google has integrated a post-quantum cryptography scheme called Frodo [19] in $1 \%$ of all Chrome browsers for experimentation.

Amongst several candidates for post-quantum public-key cryptography, latticebased cryptography appears to be the most promising because of its computational efficiency, strong security assurance, and support for a wide range of applications. Lattice-based cryptography has become a hot research topic in this decade since the introduction of the Learning-With-Errors (LWE) problem in 2009 [113] and its more efficient ring variant, the ring-LWE problem in 2010 [85]. Till 2012 almost all of the literature addressed the theoretical aspects of LWE and ring-LWE-based cryptography and very little was known about the implementation feasibilities and performance aspects. This motivated us to investigate implementation aspects of ring-LWE-based public-key cryptography in this research.

### 1.1 Summary of the thesis

In a broader sense the thesis investigates implementation aspects of next generation public-key cryptography on hardware platforms. The organization of the thesis is illustrated in Fig 1.1. In Chapter 3 the thesis takes account of the present day security challenges and studies efficient methods for implementing high security elliptic-curve cryptography on resource-constrained IoT platforms.


Figure 1.1: Structure of the thesis

The remaining part of the thesis investigates implementation feasibility of next generation ring-LWE-based post-quantum cryptography on terminal devices and cloud servers. We describe the contributions of each chapter below.

■ Chapter 2 We give a brief introduction to the mathematical background of the elliptic-curve discrete logarithm problem and the ring-LWE problem. Then we describe the public-key cryptosystems that we consider for implementation in this research.

- Chapter 3 In this chapter we focus on an efficient implementation of a Koblitz curve point multiplier targeting a high security level. Koblitz curves are a class of computationally efficient elliptic-curves that offer fast point multiplications if the scalars are given as specific $\tau$-adic expansions. This needs conversion from integer scalars to equivalent $\tau$-adic expansions. We propose the first lightweight variant of the conversion algorithm and introduce the first lightweight implementation of Koblitz curves that includes the scalar conversion. We also include countermeasures against side-channel attacks making the coprocessor the first lightweight
coprocessor for Koblitz curves that includes a set of countermeasures against timing attacks, SPA, DPA and safe-error fault attacks.

This chapter's contents are derived from two publications.
Accelerating scalar conversion for Koblitz curve cryptoprocessors on hardware platforms [118] by Sujoy Sinha Roy, Junfeng Fan, and Ingrid Verbauwhede, published in IEEE Transactions on Very Large Scale Integration (VLSI) Systems, 2015.
Lightweight Coprocessor for Koblitz Curves: 283-Bit ECC Including Scalar Conversion with only 4300 Gates [119] by Sujoy Sinha Roy, Kimmo Järvinen, and Ingrid Verbauwhede, published in Cryptographic Hardware and Embedded Systems (CHES 2015).

■ Chapter 4 The focus of this chapter is to design a high-precision and computationally efficient discrete Gaussian sampler for lattice-based post-quantum cryptography. Discrete Gaussian sampling is an integral part of many lattice-based cryptosystems such as public-key encryption schemes, digital signature schemes and homomorphic encryption schemes. We choose the Knuth-Yao sampling algorithm and propose a novel implementation of the algorithm based on an efficient traversal of the discrete distribution generating (DDG) tree. We investigate various optimization techniques to achieve minimum area and computation time. Next we study timing and power attacks on the Knuth-Yao sampler and propose a random shuffling countermeasure to protect the Gaussian distributed samples against such attacks.
This chapter's contents are derived from two major publications.
High precision discrete Gaussian sampling on FPGAs [123] by Sujoy Sinha Roy, Frederik Vercauteren, and Ingrid Verbauwhede, published in Selected Areas in Cryptography (SAC 2013).

Compact and Side Channel Secure Discrete Gaussian Sampling [121] by Sujoy Sinha Roy, Oscar Reparaz, Frederik Vercauteren, and Ingrid Verbauwhede, published in IACR Cryptology ePrint Archive 2014.

■ Chapter 5 In this chapter we design an efficient and compact ring-LWE-based public-key encryption processor. The encryption processor is composed of two main components: a polynomial arithmetic unit and a discrete Gaussian sampler. For the discrete Gaussian sampling, we use the Knuth-Yao sampler from Chapter 4. For polynomial multiplication, we apply the Number Theoretic Transform (NTT). We propose three optimizations for the NTT to speed up computation and reduce resource requirement. Finally, at the system level, we also propose an optimization of the ring-LWE encryption that reduces the number of NTT operations.

We use these computational optimizations along with several architectural optimizations to design an instruction-set ring-LWE public-key encryption processor on FPGA platforms.
This chapter's content is derived from the publication
Compact Ring-LWE Cryptoprocessor [122] by Sujoy Sinha Roy, Frederik Vercauteren, Nele Mentens, Donald Donglong Chen, and Ingrid Verbauwhede, published in Cryptographic Hardware and Embedded Systems (CHES 2014).

■ Chapter 6 This chapter of the thesis focuses on the implementation of hardware accelerators for ring-LWE-based homomorphic function evaluation. We design a modular hardware architecture for all building blocks required to instantiate the somewhat homomorphic encryption (SHE) scheme YASHE. We investigate efficient arithmetic to parallelize the costly polynomial arithmetic.
The content of this chapter is derived from the publication
Modular Hardware Architecture for Somewhat Homomorphic Function Evaluation [120] by Sujoy Sinha Roy, Kimmo Järvinen, Frederik Vercauteren, and Ingrid Verbauwhede, published in Cryptographic Hardware and Embedded Systems (CHES 2015).

■ Chapter 7 We observe that even with a very powerful hardware accelerator, we are unable to transform homomorphic encryption into a practical solution for private cloud computing. So, we interpolate between fully homomorphic encryption (FHE) and multiparty computation (MPC), and propose a more practical scheme to perform homomorphic evaluations of arbitrary depth with the assistance of a special module called recryption box. To demonstrate the practicality of the proposal, we design the recryption box on a Xilinx Virtex 6 FPGA board and evaluate the performance of an encrypted search operation.

The content of this chapter is derived from the publication
Hardware Assisted Fully Homomorphic Function Evaluation and Encrypted Search by Sujoy Sinha Roy, Frederik Vercauteren, Jo Vliegen, and Ingrid Verbauwhede, accepted in IEEE Transactions on Computers.

■ Chapter 8 This chapter concludes the thesis and formulates future works.

## Chapter 2

## Background

### 2.1 Introduction to public-key cryptography

In this chapter we review the concept of public-key cryptography (PKC) and then describe two PKC schemes namely, elliptic-curve cryptography and latticebased cryptography. PKC was introduced by Diffie and Hellman in 1976 [35]. In a PKC scheme, a user, say Bob, has a pair of keys: a widely disseminated publickey and a secret private-key. To send messages to Bob, Alice and other users use Bob's public-key. Only Bob can recover the messages from the ciphertexts by using his private-key. The basic concept of the public-key encryption is shown in Fig. 2.1.

The security of a PKC scheme is based on the assumption that it is computationally in-feasible to compute the private-key from the public-key. Such security assumption is assured by computationally hard mathematical problems such as the integer factorization problem, the discrete logarithm problem, the


Figure 2.1: Basic concept of public-key encryption
elliptic-curve discrete logarithm problem, and several hard problems defined over lattices etc. In this research we implement a set of PKC schemes based on the elliptic-curve discrete logarithm problem and lattice problems.

Homomorphic encryption allows computations to be performed on encrypted data. Due to the homomorphism, equivalent computations are automatically performed on the plaintext data. Thus with homomorphic operations, users can upload their encrypted data to a powerful cloud service and still perform computations in the cloud on the encrypted data. A homomorphic encryption scheme is an augmented encryption scheme with two additional functions HE.Add() and HE.Mult() to add or multiply on ciphertexts, that result in a ciphertext encrypting the sum or respectively the product of the underlying plaintexts. Fig. 2.2 shows the application of homomorphic encryption in cloud computing.


Figure 2.2: Homomorphic encryption in cloud computing
The chapter is organized as follows: in the remaining part of this section we define the elliptic-curve discrete logarithm problem and the well-known lattice problems. In Sect. 2.2 we introduce binary extension fields and Koblitz curves. The next section briefly describes the field primitives and a public-key encryption scheme that uses elliptic-curve cryptography. Cryptography schemes based on lattice problems are described in Sect. 2.4. The section also briefly describes the building blocks for implementing the lattice-based schemes. The final section gives a summary.

### 2.1.1 The elliptic-curve discrete logarithm problem

In 1986 Koblitz [69] and Miller [89] independently proposed cryptography using elliptic-curves, and since then elliptic-curve cryptography (ECC) has become very popular for designing fast public-key schemes on various platforms.

Definition 2.1.1. (Elliptic-curves [54]). An elliptic-curve $E$ over a field $\mathbb{K}$ is defined by a so-called Weierstrass equation

$$
\begin{equation*}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6} \tag{2.1}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}, a_{6} \in \mathbb{K}$ and $\Delta \neq 0$, where $\Delta$ is the discriminant, defined as follows:

$$
\begin{aligned}
\Delta & =-d_{2}^{2} d_{8}-8 d_{4}^{3}-27 d_{6}^{2}+9 d_{2} d_{4} d_{6} \\
d_{2} & =a_{1}^{2}+4 a_{2} \\
d_{4} & =2 a_{4}+a_{1} a_{3} \\
d_{6} & =a_{3}^{2}+4 a_{6} \\
d_{8} & =a_{1} a_{6}+4 a_{2} a_{6}-a_{1} a_{3} a_{4}+a_{2} a_{3}^{2}-a_{4}^{2}
\end{aligned}
$$




Figure 2.3: Geometric representation of point addition and doubling using the chord-and-tangent rule

Let $P(x, y)$ represents a point on $E$ with coordinates $(x, y)$. All points on the curve and a special point $\infty$ known as the point at infinity, form a group under the elliptic-curve addition rule in $\mathbb{K}$. Let us denote the group by $E(\mathbb{K})$. Let two
points on $E$ be $P_{1}\left(x_{1}, y_{1}\right)$ and $P_{2}\left(x_{2}, y_{2}\right)$. Their sum is the point $P_{3}\left(x_{3}, y_{3}\right)$ on the curve. The addition rule uses the chord-and-tangent method for adding two points on the curve (Fig. 2.3). The method computes additions, subtractions, multiplications, and inversions in $\mathbb{K}$ (see Sect. 2.2).

By using the point addition and doubling operations, the well-known double-and-add method computes a scalar multiple $k$ of $P(x, y)$ which is again a point $Q=k \cdot P$ on $E$. This computation is called scalar multiplication or point multiplication. Alg. 1 shows the double-and-add approach for point multiplication.

```
Algorithm 1: Double-and-add method for point multiplication [54]
Input: Scalar \(k=\sum_{i=0}^{l-1} k_{i} 2^{i}\) and a point \(P\) on \(E\)
Output: Point \(Q=k \cdot P\) on \(E\)
begin
    \(Q \leftarrow \infty\);
    for \(i=l-1\) downto 0 do
        \(Q \leftarrow 2 Q\);
        if \(k_{i}=1\) then
            \(Q \leftarrow Q+P ;\)
        end
    end
end
```

Here $P$ is called the base point and $Q$ is called the scalar multiple of the base point.

Definition 2.1.2. (The elliptic-curve discrete logarithm problem (ECDLP)). For a given base point $P$ on the curve $E$ and a scalar multiple $Q=k \cdot P$, find the scalar $k$.

The ECDLP is considered to be a hard problem when the order of the base point has a large prime factor $p$. Advanced algorithms for solving ECDLP, such as Pollard's rho algorithm [102] has an expected time complexity $\mathcal{O}(\sqrt{p})$. A survey of the attack algorithms is provided by Galbraith and Gaudry [45]. The ECDLP has been used to construct key exchange schemes, public-key encryption schemes, and digital signature schemes [54].

### 2.1.2 Lattice problems

In this section we review hard problems defined over lattices. Such problems are a class of optimization problems and their conjectured intractability is the foundation of lattice-based public-key cryptography schemes.

Definition 2.1.3. (Lattice [58]). Let $\mathcal{V}$ be a set of $n$ linearly independent vectors $v_{0}, \ldots, v_{n-1} \in \mathbb{R}^{m}$. The lattice $\mathcal{L}$ is the set of linear combinations of the vectors with coefficients in $\mathbb{Z}$.

$$
\begin{equation*}
\mathcal{L}=\left\{a_{0} \cdot v_{0}+\ldots+a_{n-1} \cdot v_{n-1}\right\} \text { where } a_{0}, \ldots a_{n-1} \in \mathbb{Z} . \tag{2.2}
\end{equation*}
$$

The set $\mathcal{V}$ is a basis of $\mathcal{L}, n$ is its rank and $m$ is its dimension. The lattice is called a full-rank lattice if $n=m$. Indeed a basis for $\mathcal{L}$ is any set of $n$ independent vectors that generates $\mathcal{L}$, and there are infinitely many basis for $m \geq 2$. Any two such basis are related by an integer matrix with determinant equal to $\pm 1$..

Definition 2.1.4. (Span [58]). The span of the basis of a lattice $\mathcal{L}$ with basis $\mathcal{V}$ is the collection of all linear combinations $\alpha_{0} \cdot v_{0}+\ldots+\alpha_{n-1} \cdot v_{n-1}$, where $\alpha_{0}, \ldots, \alpha_{n-1} \in \mathbb{R}$.

One parameter for $\mathcal{L}$ is the length of a shortest nonzero vector. The length of a vector $v$ in $\mathcal{L}$ is defined by its Euclidean norm $\|v\|$. The length of shortest vector is denoted by $\lambda_{1}$, which is the smallest radius $r$ such that the lattice points inside a ball of radius $r$ span a space of dimension 1 .

Definition 2.1.5. (Successive minima [112]). Let $\Lambda$ be a lattice of rank $n$. For $i \in\{1, \ldots, n\}$, we define the $i$ th successive minimum as

$$
\lambda_{i}(\Lambda)=\inf \{r \mid \operatorname{dim}(\operatorname{span}(\Lambda \cap \mathbf{B}(0, r))) \geq i\}
$$

where $\mathbf{B}(0, r)=\left\{x \in \mathbb{R}^{m} \mid\|x\| \leq r\right\}$ is the closed ball of radius $r$ around 0 .
Definition 2.1.6. (The shortest vector problem (SVP [112])). Find a nonzero vector $v$ in a lattice $\mathcal{L}$ such that $\|v\|=\lambda_{1}(\mathcal{L})$.

Ajtai [3] showed that the SVP with Euclidean norm is NP-hard for randomized reductions. The $\mathrm{SVP}_{\alpha}$ is an $\alpha$-approximation version of the SVP where one has to find a vector $v_{\alpha}$ in $\mathcal{L}$ such that $\left\|v_{\alpha}\right\| \leq \alpha \lambda_{1}(\mathcal{L})$. There is an absolute constant $\epsilon>0$ so that the $\operatorname{SVP}_{\alpha}$ is also NP-hard with $\alpha<1+2^{-n^{\epsilon}}$ for randomized reductions [3].

Definition 2.1.7. (The closest vector problem (CVP) [58]). Given a vector $w \in \mathbb{R}^{m}$ that is not in $\mathcal{L}$, find a vector $v \in \mathcal{L}$ that is closest to $w$, i.e., find a vector $v \in \mathcal{L}$ that minimizes the Euclidean norm $\|w-v\|$.

Similar to the $\operatorname{SVP}_{\alpha}$, the $\operatorname{CVP}_{\alpha}$ is an $\alpha$-approximation version of the CVP where one has to find a vector $v_{\alpha}$ such that $\left\|w-v_{\alpha}\right\| \leq \alpha\|w-v\|$. The $\operatorname{CVP}_{\alpha}$ is a
generalization of the $\mathrm{SVP}_{\alpha}$ and given an oracle for the $\mathrm{CVP}_{\alpha}$ one can solve the $\mathrm{SVP}_{\alpha}$ by making queries. The CVP is known to be NP-hard [88].

The SVP or CVP or their approximation versions are easy to solve if a basis comprised of orthogonal or nearly orthogonal and short vectors is known. Lattice reduction algorithms are a class of algorithms that aim to output such good basis from any given basis for a lattice. The LLL algorithm outputs an LLL-reduced basis in polynomial time but the with approximation factor $C^{n}$, where $C$ is a small constant. Thus the LLL algorithm is very effective when the dimension $n$ of the lattice is small. Algorithms that achieve close approximation (e.g. the AKS algorithm [4], the BKZ algorithm [125] etc.) run in exponential time. The inability of the lattice reduction algorithms to find a good basis in polynomial time is used as the foundation for the lattice-based cryptography schemes.

Construction of cryptographic schemes based on the hardness of lattice problems started with Ajtai's [2] seminal work where he showed average case to worst case reduction. This is of particular interest because the well-known numbertheoretic problems such as the integer factorization or the ECDLP do not possess this feature. In 2005 Regev [111] introduced a new problem known as the learning with errors problem (LWE). Since its introduction, the LWE problem has become very popular for construction of a variety of schemes such as public-key encryption, key exchange, digital signature schemes and even homomorphic encryption schemes. The LWE problem is parametrized by the rank $n$ of the lattice, an integer modulus $q$ and an error distribution $\mathcal{X}$ over $\mathbb{Z}$. A secret vector $\mathbf{s}$ of rank $n$ is chosen uniformly in $\mathbb{Z}_{q}^{n}$. Then samples are produced by selecting uniform random vectors $\mathbf{a}_{i}$ and error terms $e_{i}$ from the error distribution $\mathcal{X}$ and by computing $b_{i}=\left\langle\mathbf{a}_{i}, \mathbf{s}\right\rangle+e_{i} \in \mathbb{Z}_{q}$. The LWE distribution $A_{s, \mathcal{X}}$ over $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$ is defined as the set of tuples $\left(\mathbf{a}_{i}, b_{i}\right)$. The decision and search versions of the LWE problem are defined below.

Definition 2.1.8. (The decision LWE problem [111]). Distinguish with nonnegligible advantage between a polynomial number of samples drawn from the LWE distribution $A_{s, \mathcal{X}}$ and the same number of samples drawn uniformly from $\mathbb{Z}_{q}^{n} \times \mathbb{Z}_{q}$.

Definition 2.1.9. (The search LWE problem [111]). Find the secret s given a polynomial number of samples from the LWE distribution $A_{s, \mathcal{X}}$.

Its hardness can be reduced to the hardness of the above mentioned lattice problems. In practice cryptosystems based on the LWE problem are slow as they require computations on large matrices with coefficients from $\mathbb{Z}_{q}$. There is a more practical variant of the LWE problem that is defined over polynomial rings and is called the ring-LWE problem.

The ring-LWE problem is a ring-based version of the LWE problem and was introduced by Lyubashevsky, Peikert and Regev in [85]. To achieve computational efficiency and to reduce the key size, ring-LWE uses special structured ideal lattices. Such lattices correspond to ideals in rings $R=\mathbb{Z}[\mathbf{x}] /\langle f\rangle$, where $f$ is an irreducible polynomial of degree $n$. Let $s$ be a secret uniformly random polynomial in $R_{q}=R / q R$. The ring-LWE distribution on $R_{q} \times R_{q}$ consists of polynomial tuples $\left(a_{i}(x), b_{i}(x)\right)$, where the coefficients of $a_{i}$ are chosen uniformly from $\mathbb{Z}_{q}$ and $b_{i}(x)$ is computed as a polynomial $a_{i}(x) \cdot s(x)+e_{i}(x) \in R_{q}$. Here $e_{i}$ are error polynomials with coefficients sampled from an $n$-dimensional error distribution $\mathcal{X}$. The error distribution is typically a discrete Gaussian distribution. In some cases, e.g., for $2^{k}$-power cyclotomics, this error distribution can be taken as the product of $n$ independent discrete Gaussians, but in general $\mathcal{X}$ is more complex. One can construct $s$ by sampling the coefficients from $\mathcal{X}$ instead of sampling uniformly without any security implications [85].

Definition 2.1.10. (The decision ring-LWE problem [85]). Distinguish with non-negligible advantage between a polynomial number of samples $\left(a_{i}(x), b_{i}(x)\right)$ drawn from the ring-LWE distribution and the same number of samples generated by choosing the coefficients uniformly.

Definition 2.1.11. (The search ring-LWE problem [85]). Find the secret polynomial $s(x)$ given a polynomial number of samples drawn from the ringLWE distribution.

In cases where $f$ is a cyclotomic polynomial, the difficulty [85] of the search ring-LWE problem is roughly equivalent to finding a short vector in an ideal lattice composed of polynomials from $R$. Note that in the case of the LWE problem, the hardness was related to solving the NP-hard SVP ${ }_{\alpha}$ over general lattices. Though no proof exists to show equivalence between the $\operatorname{SVP}_{\alpha}$ for general lattices and ideal lattices, the two cases are presumed to be equally difficult. The computational efficiency using the ring-LWE problem is obtained at the cost of the above security assumption. Cryptographic schemes based on the ring-LWE problem are fast thanks to simple polynomial arithmetic [52].

### 2.2 Elliptic-curve cryptography over $\mathbb{F}_{2^{m}}$

In cryptography, elliptic-curves defined over finite fields are used. The most commonly used finite fields for ECC are prime fields and binary extension fields $\mathbb{F}_{2^{m}}$. For hardware implementations, elliptic-curves over $\mathbb{F}_{2^{m}}$ are preferred since they can be implemented easily on hardware and because they achieve faster speed than prime fields. In this research we restrict ourselves to elliptic-curves over $\mathbb{F}_{2^{m}}$.

Definition 2.2.1. (Elliptic-curves over binary fields). The curve equation is

$$
\begin{equation*}
E: y^{2}+x y=x^{3}+a x^{2}+b \tag{2.3}
\end{equation*}
$$

where the curve constants $a$ and $b$ are in $\mathbb{F}_{2^{m}}$.

For elliptic-curves defined over binary fields, the point addition and doubling rules are defined below.

Point addition For $P_{1}\left(x_{1}, y_{1}\right) \neq P_{2}\left(x_{2}, y_{2}\right)$, the equation for $P_{3}\left(x_{3}, y_{3}\right)$ is as follows.

$$
\begin{equation*}
x_{3}=\lambda^{2}+\lambda+x_{1}+x_{2}+a \quad \text { and } \quad y_{3}=\lambda\left(x_{1}+x_{3}\right)+x_{3}+y_{1} . \tag{2.4}
\end{equation*}
$$

Point doubling For $P_{1}\left(x_{1}, y_{1}\right)=P_{2}\left(x_{2}, y_{2}\right)$, the equation for $P_{3}\left(x_{3}, y_{3}\right)$ is as follows.

$$
\begin{equation*}
x_{3}=\lambda^{2}+\lambda+a \quad \text { and } \quad y_{3}=x_{1}^{2}+\lambda x_{3}+x_{3} . \tag{2.5}
\end{equation*}
$$

### 2.2.1 Koblitz curves

Koblitz curves introduced by Koblitz in [70] are a special class of elliptic-curves defined by the following equation:

$$
\begin{equation*}
y^{2}+x y=x^{3}+a x^{2}+1, \quad a \in\{0,1\}, \tag{2.6}
\end{equation*}
$$

with points with coordinates $x, y \in \mathbb{F}_{2^{m}}$. Koblitz curves offer efficient point multiplications because they allow trading computationally expensive point doublings to cheap Frobenius endomorphisms. Many standards use Koblitz curves including NIST FIPS 186-4 [94] which describes the (Elliptic-Curve) Digital Signature Standard (ECDSA) and defines five Koblitz curves NIST $\mathrm{K}-163, \mathrm{~K}-233, \mathrm{~K}-283, \mathrm{~K}-409$, and $\mathrm{K}-571$ over the finite fields $\mathbb{F}_{2^{163}}, \mathbb{F}_{2^{233}}, \mathbb{F}_{2^{283}}$, $\mathbb{F}_{2^{409}}$, and $\mathbb{F}_{2^{571}}$, respectively.

The Frobenius endomorphism for a point $P \in E$ is given by $\phi(P)=\left(x^{2}, y^{2}\right)$. For Koblitz curves, it holds that $\phi(P) \in E$ for all $P \in E$. Koblitz showed that $\phi^{2}(P)-\mu \phi(P)+2 P=\infty$ for all $P \in E$, where $\mu=(-1)^{1-a}[70]$. Consequently, the Frobenius endomorphism can be seen as a multiplication by the complex number $\tau=(\mu+\sqrt{-7}) / 2[70]$.

Let the ring of polynomials in $\tau$ with integer coefficients be denoted by $\mathbb{Z}[\tau]$. For any element $u=u_{l-1} \tau^{l-1}+\ldots+u_{0} \in \mathbb{Z}[\tau]$ with $u_{i} \in\{0,1\}$, we can multiply any base point $P$ by $u$ as follows.

$$
\left[u_{l-1} \tau^{l-1}+\ldots+u_{0}\right] P=\left[u_{l-1}\right] \tau^{l-1} P+\ldots+\left[u_{0}\right] P
$$

The point multiplication performs only point additions and Frobenius operations. Since the Frobenius operation is cheap, point multiplication by $u \in \mathbb{Z}[\tau]$ is faster than a point multiplication by an integer scalar of the same length. However, the ECDLP is defined for integer scalars only. Solinas showed that using the relation $-\tau^{2}+\mu \tau=2$, it is possible to map an integer scalar into an element in $\mathbb{Z}[\tau]$ with binary coefficients [129]. Such a representation is called a $\tau$-adic expansion. Representing an integer scalar $k$ as a $\tau$-adic expansion $t=\sum_{i=0}^{\ell-1} t_{i} \tau^{i}$ allows computing point multiplications with a Frobenius-and-add algorithm, which is similar to the double-and-add algorithm except that point doublings are replaced by Frobenius endomorphisms.

Length reduction during integer to $\tau$-adic conversion. If a $\tau$-adic representation is computed directly from the integer scalar $k$, then the length $l$ of the $\tau$-adic representation is approximately two times the bit-length of $k$. This expansion in length is a problem since it doubles the number of point additions. Solinas showed [129] that if the integer scalar is expressed as $k=\lambda\left(\tau^{m}-1\right)+\rho$, then the point multiplication $k \cdot P(x, y)$ turns into $\rho \cdot P(x, y)$ as for Koblitz curves $\left(\tau^{m}-1\right) P(x, y)=\infty$. The good thing is that now a $\tau$-adic representation of $\rho$ has length roughly equal to $m$ [129]. The computation of $\rho$ from $k$ is called the scalar reduction operation.

There are several methods for performing scalar reductions. The lazy reduction method proposed by Brumley and Järvinen [23] uses divisions by $\tau$.

Theorem 1. (Division by $\tau$ ). Any element $\alpha=\left(d_{0}+d_{1} \tau\right) \in \mathbb{Z}[\tau]$ is divisible by $\tau$ if and only if $d_{0}$ is even. The result of the division when stored in $\left(d_{0}, d_{1}\right)$, becomes

$$
\left(d_{0}, d_{1}\right) \leftarrow\left(\mu d_{0} / 2+d_{1},-d_{0} / 2\right)
$$

Since the division by $\tau$ can be performed by simple shift and addition operations, the scalar reduction method of Brumley and Järvinen is suitable for lightweight hardware implementations. In Chap. 3 we use this scalar reduction method for our hardware implementation. The steps to perform point multiplication on Koblitz curves are shown in Fig. 2.4.


Figure 2.4: Computation flow in point multiplication on Koblitz curves

ECIES. As an example of ECC-based schemes, we describe the Elliptic-Curve Integrated Encryption Scheme (ECIES). The scheme was invented by Abdalla, Bellare and Rogaway [1] for the purpose of public-key encryption. Besides an elliptic-curve point multiplier, the ECIES scheme uses a key derivation function (KDF), a symmetric-key encryption/decryption algorithm ENC/DEC, and a message authentication code (MAC). The ECIES scheme is described as follows.

1. ECIES.KeyGen $(E)$ : For a public base point $P$ on $E$, choose a random private-key $k$ and compute the public-key $Q=k \cdot P$.
2. ECIES.Encrypt $(Q, m)$ : Randomly generate an integer $r$ and compute the point multiplications $R_{1}=r \cdot P$ and $R_{2}=r \cdot Q$. Generate $\left(k_{1}, k_{2}\right) \leftarrow$ $\operatorname{KDF}\left(x_{R_{2}}, R_{1}\right)$ where $x_{R_{2}}$ is the $x$-coordinate of $R_{2}$. Compute the ciphertext $c \leftarrow \operatorname{ENC}\left(k_{1}, m\right)$ and compute the $\operatorname{tag} t \leftarrow \operatorname{MAC}\left(k_{2}, c\right)$. Output $R_{1}, c$ and $t$.
3. ECIES.Decrypt $\left(k, R_{1}, c, t\right)$ : Compute $R_{3}=k \cdot R_{1}$ and then use the $x$ coordinate of $R_{3}$ i.e., $x_{R_{3}}$ as the shared secret. Note that $R_{3}=k \cdot R_{1}=$ $k r \cdot P=r \cdot Q=R_{2}$. Hence $x_{R_{3}}=x_{R_{2}}$. Now follow the same steps as described in ECIES.Encrypt and compute $\left(k_{1}, k_{2}\right)$ as the keys for the DEC and the MAC. Now it is trivial to recover $m$ from $c$ using $\operatorname{DEC}\left(k_{1}, c\right)$ and then validate the recovered message.

From the above scheme we see that the elliptic-curve point multiplication plays a central role in the ECIES scheme. In this research, we restrict ourselves to the implementation of the elliptic-curve point multiplication primitive.

### 2.3 Primitives for arithmetic in $\mathbb{F}_{2^{m}}$

Let $f(x)=x^{m}+\bar{f}(x)$ be the irreducible binary polynomial of degree $m$ for the binary extension field $\mathbb{F}_{2^{m}}$. There are two popular ways to represent the field elements: the polynomial basis and the normal basis representations. In this research we use the polynomial basis representation. In this representation an element $a \in \mathbb{F}_{2^{m}}$ is represented as a polynomial $a(\theta)=\sum_{i=0}^{m-1} a_{i} \theta^{i}$ where the coefficients $a_{i}$ are from $\mathbb{F}_{2}$ and $\theta$ is a root of $f(x)$. Addition or subtraction of two elements is coefficient-wise addition or subtraction in $\mathbb{F}_{2}$. In the following we review the field reduction, multiplication, squaring and inversion operations.

### 2.3.1 Reduction

In the polynomial basis representation when two field elements are multiplied, the result, say $c(\theta)$, is a polynomial of degree at most $2 m-2$. Since $f(x)=x^{m}+\bar{f}(x)$,
we have $\theta^{m}=\bar{f}(\theta)$ in $\mathbb{F}_{2^{m}}$. Note that $\bar{f}(\theta)$ has a degree at most $m-1$, and hence $\theta^{m}$ gets reduced to $\bar{f}(\theta)$. A naive approach to reduce $c(\theta)$ is to reduce the coefficients of $\theta^{i}$ sequentially for all $i \in[m, 2 m-2]$. This method is slow due to its sequential nature. A speedup is possible by reducing more than one coefficients in every iteration.

We can do a lot better if $f(x)$ is sparse. NIST has recommended $\mathbb{F}_{2^{m}}$ fields with irreducible polynomials having three or five nonzero coefficients [92]. For such sparse irreducible polynomials, each coefficient of the reduced result can be expressed as a boolean expression of a few input coefficients. Hence the output coefficients can be computed directly by evaluating the small boolean expressions. In this research we use the NIST recommended K-283 curve over $\mathbb{F}_{2^{283}}$ with $f(x)=x^{283}+x^{12}+x^{7}+x^{5}+1$. The steps using this irreducible polynomial are shown in Alg. 2.43 in [54].

### 2.3.2 Multiplication

The field multiplication in the polynomial basis representation is the multiplication of two polynomials, followed by a reduction by $f(x)$. For two elements $a$ and $b \in \mathbb{F}_{2^{m}}$ the result is $\sum_{i=0}^{m-1} b(\theta) a_{i} \theta^{i} \bmod f(x)$. There are several ways to compute the polynomial multiplication efficiently. A detailed description of these methods can be found in [54].

The naive method is the classical shift-and-add method for polynomial multiplication. This method has a quadratic time complexity. The time requirement can be reduced by a factor by processing the operands in a wordserial way. An efficient way to perform word-serial processing is known as the comb method [54].

For fast computation, the Karatsuba method is the most efficient one thanks to its $\mathcal{O}\left(m^{\lg _{2} 3}\right)$ time complexity. The Karatsuba method splits each input operand into two polynomials of length $\lceil m / 2\rceil$. For e.g., $a$ is split into two half-size polynomials $a_{h}$ and $a_{l}$ such that $a=a_{h} \theta^{\lceil m / 2\rceil}+a_{l}$. After this splitting, the multiplication is performed as

$$
a \cdot b=a_{h} \cdot b_{h} \theta^{2\lceil m / 2\rceil}+\left[\left(a_{h}+a_{l}\right) \cdot\left(b_{h}+b_{l}\right)+a_{h} \cdot b_{h}+a_{l} \cdot b_{l}\right] \theta^{\lceil m / 2\rceil}+a_{l} \cdot b_{l} .
$$

In a similar fashion, each of the small multiplications can also be split into three smaller multiplications. This gives a recursive algorithm for computing multiplication. The Karatsuba method achieves good performance for bitparallel implementation on hardware platforms [109]. However the recursive structure of the algorithm and additional storage requirement for the partial products are costly for lightweight implementations. In this research we use the word-serial comb method [54] to perform field multiplication.

### 2.3.3 Squaring

A squaring in $\mathbb{F}_{2^{m}}$ can be computed much faster than a multiplication. In the polynomial basis representation the square of $a=\sum_{i=0}^{m-1} a_{i} \theta^{i}$ is $a^{2}=$ $\sum_{i=0}^{m-1} a_{i} \theta^{2 i}$. The squaring operation spreads out the input coefficients by inserting zeros between each input coefficients. On hardware platforms, the spreading out of the input bits can be implemented free of cost. The only cost is due to the modular reduction by $f(x)$. Still this cost is small as we use a sparse $f(x)$.

### 2.3.4 Inversion

The inverse of an element $a \in \mathbb{F}_{2^{m}}$ is the unique element, denoted as $a^{-1} \in \mathbb{F}_{2^{m}}$, such that $a \cdot a^{-1} \equiv 1 \bmod f(x)$. Inversion is considered to be the costliest field operation. The most commonly used methods are based on the Extended Euclidean Algorithm (EEA) or the Fermat's Little Theorem (FLT) [54].

The EEA computes the greatest common divisor (GCD) of two polynomials $a$ and $b$ by finding two polynomials $g$ and $h$ such that $a \cdot g+b \cdot h=d$ where $d=\operatorname{GCD}(a, b)$. This property of the EEA is used to compute the inverse of an element. Since $f(x)$ is irreducible in $\mathbb{F}_{2^{m}}$, the GCD of $a$ and $f$ is always one. Hence the EEA computes $g$ and $h$ such that $a \cdot g+f \cdot h=1$, and with this we get $a \cdot g \equiv 1 \bmod f(x)$. Naturally $a^{-1}=g$ in $\mathbb{F}_{2^{m}}$.

Inversion using the FLT computes $a^{-1}=a^{2^{m}-2}$. The computation requires exponentiation of the input by $2^{m}-2$. Itoh and Tsujii [61] used addition chains to compute the exponentiation efficiently. The advantage of the FLT-based method over the EEA is that it requires only multiplications and squarings for the exponentiation. For hardware implementations, the FLT-based inversion method is well suited as it can reuse the multiply and square primitives. We use the FLT-based inversion for our lightweight implementation.

### 2.4 Ring-LWE-based cryptography

The ring-LWE problem has been used to construct a wide range of schemes such as public-key encryption, key exchange, digital signature and homomorphic encryption schemes. In this research we deal with ring-LWE-based publickey encryption and homomorphic schemes. We review these schemes in the remaining part of this section.

### 2.4.1 The LPR public-key encryption scheme

An elegant public-key encryption scheme was constructed by Lyubashevsky, Peikert, and Regev in the full version of [85] based on the ring-LWE problem. The LPR encryption scheme performs simple polynomial arithmetic such as polynomial multiplications, additions and subtractions, along with sampling from an error distribution typically a discrete Gaussian distribution $\chi_{\sigma}$ with a small standard deviation $\sigma$. It uses a global polynomial $a \in R_{q}$. The key generation, encryption and decryption are as follows.

1. LPR.KeyGen $(a)$ : Choose two polynomials $r_{1}, r_{2} \in R_{q}$ from $\mathcal{X}_{\sigma}$ and compute $p=r_{1}-a \cdot r_{2} \in R_{q}$. The public-key is $(a, p)$ and the private-key is $r_{2}$. The polynomial $r_{1}$ is simply noise and is no longer required after key generation.
2. LPR.Encrypt $(a, p, m)$ : The message $m$ is first encoded to $\bar{m} \in R_{q}$. In the simplest type of encoding scheme a message bit is encoded as $(q-1) / 2$ if the message bit is 1 and 0 otherwise. Three noise polynomials $e_{1}, e_{2}, e_{3} \in R_{q}$ are sampled from a discrete Gaussian distribution with standard deviation $\sigma$. The ciphertext then consists of two polynomials $c_{1}=a \cdot e_{1}+e_{2}$ and $c_{2}=p \cdot e_{1}+e_{3}+\bar{m} \in R_{q}$.
3. LPR.Decrypt $\left(c_{1}, c_{2}, r_{2}\right)$ : Compute $m^{\prime}=c_{1} \cdot r_{2}+c_{2} \in R_{q}$ and recover the original message $m$ from $m^{\prime}$ using a decoder. In the simplest decoding scheme the coefficients $m_{i}^{\prime}$ of $m^{\prime}$ are decodes as 1 if they are in the interval $(q / 4,3 q / 4)$, and as 0 otherwise.

A block level view of the LPR encryption and decryption is shown in Fig. 2.5.
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Figure 2.5: Block level LPR.Encrypt and LPR.Decrypt

### 2.4.2 Ring-LWE-based homomorphic encryption schemes

The beauty of the ring-LWE problem is that it is not restricted to encryption and signature schemes. It has been used to design efficient homomorphic encryption schemes. A ring-LWE-based homomorphic encryption scheme uses a basic ring-LWE encryption scheme and two additional functions Add and Mult to perform arithmetic operation on encrypted data. However in comparison to a simple ring-LWE encryption scheme, a homomorphic encryption scheme requires a much larger parameter set to support a desired multiplicative depth. In the next part we review two homomorphic encryption schemes namely FV and YASHE. Both schemes work in the polynomial ring $R=\mathbb{Z}[x] /\langle f(x)\rangle$ with $f(x)=\Phi_{d}(x)$, the $d$-th cyclotomic polynomial of degree $n=\varphi(d)$. A plaintext is an element in the ring $R_{t}=R / t R$ for some small modulus $t$. For binary operations $t$ is taken as 2 .

In the following part of this section we define two functions that are used to describe the FV and YASHE schemes. The key generation and the encryption operations in both FV and YASHE require sampling from two probability distributions defined on $R$, namely $\chi_{k e y}$ and $\chi_{\text {err }}$ respectively. The security is determined by the degree $n$ of $f$, the size of $q$, and by the probability distributions. Following [85] one may sample the key and the error polynomials from a common distribution $\chi$. Typically $\chi$ is a discrete Gaussian distribution $\chi_{\sigma}$ with a small standard deviation $\sigma$. However in practice some authors take the key as a polynomial with coefficients from a narrow set like $\{-1,0,1\}$.

Definition 2.4.1. ( $\left.\operatorname{WordDecomp}_{w, q}(a)\right)$. This function is used to decompose a ring element $a \in R_{q}$ in base $w$ by splicing each coefficient of $a$. For $l=$ $\left\lceil\log _{w}(q)\right\rceil$, this function returns $a_{i} \in R$ with coefficients in ( $-w / 2, w / 2$ ], where $a=\sum_{i=0}^{l-1} a_{i} w^{i}$.

Definition 2.4.2. (Powers0f $\left.{ }_{w, q}(a)\right)$. This function scales an element $a \in R_{q}$ by the different powers of $w$. It is defined as Powers $\mathrm{ff}_{w, q}(a)=\left(a w^{i}\right)_{i=0}^{l-1}$. The two functions can be used to perform a polynomial multiplication in $R_{q}$ as

$$
\left\langle\operatorname{WordDecomp}_{w, q}(a), \operatorname{PowersOf}_{w, q}(b)\right\rangle=a \cdot b \bmod q .
$$

This expression has the advantage of reducing the noise during homomorphic multiplications, as the first vector contains small elements (in base $w$ ).

## The FV homomorphic encryption scheme

The FV scheme was introduced by Fan and Vercauteren [43] in 2012. We briefly describe the functions used in the FV scheme. For details of the functions, interested readers are referred to the original paper [43].

1. FV.ParamsGen $(\lambda)$ : For a given security parameter $\lambda$, choose a polynomial $\Phi_{d}(x)$, ciphertext modulus $q$ and plaintext modulus $t$, and distributions $\chi_{e r r}$ and $\chi_{\text {key }}$. Also choose the base $w$ for $\operatorname{WordDecomp}_{w, q}(\cdot)$. Return the system parameters $\left(\Phi_{d}(x), q, t, \chi_{e r r}, \chi_{k e y}, w\right)$. Following [43] we use a uniform signed binary distribution for $\chi_{k e y}$. Additionally we set the plaintext modulus $t=2$.
2. FV.KeyGen $\left(\Phi_{d}(x), q, t, \chi_{e r r}, \chi_{k e y}, w\right)$ : Sample polynomial $s$ from $\chi_{k e y}$, sample $a \leftarrow R_{q}$ uniformly at random, and sample $e \leftarrow \chi_{e r r}$. Compute $b=$ $[-(a s+e)]_{q}$. The public-key consists of two polynomials $p k=\{b, a\}$ and the secret key is $s k=s$. The scheme uses another key called relinearisation key or rlk in the function ReLin. This key is computed as follows: first sample $\mathbf{a} \leftarrow R_{q}^{l}$ uniformly, then sample $\mathbf{e} \leftarrow \chi_{e r r}^{l}$, and then compute $\mathbf{r l k}=\left\{\mathbf{r l k}_{0}, \mathbf{r l k}_{1}\right\}=\left\{\left[\text { PowersOf }_{w, q}\left(s^{2}\right)-(\mathbf{e}+\mathbf{a} \cdot s)\right]_{q}, \mathbf{a}\right\} \in\left\{R_{q}^{l}, R_{q}^{l}\right\}$.
3. FV.Encrypt $(p k, m)$ : First encode the input message $m \in R_{t}$ into a polynomial $\Delta m \in R_{q}$ with $\Delta=\lfloor q / t\rfloor$. Next sample the error polynomials $e_{1}, e_{2} \leftarrow \chi_{\text {err }}$, sample $u$ uniformly from the signed binary distribution, and, compute the two polynomials $c_{0}=\left[\Delta m+b u+e_{1}\right]_{q} \in R_{q}$ and $c_{1}=\left[a u+e_{2}\right]_{q} \in R_{q}$. The ciphertext is the pair of polynomials $\mathbf{c}=\left\{c_{0}, c_{1}\right\}$.
4. FV.Decrypt $(s k, c)$ : First compute a polynomial $\tilde{m}=\left[c_{0}+s c_{1}\right]_{q}$. When $t=2$, recover the plaintext message $m$ by a decoding the coefficients of $\tilde{m}$. This decoding operation checks if the coefficient is in $(q / 4,3 q / 4)$ for a 1 bit and a 0 bit otherwise.
5. FV.Add $\left(\mathbf{c}_{\boldsymbol{1}}, \mathbf{c}_{\boldsymbol{2}}\right)$ : For two ciphertexts $\mathbf{c}_{\mathbf{0}}=\left\{c_{0,0}, c_{0,1}\right\}$ and $\mathbf{c}_{\boldsymbol{1}}=\left\{c_{1,0}, c_{1,1}\right\}$, return $\mathbf{c}=\left\{c_{0,0}+c_{1,0}, c_{1,0}+c_{1,1}\right\}$.
6. FV.Mult $\left(\mathbf{c}_{1}, \mathbf{c}_{2}\right.$, rlk $):$ Compute $\tilde{\mathbf{c}}_{\text {mult }}=\left\{c_{0}, c_{1}, c_{2}\right\}$ where $c_{0}=\left[\left\lfloor\frac{t}{q} \cdot c_{1,0}\right.\right.$. $\left.\left.c_{2,0}\right\rceil\right]_{q}, c_{1}=\left[\left\lfloor\frac{t}{q} \cdot\left(c_{1,0} \cdot c_{2,1}+c_{1,1} \cdot c_{2,0}\right) 7\right]_{q}\right.$, and $c_{2}=\left[\left\lfloor\frac{t}{q} \cdot c_{1,1} \cdot c_{2,1}\right\rceil\right]_{q}$. Next call the function $\operatorname{ReLin}\left(\tilde{\mathbf{c}}_{\text {mult }}, \mathbf{r l k}\right)$.
7. FV.ReLin( $\left.\tilde{\mathbf{c}}_{\text {mult }}, \mathbf{r l k}\right)$ : Compute a relinearised ciphertext $\mathbf{c}^{\prime}=\left\{\left[c_{0}+\right.\right.$ $\left.\left.\left\langle\operatorname{WordDecomp}_{w, q}\left(c_{2}\right), \operatorname{rlk}_{0}\right\rangle\right]_{q},\left[c_{1}+\left\langle\operatorname{WordDecomp}_{w, q}\left(c_{2}\right), \mathbf{r l k}_{1}\right\rangle\right]_{q}\right\}$.

## The YASHE homomorphic encryption scheme

The YASHE scheme was introduced by Bos, Lauter, Loftus, and Naehrig [21] in 2013. The YASHE scheme is then defined as follows (full details can be found in the original paper [21]).

- YASHE.ParamsGen $(\lambda)$ : For security parameter $\lambda$, choose a polynomial $\Phi_{d}(x)$, moduli $q$ and $t$ and distributions $\chi_{\text {err }}$ and $\chi_{\text {key }}$ attaining
security level $\lambda$. Also choose base $w$ and return the system parameters $\left(\Phi_{d}(x), q, t, \chi_{e r r}, \chi_{k e y}, w\right)$.
- YASHE.KeyGen $\left(\Phi_{d}(x), q, t, \chi_{e r r}, \chi_{k e y}, w\right)$ : Sample $f^{\prime}, g \leftarrow \chi_{k e y}$ and set $f=$ $\left(t f^{\prime}+1\right) \in R_{q}$. If $f$ is not invertible in $R_{q}$ choose a new $f^{\prime}$. Define $h=\operatorname{tg} f^{-1} \in R_{q}$. Sample two vectors $\mathbf{e}$, $\mathbf{s}$ of $u+1$ elements from $\chi_{e r r}$ and compute $\gamma=$ Powers $\mathrm{f}_{w, q}(f)+\mathbf{e}+h \mathbf{s} \in R_{q}^{u+1}$ and output $(p k, s k, e v k)=(h, f, \gamma)$. The key generation is based on the modified version of NTRU by Stehlé and Steinfeld [130].
- YASHE.Encrypt $(h, m)$ : To encrypt a message $m \in R_{t}$ sample $s, e \leftarrow \chi_{\text {err }}$ and output the ciphertext $c=\Delta \cdot m+e+s h \in R_{q}$ with $\Delta=\lfloor q / t\rfloor$.
- YASHE.Decrypt $(f, c)$ : Recover $m$ as $m=\left\lfloor\frac{t}{q} \cdot[f \cdot c]_{q}\right\rceil \in R_{t}$ with $[\cdot]_{q}$ reduction in the interval $(-q / 2, q / 2]$.
- YASHE. $\operatorname{Add}\left(c_{1}, c_{2}\right)$ : Return $c_{1}+c_{2} \in R_{q}$.
- YASHE.KeySwitch $(c, e v k):$ Return $\left\langle\operatorname{WordDecomp}_{w, q}(c), e v k\right\rangle \in R_{q}$
- YASHE.Mult $\left(c_{1}, c_{2}, e v k\right)$ : Return $c=$ YASHE.KeySwitch $\left(c^{\prime}, e v k\right)$ with $c^{\prime}=$ $\left[\left\lfloor\frac{t}{q} c_{1} c_{2}\right\rceil\right]_{q} \in R_{q}$.


### 2.5 Primitives for ring-LWE-based cryptography

From the descriptions of the ring-LWE-based public-key encryption and homomorphic encryption schemes, we see that the main primitives that we need are: discrete Gaussian sampling for the generation of the error polynomials, polynomial arithmetic unit for polynomial addition, subtraction and multiplication, and a division-and-round unit for computing homomorphic multiplications. These primitives are described as follows.

### 2.5.1 Discrete Gaussian sampler

Definition 2.5.1. (Discrete Gaussian distribution). The discrete Gaussian distribution $D_{\mathbb{Z}, \sigma}$ over $\mathbb{Z}$ with mean 0 and standard deviation $\sigma>0$ is defined by $D_{\mathbb{Z}, \sigma}(E=z)=\frac{1}{S} e^{-(z)^{2} / 2 \sigma^{2}}$, where $E$ is a random variable on $\mathbb{Z}$ and $S$ is the normalization factor equal to $1+2 \sum_{z=1}^{\infty} e^{-z^{2} / 2 \sigma^{2}}$ which is approximately $\sigma \sqrt{2 \pi}$.

In the same way we can define a discrete Gaussian distribution $D_{\mathcal{L}, \sigma}$ over a lattice $\mathcal{L}$. It assigns a probability proportional to $e^{-|\mathbf{v}|^{2} / 2 \sigma^{2}}$ to each element $\mathbf{v} \in \mathcal{L}$. Specifically when $\mathcal{L}=\mathbb{Z}^{n}$, the discrete Gaussian distribution is the product distribution of $n$ independent copies of $D_{\mathbb{Z}, \sigma}$.

Tail bound of a discrete Gaussian distribution: The tail of the Gaussian distribution is infinitely long and cannot be covered by any sampling algorithm. Indeed we need to sample up to a bound known as the tail bound. A finite tail-bound introduces a statistical difference with the true Gaussian distribution. The tail-bound depends on the maximum statistical distance allowed by the security parameters. As per Lemma 4.4 in [84], for any $c>1$ the probability of sampling $\mathbf{v}$ from $D_{\mathbb{Z}^{m}, \sigma}$ satisfies the following inequality.

$$
\begin{equation*}
\operatorname{Pr}(|\mathbf{v}|>c \sigma \sqrt{m})<c^{m} e^{\frac{m}{2}\left(1-c^{2}\right)} \tag{2.7}
\end{equation*}
$$

Precision bound of a discrete Gaussian distribution: The probabilities in a discrete Gaussian distribution have infinitely long binary representations and hence no algorithm can sample according to a true discrete Gaussian distribution. Secure applications require sampling with high precision to maintain negligible statistical distance from the actual distribution. Let $\rho_{z}$ denote the true probability of sampling $z \in \mathbb{Z}$ according to the distribution $D_{\mathbb{Z}, \sigma}$. Assume that the sampler selects $z$ with probability $p_{z}$ where $\left|p_{z}-\rho_{z}\right|<\epsilon$ for some error-constant $\epsilon>0$. Let $\tilde{D}_{\mathbb{Z}, \sigma}$ denote the approximate discrete Gaussian distribution corresponding to the finite-precision probabilities $p_{z}$. The approximate distribution $\tilde{D}_{\mathbb{Z}^{m}, \sigma}$ corresponding to $m$ independent samples from $\tilde{D}_{\mathbb{Z}, \sigma}$ has the following statistical distance $\Delta$ to the true distribution $D_{\mathbb{Z}^{m}, \sigma}$ [39]:

$$
\begin{equation*}
\Delta\left(\tilde{D}_{\mathbb{Z}^{m}, \sigma}, D_{\mathbb{Z}^{m}, \sigma}\right)<2^{-k}+2 m z_{t} \epsilon . \tag{2.8}
\end{equation*}
$$

Here $\operatorname{Pr}\left(|\mathbf{v}|>z_{t}: \mathbf{v} \leftarrow D_{\mathbb{Z}^{m}, \sigma}\right)<2^{-k}$ represents the tail bound.

## Methods for discrete Gaussian sampling

There are various methods for sampling from a discrete non-uniform (and also Gaussian) distribution [33]. Here we review most of these methods.

The rejection sampling is one of the simplest methods for sampling from a discrete nonuniform distribution. To sample from a target distribution $T$, the rejection sampling method first samples a value $z$ from some easy proposal distribution. Then the sampled value is accepted with a probability proportional to $T_{\mathbb{Z}, \sigma}(E=z)$. Though the method is simple in nature, in practice, rejection
sampling for a discrete Gaussian distribution is slow due to the high rejection rate for the sampled values that are far from the center of the distribution [52]. Moreover, for each trial, many random bits are required which is very time consuming on a constrained platform.

For continuous Gaussian distributions, the Ziggurat method is very efficient to minimize the rejection rate. Buchmann, Cabarcas, Göpfert, Hülsing and Weiden proposed a discrete version of the Ziggurat method [24] to sample from discrete Gaussian distributions. Similar to the well known continuous Ziggurat method, the discrete version divides the target distribution into several rectangles distributions. The rectangles are ordered with respect to the $x$ coordinates of their right edges. During a sampling operation, first a rectangle is randomly chosen, and then a random coordinate $x$-coordinate is generated within the rectangle. The random $x$-coordinate is accepted as the sample output if it is also within the rectangle that is just before the randomly chosen rectangle in the ordered list. When the condition is not satisfied, a random $y$ coordinate is generated and a costly $\exp ()$ computation is performed. The authors showed that discrete Ziggurat could be a good choice to reduce memory requirement when the standard deviation is large.

The inversion sampling method first generates a random probability and then selects a sample value such that the cumulative distribution up to that sample point is just larger than the randomly generated probability. To implement discrete Gaussian sampling using the inversion method, the cumulative distribution function (CDF) table CDT is precomputed with necessary tail and precision bound. The table has the property $\operatorname{CDT}[i+1]-\operatorname{CDT}[i]=$ $D_{\mathbb{Z}, \sigma}(E=i)$. During a sampling operation, a random number $r$ is generated uniformly and then the CDT table is searched to find an index $z$ such that $\operatorname{CDT}[z] \leq r<\operatorname{CDT}[z+1]$. The output from the sampling operation is $z$. Note that the bit width of the random number $r$ should be equal to the precision bound of the distribution. As a result, this method requires a large number of random bits.

The Knuth-Yao sampling [68] uses a random walk model to generate samples from a known nonuniform discrete distribution. For the known distribution a rooted binary tree known as the discrete distribution generating (DDG) tree is constructed. The DDG tree consists of two types of nodes: intermediate nodes (I) and terminal nodes. A terminal node contains a sample point, whereas an intermediate node generates two child nodes in the next level of the DDG tree. During a sampling operation a random walk is performed starting from the root of the DDG tree. For every jump from one level of the DDG tree to the next level, a random bit is used to determine a child node. The sampling operation terminates when the random walk hits a terminal node. The value of the terminal node is the value of the output sample point. The

Knuth-Yao algorithm performs sampling from non-uniform distributions using a near-optimal number of random bits.

A detailed comparative analysis of different sampling methods can be found in [39]. In this research we use the Knuth-Yao method to design a discrete Gaussian sampler for the above mentioned public-key encryption and homomorphic encryption schemes. We will review the Knuth-Yao random walk in detail in Chap. 4.

### 2.5.2 Polynomial arithmetic

The ring-LWE-based schemes in Sect. 2.4 perform polynomial arithmetic in $R_{q}=\mathbb{Z}_{q}[\mathbf{x}] /\langle f\rangle$. Polynomial addition are subtraction can be performed in $\mathcal{O}(n)$ time simply by performing coefficient-wise additions or subtractions modulo $q$. Computation of polynomial multiplication is the costliest operation in the ring-LWE-based cryptographic schemes. In the general case, given two polynomials $a(x)$ and $b(x)$, first their product $c^{\prime}(x)=a(x) \cdot b(x)$ is computed and then the product is reduced modulo $f(x)$ to get the polynomial multiplication result $c(x)=c^{\prime}(x) \bmod f(x)$. In the following we briefly review some of the wellknown polynomial multiplication methods for computing $a(x) \cdot b(x)$. A survey of fast multiplication algorithms can be found in [16].

The school-book polynomial multiplication is the simplest method for computing the product of two polynomials. It computes the result as a summation of products using as follows.

$$
\begin{equation*}
a(x) \cdot b(x)=\sum_{i=0}^{n-1} \sum_{j=0}^{n-1} a_{i} \cdot b_{j} x^{i+j} \tag{2.9}
\end{equation*}
$$

From the above equation it is clear that the school-book method has $\mathcal{O}\left(n^{2}\right)$ time complexity. The simplicity of this method makes it attractive for designing a compact polynomial multiplier for small $n$. For the ring-LWE-based schemes in Sect. 2.4, $n$ is large and hence the school-book multiplication is not suitable.

Karatsuba polynomial multiplication uses a divide-and-conquer approach to perform polynomial multiplication. For $n$ a power of two, the Karatsuba method divides the input polynomials into polynomials of half length. E.g. $a(x)$ is split into two polynomials $a_{h}$ and $a_{l}$ each having $n / 2$ coefficients.

$$
\begin{aligned}
a_{h} & =a_{n-1} x^{n-1}+\ldots+a_{n / 2} x^{n / 2} \\
a_{l} & =a_{n / 2-1} x^{n / 2-1}+\ldots+a_{0}
\end{aligned}
$$

Similarly $b_{h}$ and $b_{l}$ are obtained after splitting $b(x)$. The multiplication is performed as follows.

$$
a(x) \cdot b(x)=a_{h} \cdot b_{h} x^{n}+\left[\left(a_{h}+a_{l}\right) \cdot\left(b_{h}+b_{l}\right)-a_{h} \cdot b_{h}-a_{l} \cdot b_{l}\right] x^{n / 2}+a_{l} \cdot b_{l} .
$$

Thus the Karatsuba method has turned the $n$-coefficient polynomial multiplication into three $n / 2$-coefficient polynomial multiplications. Following the same strategy, each of these smaller multiplications can be turned into even smaller multiplications. The Karatsuba method-based polynomial multiplication algorithms use recursive function calls to realize the divide-and-conquer strategy. The method has $\mathcal{O}\left(n^{\lg _{2} 3}\right)$ time complexity.

The Fourier transform method is the most efficient method for computing polynomial multiplication. The $n$-point forward Discrete Fourier Transform (DFT) of a polynomial $a(x)=\sum_{k=0}^{n-1} a_{k} x^{k}$ consists of $n$ evaluations of $a(x)$ at $n$ distinct points. The good thing is that, polynomial multiplication in the Fourier domain turns into a coefficient-wise multiplication operation. Hence, if the input polynomials are provided in their Fourier representation, then we can multiply them in $\mathcal{O}(n)$ time. However the trivial way to compute the DFT has quadratic time complexity.

The Fast Fourier Transform (FFT) is an efficient way to compute the DFT of a polynomial in $O(n \lg n)$ time. It evaluates the input polynomial in the points $\omega_{n}^{k}$ for the integer $k \in[0, n-1]$, where $\omega_{n}$ is the $n$-th primitive root of the unity. The FFT applies a divide-and-conquer approach for the evaluation by exploiting a special property $\omega_{n}^{2 k}=\omega_{n / 2}^{k}$ of $\omega_{n}$. For $n$ a power of two, the input polynomial $a(x)$ is split into two smaller polynomials $a_{e}(x)=a^{n-2} x^{n / 2-1}+\ldots+a_{0}$ and $a_{o}(x)=a^{n-1} x^{n / 2-1}+\ldots+a_{1}$ such that $a(x)=a_{e}\left(x^{2}\right)+x a_{o}\left(x^{2}\right)$. The evaluations are performed only at the $n / 2$ distinct points $\omega_{n / 2}^{k}$ for $k \in[0, n / 2-1]$. Now the evaluation of $a(x)$ is obtained by combining the evaluations of $a_{e}(x)$ and $a_{o}(x)$ as shown below and by using the special property of $\omega_{n}$ i.e. $\omega_{n}^{2 k}=\omega_{n / 2}^{k}$ for any $k>n / 2$.

$$
a\left(\omega_{n}^{k}\right)=a_{e}\left(\omega_{n}^{2 k}\right)+\omega_{n}^{k} a_{o}\left(\omega_{n}^{2 k}\right) .
$$

In the FFT method, the $n$-th primitive root of unity $\omega_{n}$ is a complex number, and hence FFT involves floating point arithmetic. The Number Theoretic Transform (NTT) corresponds to an FFT where the roots of unity are taken from a finite ring $\mathbb{Z}_{q}$. Hence all computations in NTT are performed on integers. The NTT exists if and only if $n$ divides $d-1$ for every prime divisor $d$ of $q$. In this research we use the NTT to efficiently compute polynomial multiplication in $R_{q}$. In Chap. 5 we review an inplace iterative version of the NTT algorithm. For
two polynomials $a$ and $b$, their multiplication using the NTT can be computed as follows.

$$
a \cdot b=I N T T_{\omega}^{2 n}\left(N T T_{\omega}^{2 n}(a) * N T T_{\omega}^{2 n}(b)\right)
$$

Here $N T T_{\omega}^{2 n}(\cdot)$ stands for a $2 n$-point NTT, $I N T T_{\omega}^{2 n}(\cdot)$ stands for the inverse transform, and the operator $*$ stands for coefficient-wise multiplications.

## Reduction modulo $f(x)$

In a polynomial multiplication over $R_{q}$, the result $c^{\prime}(x)=a(x) \cdot b(x)$ which has $2 n$ coefficients, is reduced modulo the irreducible polynomial $f(x)$. In the general case, i.e. when $f(x)$ does not possess any special structure, we can compute the modular reduction by computing the quotient $q u o(x)$ and remainder $\operatorname{rem}(x)$ polynomials such that $c^{\prime}(x)=q u o(x) \cdot f(x)+\operatorname{rem}(x)$. The computation of $q u o(x)$ requires a polynomial division operation. An efficient way to compute this division is to use the Newton iteration method. The steps are as follows [139].

Let $\operatorname{rev}_{k}()$ be a function that reverses the positions of the first $k$ coefficients of the input polynomial. For e.g., when $\operatorname{rev}_{3}()$ is applied to the polynomial $3 x^{2}+5 x+2$, the result is the polynomial $2 x^{2}+5 x+3$.

From the equation $c^{\prime}=q u o \cdot f+r e m$, where $c^{\prime}$ has degree $2 n-1$ and $f$ has degree $n$, we get the relation

$$
\operatorname{rev}_{2 n-1}\left(c^{\prime}\right)=\operatorname{rev}_{n-1}(q u o) \cdot \operatorname{rev}_{n}(f)+x^{n} \operatorname{rev}_{n-1}(r e m) .
$$

Therefore, we can get the congruence relation

$$
\operatorname{rev}_{n-1}(q u o) \equiv \operatorname{rev}_{2 n-1}\left(c^{\prime}\right) \cdot \operatorname{rev}_{n}(f)^{-1} \quad\left(\bmod x^{n}\right) .
$$

For arithmetic in $R_{q}$, the irreducible polynomial $f$ is always constant and hence $\operatorname{rev}_{n}(f)^{-1}\left(\bmod x^{n}\right)$ is a constant polynomial with $n$ coefficients. We see that $\operatorname{rev}_{n-1}(q u o)\left(\bmod x^{n}\right)$ can be computed by performing simple polynomial multiplication and then taking the least $n$ coefficients of the result. Computation of $q u o$ from $\operatorname{rev}_{n-1}(q u o)$ requires another application of $\operatorname{rev}_{n-1}()$. Now the remainder is computed as $\operatorname{rem}(x)=c^{\prime}(x)-q u o(x) \cdot f(x)$.

### 2.5.3 Division and rounding

Both FV.Mult and YASHE.Mult require divisions by $q$. The basic division algorithms [40] namely the restoring and non-restoring divisions are iterative in
nature and produce one digit of the quotient per iteration. Though accurate, such algorithms are very slow for homomorphic encryption schemes. Fast division methods use a reciprocal function computation to find a close approximation of the quotient. Such methods are also iterative but after each iteration the number of bits of accuracy of the approximate quotient doubles. As a result the number of iterations for fast division methods is less than for basic division methods. The Newton-Raphson and Goldschmidt methods are examples of fast division methods. A comprehensive study of fast division algorithms is provided in [41].

Note that the division operation that we need to perform always uses a constant value $q$ as the divisor. When the divisor is fixed, we can do a lot better than the above mentioned methods as the reciprocal $1 / q$ can be computed beforehand. The quotient can be computed by multiplying the dividend by the reciprocal. This multiplication can be computed efficiently if the underlying platform supports word level integer multiplications. To compute the rounding of the division result we use the following theorem.

Theorem 2. To round a division of two $k$-bit integers correctly to $k$-bits, the quotient must be computed correctly to $2 k+1$ bits [66].

Hence to round the result of dividing a $k_{1}$-bit dividend by a $k_{2}$-bit divisor we need to pre-compute the reciprocal upto $k_{1}+k_{2}+1$ bits.

### 2.6 Summary

In this chapter, we revisited the elliptic-curve discrete logarithm problem and hard lattice problems, and introduced a set of PKC schemes based on these problems. For elliptic-curve cryptography over binary extension fields, we described the mathematics of the finite field primitives and introduced the Koblitz curves for faster point multiplication. For lattice-based cryptography over polynomial rings, we briefly introduced the mathematics of polynomial arithmetic and discrete Gaussian sampling, and described the well-known methods for implementing these primitives.

In the next chapter we will design a lightweight Koblitz curve point multiplier and we will perform several lightweight optimizations to implement the scalar conversion. Then, from Chap. 4 onwards we will optimize the primitives for the ring-LWE-based PKC and design hardware architectures for the PKC schemes.

## Chapter 3

## Coprocessor for Koblitz curves

## CONTENT SOURCES:

Sujoy Sinha Roy, Kimmo Järvinen, Ingrid Verbauwhede Lightweight Coprocessor for Koblitz Curves: 283-Bit ECC Including Scalar Conversion with only 4300 Gates In Cryptographic Hardware and Embedded Systems CHES (2015).

Contribution: Main author.
Sujoy Sinha Roy, Junfeng Fan, Ingrid Verbauwhede Accelerating Scalar Conversion for Koblitz Curve Cryptoprocessors on Hardware Platforms In IEEE Transactions on Very Large Scale Integration (VLSI) Systems (2015).

Contribution: Main author.

### 3.1 Introduction

Koblitz curves [70] are a special class of elliptic-curves which enable very efficient point multiplications and, therefore, they are attractive for hardware and software implementations. However, these efficiency gains can be exploited only by representing scalars as specific $\tau$-adic expansions. Most cryptosystems require the scalar also as an integer (see, e.g., ECDSA [94]). Therefore, cryptosystems
utilizing Koblitz curves need both the integer and $\tau$-adic representations of the scalar, which results in a need for conversions between the two domains.

In the literature a few research works exist that address the challenges of designing the scalar conversion operation in hardware. The first conversion architecture was proposed in [72] and was followed by [135, 140]. Still the converters were slow and had large area requirements. Brumley and Järvinen in [23] proposed an efficient conversion algorithm tailored for hardware platforms. Due to its sequential nature, the authors named the algorithm lazy reduction. The algorithm uses only integer addition, subtraction and shifting operations; no multi-precision divisions or multiplications are used. Later a speed optimized version of the lazy reduction, known as the double lazy reduction was proposed in [62] by Adikari, Dimitrov, and Järvinen. Still, the extra overhead introduced by these conversions has so far prevented efforts to use Koblitz curves in lightweight implementations. Lightweight applications that require ellipticcurve cryptography include, e.g., wireless sensor network nodes, RFID tags, medical implants, and smart cards. Such applications will have a central role in actualizing concepts such as the Internet of Things. However such applications have strict constraints on implementation resources such as power, energy, circuit area, memory, etc. Since the Koblitz curves are a class of computationally efficient elliptic-curves, they could potentially be the right choice for the lightweight applications. Indeed [11] showed that Koblitz curves result in a very efficient lightweight implementation if $\tau$-adic expansions are already available. But the fact that the conversion is not included seriously limits possible applications of the implementation.

In this chapter we investigate a design methodology for implementing high security Koblitz curve cryptoprocessor on hardware platforms. We choose the NIST [92] recommended 283 bit Koblitz curve which offers around 140 bit security. We introduce several optimizations in the conversion of integer scalars. Finally, we design a lightweight coprocessor architecture of the 283-bit Koblitz curve point multiplier by using the lightweight scalar conversion architecture. We also include a set of countermeasures against timing attacks, simple power analysis (SPA), differential power analysis (DPA) and safe-error fault attacks.

The remaining part of the chapter is organized as follows: In Sect. 3.2 we optimize the Koblitz scalar conversion operation and introduce several lightweight countermeasures against side channel attacks. In Sect. 3.3 we describe the point multiplication operation. We use these optimization techniques to design a lightweight coprocessor architecture in Sect. 3.4. We provide synthesis results in 130 nm CMOS and comparisons to other works in Sect. 3.5. The final section summarizes the contributions.

```
Algorithm 2: Scalar reduction algorithm from [23]
Input: Integer scalar \(k\)
Output: Reduced scalar \(\rho=b_{0}+b_{1} \tau \equiv k\left(\bmod \tau^{m}-1\right)\)
\(\left(a_{0}, a_{1}\right) \leftarrow(1,0),\left(b_{0}, b_{1}\right) \leftarrow(0,0),\left(d_{0}, d_{1}\right) \leftarrow(k, 0) ;\)
for \(i=0\) to \(m-1\) do
    \(u \leftarrow d_{0}[0] ; \quad / *\) lsb of \(d_{0}\) is the remainder before division */
    \(d_{0} \leftarrow d_{0}-u\);
    \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}+u \cdot a_{0}, b_{1}+u \cdot a_{1}\right) ;\)
    \(\left(d_{0}, d_{1}\right) \leftarrow\left(d_{1}-d_{0} / 2,-d_{0} / 2\right) ; \quad / *\) Division of \(\left(d_{0}, d_{1}\right)\) by \(\tau * /\)
    \(\left(a_{0}, a_{1}\right) \leftarrow\left(-2 a_{1}, a_{0}-a_{1}\right) ;\)
end
\(\rho=\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}+d_{0}, b_{1}+d_{1}\right) ;\)
```


### 3.2 Koblitz curve scalar conversion

As described in Sect. 2.2.1, the scalar conversion is performed in two phases: first the integer scalar $k$ is reduced to $\rho=b_{0}+b_{1} \tau \equiv k\left(\bmod \tau^{m}-1\right)$ and then the $\tau$-adic representation $t$ is generated from the reduced scalar $\rho[129,97$, 141]. The overhead of these conversions is specifically important for efficient implementations. Another important aspect is resistance against side-channel attacks. Only SPA countermeasures are required because only one conversion is required per $k$. The scalar $k$ is typically a nonce but even if it is used multiple times, $t$ can be computed only once and stored.

### 3.2.1 Scalar reduction

We choose the scalar reduction technique called lazy reduction (described as Alg. 2) from [23]. The scalar $k$ is repeatedly divided by $\tau$ for $m$ number of times to get the following relation.

$$
\begin{aligned}
k & =\left(d_{0}+d_{1} \tau\right) \tau^{m}+\left(b_{0}+b_{1} \tau\right) \\
& =\left(d_{0}+d_{1} \tau\right)\left(\tau^{m}-1\right)+\left(b_{0}+d_{0}\right)+\left(b_{1}+d_{1}\right) \tau \\
& =\lambda\left(\tau^{m}-1\right)+\rho
\end{aligned}
$$

As shown in Theorem 1 in Sect. 2.2.1, this division can be implemented with shifts, additions, and subtractions. This makes the scalar reduction algorithm attractive for lightweight implementations. The $\tau$-adic representation generated from $\rho$ has a length at most $m+4$ in $F_{2^{m}}$ [23].

To meet the constraints of a lightweight platform, we implement the lazy reduction algorithm [23] in a word-serial fashion. Though this design decision reduces the area requirement, it increases the cycle count. Hence we optimize further the computational steps of Alg. 2 to reduce the number of cycles. Further, we investigate side-channel vulnerability of the algorithm and propose lightweight countermeasures against SPA.

## Computational optimization

In lines 6 and 7 of Alg. 2, computations of $d_{1}$ and $a_{0}$ require subtractions from zero. In a word-serial architecture with only one adder/subtracter circuit, they consume nearly $33 \%$ of the cycles of the scalar reduction. We use the iterative property of Alg. 2 and eliminate these two subtractions by replacing lines 6 and 7 with the following ones:

$$
\begin{align*}
& \left(d_{0}, d_{1}\right) \leftarrow\left(d_{0} / 2-d_{1}, d_{0} / 2\right)  \tag{3.1}\\
& \left(a_{0}, a_{1}\right) \leftarrow\left(2 a_{1}, a_{1}-a_{0}\right) .
\end{align*}
$$

However with this modification, $\left(a_{0}, a_{1}\right)$ and $\left(d_{0}, d_{1}\right)$ have a wrong sign after every odd number of iterations of the for-loop in Alg. 2. It may appear that this wrong sign could affect correctness of $\left(b_{0}, b_{1}\right)$ in line 5 . Since the remainder $u$ (in line 3 ) is generated from $d_{0}$ instead of the correct value $-d_{0}$, a wrong sign is also assigned to $u$. Hence, the multiplications $u \cdot a_{0}$ and $u \cdot a_{1}$ in line 5 are always correct, and the computation of ( $b_{0}, b_{1}$ ) remains unaffected of the wrong signs.

After completion of the for-loop, the sign of $\left(d_{0}, d_{1}\right)$ is wrong as $m$ is an odd integer for secure fields. Hence, the correct value of the reduced scalar should be computed as $\rho \leftarrow\left(b_{0}-d_{0}, b_{1}-d_{1}\right)$.

## Protection against SPA

In line 5 of Alg. 2, computation of new $\left(b_{0}, b_{1}\right)$ depends on the remainder bit $(u)$ generated from $d_{0}$ which is initialized to $k$. Multi-precision additions are performed when $u=1$; whereas no addition is required when $u$ is zero. A side-channel attacker can detect this conditional computation and can use, e.g., the techniques from [23] to reconstruct the secret key from the remainder bits that are generated during the scalar reduction.

One way to protect the scalar reduction from SPA is to perform dummy additions $\left(b_{0}^{\prime}, b_{1}^{\prime}\right) \leftarrow\left(b_{0}+a_{0}, b_{1}+a_{1}\right)$ whenever $u=0$. However, such countermeasures

```
Algorithm 3: SPA-resistant scalar reduction
Input: Integer scalar \(k\)
Output: Reduced scalar \(\rho=b_{0}+b_{1} \tau \equiv k\left(\bmod \tau^{m}-1\right)\)
\(\left(a_{0}, a_{1}\right) \leftarrow(1,0),\left(b_{0}, b_{1}\right) \leftarrow(0,0),\left(d_{0}, d_{1}\right) \leftarrow(k, 0) ;\)
if \(d_{0}[0]=0\) then
    \(e \leftarrow 1 ; \quad / *\) Set to 1 when \(d_{0}\) is even */
    \(d_{0}[0] \leftarrow 1 ;\)
end
for \(i=0\) to \(m-1\) do
    \(u \leftarrow \Psi\left(d_{0}+d_{1} \tau\right) ; / *\) Remainder \(u \in\{1,-1\}\), computed using (3.2) */
    \(d_{0} \leftarrow d_{0}-u\);
    \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}+u \cdot a_{0}, b_{1}+u \cdot a_{1}\right) ;\)
    \(\left(d_{0}, d_{1}\right) \leftarrow\left(d_{0} / 2-d_{1}, d_{0} / 2\right) ; \quad / *\) Saves one subtraction \(* /\)
    \(\left(a_{0}, a_{1}\right) \leftarrow\left(2 a_{1}, a_{1}-a_{0}\right) ; \quad / *\) Saves one subtraction \(* /\)
end
\(\rho=\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}-d_{0}-e, b_{1}-d_{1}\right) ; \quad / *\) Subtraction */
```

based on dummy operations require more memory and are vulnerable to C safe-error fault attacks [42]. We propose a countermeasure inspired by the zero-free $\tau$-adic representations from [97, 141]. A zero-free representation is obtained by generating the remainders $u$ from $d=d_{0}+d_{1} \tau$ using a map $\Psi(d) \rightarrow u \in\{1,-1\}$ such that $d-u$ is divisible by $\tau$, but additionally not divisible by $\tau^{2}$ (see Sect. 3.2.2). We observe that during the scalar reduction (which is basically a division by $\tau$ ), we can generate the remainder bits $u$ as either 1 or -1 throughout the entire for-loop in Alg. 2. Because $u \neq 0$, a new $\left(b_{0}, b_{1}\right)$ is always computed in the for-loop and protection against SPA is achieved without dummy operations. The following equation generates $u$ by observing the second lsb of $d_{0}$ and lsb of $d_{1}$.

Case 1: If $d_{0}[1]=0$ and $d_{1}[0]=0$, then $u \leftarrow-1$
Case 2: If $d_{0}[1]=1$ and $d_{1}[0]=0$, then $u \leftarrow 1$
Case 3: If $d_{0}[1]=0$ and $d_{1}[0]=1$, then $u \leftarrow 1$
Case 4: If $d_{0}[1]=1$ and $d_{1}[0]=1$, then $u \leftarrow-1$.
The above equation takes an odd $d_{0}$ and computes $u$ such that the new $d_{0}$ after division of $d-u$ by $\tau$ is also an odd integer.

Alg. 3 shows our computationally efficient SPA-resistant scalar reduction algorithm. All operations are performed in a word-serial fashion. Since the remainder generation in (3.2) requires the input $d_{0}$ to be an odd integer, the lsb

```
Algorithm 4: Computation of zero-free \(\tau\)-adic representation [97]
Input: Reduced scalar \(\rho=b_{0}+b_{1} \tau\) with \(b_{0}\) odd
Output: Zero-free \(\tau\)-adic bits \(\left(t_{\ell-1}, \cdots t_{0}\right)\)
\(i \leftarrow 0\);
while \(\left|b_{0}\right| \neq 1\) or \(b_{1} \neq 0\) do
    \(u \leftarrow \Psi\left(b_{0}+b_{1} \tau\right) ; \quad / *\) Computed using (3.2) */
    \(b_{0} \leftarrow b_{0}-u\);
    \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{1}-b_{0} / 2,-b_{0} / 2\right) ;\)
    \(t_{i} \leftarrow u ;\)
    \(i \leftarrow i+1 ;\)
end
\(t_{i} \leftarrow b_{0} ;\)
```

of $d_{0}$ is always set to 1 (in line 4) when the input scalar $k$ is an even integer. In this case, the algorithm computes the reduced scalar of $k+1$ instead of $k$ and after the completion of the reduction, the reduced scalar should be decremented by one. Alg. 3 uses a one-bit register $e$ to implement this requirement. The final subtraction in line 13 uses $e$ as a borrow to the adder/subtracter circuit. In the next section, we show that the subtraction $d_{0}-u$ in line 8 also leaks information about $u$ and propose a countermeasure that prevents this.

### 3.2.2 Computation of $\tau$-adic representation

For side-channel attack resistant point multiplication, we use the zero-free $\tau$-adic representation proposed in $[97,141]$ and described in Alg. 4. We add the following improvements to the algorithm.

## Computational optimization

Computation of $b_{1}$ in line 5 of Alg. 4 requires subtraction from zero. Similar to Sect. 3.2.1 this subtraction can be avoided by computing $\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0} / 2-\right.$ $\left.b_{1}, b_{0} / 2\right)$. With this modification, the sign of $\left(b_{0}, b_{1}\right)$ will be wrong after an odd number of iterations. In order to correct this, the sign of $t_{i}$ should be flipped for odd $i$ (by multiplying it with $\left.(-1)^{i}\right)$.

## Protection against SPA

Though point multiplications with zero-free representations are resistant against SPA [97], the generation of $\tau$-adic bits (Alg. 4) is vulnerable to SPA. In line 3 of Alg. 4, a remainder $u$ is computed as per the four different cases described in (3.2) and then subtracted from $b_{0}$ in line 4 . We use the following observations to detect the side-channel vulnerability in this subtraction and to propose a countermeasure against SPA.

1. For Case 1,2 and 3 in (3.2), the subtractions of $u$ are equivalent to flipping two (or one) least significant bits of $b_{0}$. Hence, actual subtractions are not computed in these cases.
2. For Case 4 , subtraction of $u$ from $b_{0}$ (i.e. computation of $b_{0}+1$ ) involves carry propagation. Hence, an actual multi-precision subtraction is computed in this case.
3. If any iteration of the while-loop in Alg. 4 meets Case 4, then the new value of $b_{1}$ will be even. Hence, the while-loop will meet either Case 1 or Case 2 in the next iteration.

Based on the differences in computation, a side-channel attacker using SPA can distinguish Case 4 from the other three cases. Hence, the attacker can reveal around $25 \%$ of the bits of a zero-free representation. Moreover, the attacker knows that the following $\tau$-adic bits are biased towards 1 instead of -1 with a probability of $1 / 3$.

We propose a very low-cost countermeasure that skips this special addition $b_{0}+1$ for Case 4 by merging it with the computation of the new $\left(b_{0}, b_{1}\right)$ in Alg. 4. In line 5 , we compute a new $b_{0}$ as:

$$
\begin{equation*}
b_{0} \leftarrow\left(\frac{b_{0}+1}{2}-b_{1}\right)=\left(\frac{b_{0}-1}{2}-\left\{b_{1}^{\prime}, 0\right\}\right) . \tag{3.3}
\end{equation*}
$$

Since $b_{1}$ is an odd number for Case 4 , we can represent it as $\left\{b_{1}^{\prime}, 1\right\}$ and subtract the least significant bit 1 from $\left(b_{0}+1\right) / 2$ to get $\left(b_{0}-1\right) / 2$. Since $b_{0}$ is always odd, the computation of $\left(b_{0}-1\right) / 2$ is just a left-shift of $b_{0}$.

The computation of $b_{1} \leftarrow\left(b_{0}+1\right) / 2$ in line 5 of Alg. 4 involves a carry propagation and thus an actual addition becomes necessary. We solve this problem by computing $b_{1} \leftarrow\left(b_{0}-1\right) / 2$ instead of the correct value $b_{1} \leftarrow\left(b_{0}+1\right) / 2$ and remembering the difference (i.e., 1) in a flag register $h$. Correctness of the $\tau$-adic representation can be maintained by considering this difference in the
future computations that use this wrong value of $b_{1}$. Now as per observation 3, the next iteration of the while-loop meets either Case 1 or 2 . We adjust the previous difference by computing the new $b_{0}$ as follows:

$$
\begin{equation*}
b_{0} \leftarrow\left(\frac{b_{0}}{2}-\left(b_{1}+h\right)\right)=\left(\frac{b_{0}}{2}-b_{1}-1\right) . \tag{3.4}
\end{equation*}
$$

In a hardware architecture, this equation can be computed by setting the borrow input of the adder/subtracter circuit to 1 during the subtraction.

In (3.5), we show our new map $\Psi^{\prime}(\cdot)$ that computes a remainder $u$ and a new value $h^{\prime}$ of the difference flag following the above procedure. We consider $b_{1}[0] \oplus h\left(\right.$ instead of $b_{1}[0]$ as in (3.2)) because a wrong $b_{1}$ is computed in Case 4 and the difference is kept in $h$.

Case 1: If $b_{0}[1]=0$ and $b_{1}[0] \oplus h=0$, then $u \leftarrow-1$ and $h^{\prime} \leftarrow 0$
Case 2: If $b_{0}[1]=1$ and $b_{1}[0] \oplus h=0$, then $u \leftarrow 1 \quad$ and $h^{\prime} \leftarrow 0$
Case 3: If $b_{0}[1]=0$ and $b_{1}[0] \oplus h=1$, then $u \leftarrow 1 \quad$ and $h^{\prime} \leftarrow 0$
Case 4: If $b_{0}[1]=1$ and $b_{1}[0] \oplus h=1$, then $u \leftarrow-1$ and $h^{\prime} \leftarrow 1$.
The same technique is also applied to protect the subtraction $d_{0}-u$ in the scalar reduction in Alg. 3.

## Protection against timing attack

The terminal condition of the while-loop in Alg. 4 is dependent on the input scalar. Thus by observing the timing of the computation, an attacker is able to know the higher order bits of a short $\tau$-adic representation. This allows the attacker to narrow down the search domain. We observe that we can continue the generation of zero-free $\tau$-adic bits even when the terminal condition in Alg. 4 is reached. In this case, the redundant part of the $\tau$-adic representation is equivalent to the value of $b_{0}$ when the terminal condition was reached for the first time; hence the result of the point multiplication remains correct. For example, starting from $\left(b_{0}, b_{1}\right)=(1,0)$, the algorithm generates an intermediate zero-free representation $-\tau-1$ and again reaches the terminal condition $\left(b_{0}, b_{1}\right)=(-1,0)$. The redundant representation $-\tau^{2}-\tau-1$ is equivalent to 1 . If we continue, then the next terminal condition is again reached after generating another two bits. In this chapter we generate zero-free $\tau$-adic representations that have lengths always larger than or equal to $m$ of the field $\mathbb{F}_{2^{m}}$. To implement this feature, we added the terminal condition $i<m$ to the while-loop.

```
Algorithm 5: SPA-resistant generation of a zero-free \(\tau\)-adic representation
Input: Reduced scalar \(\rho=b_{0}+b_{1} \tau\)
Output: \(\tau\)-adic bits ( \(t_{\text {ell-1 }}, \cdots t_{0}\) ) and flag \(f\)
\(f \leftarrow \operatorname{assign\_ flag}\left(b_{0}[0], b_{1}[0]\right)\);
\(\left(b_{0}[0], b_{1}[0]\right) \leftarrow \operatorname{bitflip}\left(b_{0}[0], b_{1}[0], f\right) ; \quad / *\) Initial adjustment */
\(i \leftarrow 0\);
\(h \leftarrow 0\);
while \(i<m\) or \(\left|b_{0}\right| \neq 1\) or \(\left(b_{1} \neq 0\right.\) and \(\left.h=0\right)\) or \(\left(b_{1} \neq-1\right.\) and \(\left.h=1\right)\) do
    \(\left(u, h^{\prime}\right) \leftarrow \Psi^{\prime}\left(b_{0}+b_{1} \tau\right) ; \quad / *\) Computed using (3.5) */
    \(b_{0}[1] \leftarrow \neg b_{0}[1] ; \quad / *\) Second LSB is set to 1 when Case 1 occurs */
    \(\left(b_{0}, b_{1}\right) \leftarrow\left(\frac{b_{0}}{2}-b_{1}-h, \frac{b_{0}}{2}\right)\);
    \(t_{i} \leftarrow(-1)^{i} \cdot u ;\)
    \(h \leftarrow h^{\prime}\);
    \(i \leftarrow i+1 ;\)
end
\(t_{i} \leftarrow(-1)^{i} \cdot b_{0} ;\)
```

In Alg. 5, we describe an algorithm for generating zero-free representations that applies the proposed computational optimizations and countermeasures against SPA and timing attacks. The while-loops of both Alg. 4 and 5 require $b_{0}$ to be an odd integer. When the input $\rho$ has an even $b_{0}$, then an adjustment is made by adding one to $b_{0}$ and adding (subtracting) one to (from) $b_{1}$ when $b_{1}$ is even (odd). This adjustment is recorded in a flag $f$ in the following way: if $b_{0}$ is odd, then $f=0$; otherwise $f=1$ or $f=2$ depending on whether $b_{1}$ is even or odd, respectively. In the end of a point multiplication, this flag is checked and $(\tau+1) P$ or $(-\tau+1) P$ is subtracted from the point multiplication result if $f=1$ or $f=2$, respectively. This compensates the initial addition of $(\tau+1)$ or $(-\tau+1)$ to the reduced scalar $\rho$ described in line 2 of Alg. 5.

We also designed a high-speed scalar conversion architecture based on [62]. The optimization strategy and the hardware architecture is described in the appendix A.

### 3.3 Point multiplication

We base the point multiplication algorithm on the use of the zero-free representation discussed in Sect. 3.2. We give our modification of the point multiplication algorithm of $[97,141]$ with window size $w=2$ in Alg. 6. The algorithm includes countermeasures against SPA, DPA, and timing attacks as
well as inherent resistance against C safe-error fault attacks. Implementation details of each operation used by Alg. 6 are given in App. B. Below, we give a high-level description.

```
Algorithm 6: Zero-free point multiplication with side-channel countermeasures
Input: An integer \(k\), the base point \(P=(x, y)\), a random element \(r \in \mathbb{F}_{2^{m}}\)
Output: The result point \(Q=k P\)
\((t, f) \leftarrow \operatorname{Convert}(k) ; \quad / *\) Alg. 3 and 5 */
\(P_{+1} \leftarrow \phi(P)+P ;\)
\(P_{-1} \leftarrow \phi(P)-P ;\)
if \(\ell\) is odd then \(Q=(X, Y) \leftarrow t_{\ell-1} P ; i \leftarrow \ell-3\);
5 ;
else \(Q=(X, Y) \leftarrow t_{\ell-1} P_{t_{\ell-2} t_{\ell-1}} ; i \leftarrow \ell-4 ;\)
7 ;
\(Q=(X, Y, Z) \leftarrow\left(X r, Y r^{2}, r\right) ;\)
while \(i \geq 0\) do
        \(Q \leftarrow \phi^{2}(Q)\);
        \(Q \leftarrow Q+t_{i+1} P_{t_{i} t_{i+1}} ;\)
        \(i \leftarrow i-2\);
end
if \(f=1\) then \(Q \leftarrow Q+P_{-1}\);
;
else if \(f=2\) then \(Q \leftarrow Q-P_{+1}\);
17 ;
\(Q=(X, Y) \leftarrow\left(X / Z, Y / Z^{2}\right) ;\)
return \(Q\);
```

Line 1 computes the zero-free representation $t$ given an integer $k$ using Alg. 3 and 5 . It outputs a zero-free expansion of length $\ell$ with $t_{i} \in\{-1,+1\}$ represented as an $\ell$-bit vector and a flag $f$. Lines 2 and 3 perform the precomputations by computing $P_{+1}=\phi(P)+P$ and $P_{-1}=\phi(P)-P$. Lines 4 and 5 initialize the accumulator point $Q$ depending on the length of the zero-free expansion. If the length is odd, then $Q$ is set to $\pm P$ depending on the msb $t_{\ell-1}$. If the length is even, then $Q$ is initialized with $\pm \phi(P) \pm P$ by using the precomputed points depending on the values of the two msb's $t_{\ell-1}$ and $t_{\ell-2}$. Line 6 randomizes $Q$ by using a random element $r \in \mathbb{F}_{2^{m}}$ as suggested by Coron [29]. This randomization offers protection against DPA and attacks that calculate hypotheses about the values of $Q$ based on its known initial value (e.g., the doubling attack [44]).

Lines 7 to 10 iterate the main loop of the algorithm by observing two bits of the zero-free expansion on each iteration. Each iteration begins in line 8 by computing two Frobenius endomorphisms. Line 9 either adds or subtracts
$P_{+1}=\left(x_{+1}, y_{+1}\right)$ or $P_{-1}=\left(x_{-1}, y_{-1}\right)$ to or from $Q$ depending on the values of $t_{i}$ and $t_{i+1}$ processed by the iteration. It is implemented by using the equations from [5] which compute a point addition in mixed affine and LópezDahab [82] coordinates. Point addition and subtraction are carried out with the exactly same pattern of operations (see App. B). Lines 11 and 12 correct the adjustments that ensure that $b_{0}$ is odd before starting the generation of the zero-free representation (see Sect. 3.2.2). Line 13 retrieves the affine point of the result point $Q$.

The pattern of operations in Alg. 6 is almost constant. The side-channel properties of the conversion (line 1) were discussed in Sect. 3.2. The precomputation (lines 2 and 3 ) is fixed and operates only on the base point, which is typically public. The initialization of $Q$ (lines 4 and 5 ) can be carried out with a constant pattern of operations with the help of dummy operations. The randomization of $Q$ protects from differential power analysis (DPA) and comparative side-channel attacks (e.g., the doubling attack [44]). The main loop operates with a fixed pattern of operations on a randomized $Q$ offering protecting against SPA and DPA. Lines 11 and 12 depend on $t$ (and, thus, $k$ ) but they leak at most one bit to an adversary who can determine whether they were computed or not. This leakage can be prevented with a dummy operation. Although the algorithm includes dummy operations, it offers good protection also against C safe-error fault attacks. The reason is that the main loop does not involve any dummy operations and, hence, even an attacker, who is able to distinguish dummy operations, learns only few bits of information (at most, the lsb and the msb and whether the length is odd or even). Hence, C safe-error fault attacks that aim to reveal secret information by distinguishing dummy operations are not a viable attack strategy [42].

### 3.4 Architecture

In this section, we describe the hardware architecture (Fig. 3.1) of our ECC coprocessor for 16-bit microcontrollers such as TI MSP430F241x or MSP430F261x [133]. Such families of low-power microcontrollers have at least 4 KB of RAM and can run at 16 MHz clock. We connect our coprocessor to the microcontroller using a memory-mapped interface [124] following the drop-in concept from [144] where the coprocessor is placed on the bus between the microcontroller and the RAM and memory access is controlled with multiplexers. The coprocessor consists of the following components: an arithmetic and logic unit (ALU), an address generation unit, a shared memory and a control unit composed of hierarchical finite state machines (FSMs).


Figure 3.1: Hardware architecture of the ECC coprocessor

## The arithmetic and logic unit (ECC-ALU)

has a 16-bit data path and is used for both integer and binary field computations. The ECC-ALU is interfaced with the memory block using an input register pair $\left(R_{1}, R_{2}\right)$ and an output multiplexer. The central part of the ECC-ALU consists of a 16 -bit integer adder/subtracter circuit, a 16 -bit binary multiplier and two binary adders. A small Reduction-ROM contains several constants that are used during modular reductions and multiplications by constants. The accumulator register pair $(C U, C L)$ stores the intermediate or final results of any arithmetic operation. Finally, the output multiplexer is used to store the contents of the registers $C L, T$ and a masked version of $C L$ in the memory block, which sets the msb's of the most significant word of an alement to zero.

## The memory block

is a single-port RAM which is shared by the ECC coprocessor and the 16-bit microcontroller. Each 283 -bit element of $\mathbb{F}_{2^{283}}$ requires 1816 -bit words totaling 288 bits. The coprocessor requires storage for 14 elements of $\mathbb{F}_{2^{283}}$ (see App. B), which gives 4032 bits of RAM ( 252 16-bit words). Some of these variables are reused for different purposes during the conversion.

## The address unit

generates address signals for the memory block. A small Base-ROM is used to keep the base addresses for storing different field elements in the memory. During any integer operation or binary field operation, the two address registers $R d B_{1}$ and $R d B_{2}$ in the address unit are loaded with the base addresses of the input operands. Similarly the base addresses for writing intermediate or final results in the memory block are provided in the register $W t B_{1}$ and in the output from the Base-ROM $\left(W t B_{2}\right)$. The adder circuit of the address block is an 8 -bit adder which computes the physical address from a read/write offset value and a base address.

## The control unit

consists of a set of hierarchical FSMs that generate control signals for the blocks described above. The FSMs are described below.

1) Scalar Conversion uses the part of the ECC-ALU shown by the red dashed polygon in Fig. 3.1. The computations controlled by this FSM are mainly integer additions, subtractions and shifts. During any addition or subtraction, the words of the operands are first loaded in the register pair $\left(R_{1}, R_{2}\right)$. The result-word is computed using the integer adder/subtracter circuit and stored in the accumulator register $C L$. During a right-shift, $R_{2}$ is loaded with the operand-word and $R_{1}$ is cleared. Then the lsb of the next higher word of the operand is stored in the one-bit register $L S B$. Now the integer adder is used to add the shifted value $\left\{L S B, R_{2} / 2\right\}$ with $R_{1}$ to get the shifted word. One scalar conversion requires around 78,000 cycles.
2) Binary Field Primitives use the registers and the portion of the ECC-ALU outside the red-dashed polygon in Fig. 3.1.

- Field addition sequentially loads two words of the operands in $R_{2}$, then multiplies the words by 1 (from the Reduction-ROM) and finally calculates the result-word in $C L$ after accumulation. One field addition requires 60 cycles.
- Field multiplication uses word-serial comb method [54]. It loads the words of the operands in $R_{1}$ and $R_{2}$, then multiplies the words and finally accumulates. After the completion of the comb multiplication, a modular reduction is performed requiring mainly left-shifts and additions. The left-shifts are performed by multiplying the words with the values from the Reduction-ROM. One field multiplication requires 829 cycles.
- Field squaring computes the square of an element of $\mathbb{F}_{2^{283}}$ in linear time by squaring its words. The FSM first loads a word in both $R_{1}$ and $R_{2}$ and then squares the word by using the binary multiplier. After squaring the words, the FSM performs a modular reduction. The modular reduction is shared with the field multiplication FSM. One field squaring requires 200 cycles.
- Field inversion uses the Itoh-Tsujii algorithm [61] and performs field multiplications and squarings following an addition chain ( $1,2,4,8,16,17,34,35,70$, $140,141,282)$ for $\mathbb{F}_{2}{ }^{283}$. One inversion requires 65,241 cycles.

3) Point Operations and Point Multiplication are implemented by combining an FSM with a hardwired program ROM. The program ROM includes subprograms for all operations of Alg. 6 and the address of the ROM is controlled by the FSM in order to execute Alg. 6 (see App. B for details).

Alg. 6 is executed so that the microcontroller initializes the addresses reserved for the accumulator point $Q$ with the base point $(x, y)$ and the random element $r$ by writing $(X, Y, Z) \leftarrow(x, y, r)$. The scalar $k$ is written into the RAM before the microcontroller issues a start point multiplication command. When this command is received, the reduction part of the conversion is executed followed by the computation of the $\mathrm{msb}(\mathrm{s})$ of the zero-free expansion. After this, the precomputations are performed by using $(x, y)$ and the results are stored into the RAM. The initialization of $Q$ is performed by writing either $P_{+1}$ or $P_{-1}$ in $(X, Y)$ if the length of the expansion is even; otherwise, a dummy write is performed. Similarly, the sign of $Q$ is changed if $t_{\ell-1}=-1$ and a dummy operation is computed otherwise. The main loop first executes two Frobenius endomorphisms and, then, issues an instruction that computes the next two bits of the zero-free expansion. By using these bits, either a point addition or a point subtraction is computed with $P_{+1}$ or $P_{-1}$. One iteration of the main loop takes 9537 clock cycles. In the end, the affine coordinates of the result point
are retrieved and they become available for the microcontroller in the addresses for the $X$ and $Y$ coordinates of $Q$.

### 3.5 Results and comparisons

We described the architecture of Sect. 3.4 by using mixed Verilog and VHDL and simulated it with ModelSim SE 6.6d. We synthesized the code with Synopsys Design Compiler D-2010.03-SP4 using the regular compile for UMC 130 nm CMOS with voltage of 1.2 V by using Faraday FSC0L low-leakage standard cell libraries. The area given by the synthesis is 4,323 GE including everything in Fig. 3.1 except the single-port RAM. Computing one point multiplication requires in total $1,566,000$ clock cycles including the scalar conversion. The power consumption at 16 MHz is $97.70 \mu \mathrm{~W}$ which gives an energy consumption of approximately $9.56 \mu \mathrm{~J}$ per point multiplication. Table 3.1 summarizes our synthesis results together with several other lightweight ECC implementations from the literature. Since several of the reported implementations do not provide details of the libraries they used, we mention only the CMOS technology in the table. For a similar technology, there will be small variations in the area, power and energy consumption for different libraries.

Among all lightweight ECC processors available in the literature, the processor from [11] is the closest counterpart to our implementation because it is so far the only one that uses Koblitz curves. Even it has many differences with our architecture which make fair comparison difficult. The most obvious difference is that the processor from [11] is designed for a less secure Koblitz curve NIST K-163. Also the architecture of [11] differs from ours in many fundamental ways: they use a finite field over normal basis instead of polynomial basis, they use a bit-serial multiplier that requires all bits of both operands to be present during the entire multiplication instead of a word-serial architecture that we use, they store all variables in registers embedded into the processor architecture instead of an external RAM, and they also do not provide support for scalar conversions or any countermeasures against side-channel attacks. They also provide implementation results on 65 nm CMOS. Our architecture is significantly more scalable for different Koblitz curves because, besides control logic and RAM requirements, other parts remain almost the same, whereas the entire multiplier needs to be changed for [11]. It is also hard to see how scalar conversions or side-channel countermeasures could be integrated into the architecture of [11] without significant increases on both area and latency.

Table 3.1 includes also implementations that use the binary curve B-163 and the prime curve P-160 from [94]. The area of our coprocessor is on the level
of the smallest coprocessors available in the literature. Hence, the effect of selecting a 283-bit elliptic-curve instead of a less secure curve is negligible in terms of area. The price to pay for higher security comes in the form of memory requirements and computation latency. The amount of memory is not a major issue because our processor shares the memory with the microcontroller which typically has a large memory (e.g. TI MSP430F241x and MSP430F261x have at least 4KB RAM [133]). Also the computation time is on the same level with other published implementations because our coprocessor is designed to run on the relatively high clock frequency of the microcontroller which is 16 MHz .

In this work our main focus was to investigate feasibility of lightweight implementations of Koblitz curves for applications demanding high security. To enable a somewhat fair comparison with the existing lightweight implementations over $\mathbb{F}_{2^{163}}$, Table 3.1 provides estimates for area and cycles of ECC coprocessors that follow the design decisions presented in this chapter and perform point multiplications on curves B-163 or K-163. Our estimated cycle count for scalar multiplication over $\mathbb{F}_{2^{163}}$ is based on the following facts:

1. A field element in $\mathbb{F}_{2^{163}}$ requires 1116 -bit words, and hence, is smaller by a factor of 0.61 than a field element in $\mathbb{F}_{2283}$. Since field addition and squaring have linear complexity, we estimate that the cycle counts for these operations scale down by a factor of around 0.61 and become 37 and 122 respectively. In a similarly way we estimate that field multiplication (which has quadratic complexity) scales down to 309 cycles. A field inversion operation following an addition chain ( $1,2,4,5,10,20,40,81,162$ ) requires nearly 22,700 cycles.
2. The for-loop in the scalar reduction operation (Alg. 3) executes 163 times in $\mathbb{F}_{2^{163}}$ and performs linear operations such as additions/subtractions and shifting. Moreover the length of $\tau$-adic representation of a scalar reduces to 163 (thus reducing by a factor of 0.57 in comparison to $\mathbb{F}_{2^{283}}$ ). So, we estimate that the cycle count for scalar conversion scales down by a factor of $0.57 \times 0.61$ and requires nearly 27,000 cycles.
3. One Frobenius-and-add operation over $\mathbb{F}_{2^{283}}$ in Alg. 6 spends total 9,537 cycles among which 6,632 cycles are spent in eight quadratic-time field multiplications, and the rest 2,905 cycles are spent in linear-time operations. After scaling down, the cycle count for one Frobenius-and-add operation over $\mathbb{F}_{2^{163}}$ can be estimated to be around 4,250 . The point multiplication loop iterates nearly 82 times for a $\tau$-adic representation of length 164. Hence the number of cycles spent in this loop can be estimated to be around 348,500 .
4. The precomputation and the final conversion steps are mainly dominated by the cost of field inversions. Hence the cycle counts can be estimated to be around 45,400 .

As per the above estimates we see that a point multiplication using K-163 requires nearly 420,900 cycles. Similarly, we estimate that Montgomery's ladder for B-163 requires nearly 485,000 cycles. Our estimates show that our coprocessors for both B-163 and K-163 require more cycles in comparison to [145] which also uses a 16 -bit ALU. The reason behind this is that [145] uses a dual-port RAM, whereas our implementation uses a single-port RAM (as it works as a coprocessor of MSP430). Moreover [145] has a dedicated squarer circuit to minimize cycle requirement for squaring.

Table 3.1 provides estimates for cycle and area of a modified version of the coprocessor that performs point multiplications using the Montgomery's ladder on the NIST curve B-283. The estimated cycle count is calculated from the cycle counts of the field operations described in Sect. 3.4. From the estimated value, we see that a point multiplication on B-283 requires nearly $23.5 \%$ more time. However, the coprocessor for B-283 is smaller by around 550 GE as no scalar conversion is needed.

Although application-specific integrated circuits are the primary targets for our coprocessor, it may be useful also for FPGA-based implementations whenever small ECC designs are needed. Hence, we compiled our coprocessor also for Xilinx Spartan-6 XC6SLX4-2TQG144 FPGA by using Xilinx ISE 13.4 Design Suite. After place and route, it requires only 209 slices ( 634 LUTs and 309 registers) and runs on clock frequencies up to 106.598 MHz .

Our coprocessor significantly improves speed, both classical and side-channel security, memory, and energy consumption compared to leading lightweight software $[9,32,56,64,131]$. For example, [32] reports a highly optimized Assembly implementation running on a 32-bit Cortex-M0+ processor clocked at 48 MHz that computes a point multiplication on a less secure Koblitz curve K-233 without strong side-channel countermeasures. It computes a point multiplication in $59.18 \mathrm{~ms}(177.54 \mathrm{~ms}$ at 16 MHz$)$ and consumes $34.16 \mu \mathrm{~J}$ of energy.
$\qquad$

Table 3.1: Comparison to other lightweight coprocessors for ECC. The top part consists of relevant implementations from the literature. We also provide estimates for other parameter sets in order to ease comparisons to existing works.

| Work | Curve | Conv. | RAM | Tech. ( nm ) | Freq. (MHz) | Area <br> (GE) | Latency (cycles) | Latency (ms) | Power $\left(\mu \mathbf{W}^{1}\right)$ | $\begin{array}{r} \text { Energy } \\ \left(\mu \mathbf{J}^{1}\right) \end{array}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [13], 2006 | B-163 | $\mathrm{n} / \mathrm{a}$ | no | 130 | 0.500 | 9,926 | 95,159 | 190.32 | <60 | <5.7 |
| [18], 2008 | B-163 | $\mathrm{n} / \mathrm{a}$ | yes | 220 | 0.847 | 12,876 | - | 95 | 93 | 7.48 |
| [55], 2008 | B-163 | $\mathrm{n} / \mathrm{a}$ | yes | 180 | 0.106 | 13,250 | 296,299 | 2,792 | 80.85 | 23.9 |
| [73], 2006 | B-163 | $\mathrm{n} / \mathrm{a}$ | yes | 350 | 13.560 | 16,207 | 376,864 | 27.90 | n/a | $\mathrm{n} / \mathrm{a}$ |
| [74], 2008 | B-163 | $\mathrm{n} / \mathrm{a}$ | yes | 130 | 1.130 | 12,506 | 275,816 | 244.08 | 32.42 | 8.94 |
| [145], 2011 | B-163 | $\mathrm{n} / \mathrm{a}$ | yes | 130 | 0.100 | 8,958 | 286,000 | 2,860 | 32.34 | 9.25 |
| [144], 2013 | B-163 | $\mathrm{n} / \mathrm{a}$ | no | 130 | 1.000 | 4,114 | 467,370 | 467.37 | 66.1 | 30.9 |
| [100], 2014 | P-160 | $\mathrm{n} / \mathrm{a}$ | yes | 130 | 1.000 | 12,448 ${ }^{2}$ | 139,930 | 139.93 | 42.42 | 5.93 |
| [11], 2014 | K-163 | no | yes ${ }^{3}$ | 65 | 13.560 | 11,571 | 106,700 | 7.87 | 5.7 | 0.6 |
| Our, est. | B-163 | yes | no | 130, Faraday | 16.000 | $\approx 3,773$ | $\approx 485,000$ | $\approx 30.31$ | $\approx 6.11$ | 2.96 |
| Our, est. | K-163 | yes | no | 130, Faraday | 16.000 | $\approx 4,323$ | $\approx 420,900$ | $\approx 26.30$ | $\approx 6.11$ | 2.57 |
| Our, est. | B-283 | yes | no | 130, Faraday | 16.000 | $\approx 3,773$ | $\approx 1,934,000$ | $\approx 120.89$ | $\approx 6.11$ | 11.8 |
| Our, est. | K-283 | yes | yes ${ }^{4}$ | 130, Faraday | 16.000 | 10,204 | 1,566,000 | 97.89 | $>6.11$ | $>9.6$ |
| Our | K-283 | yes | no | 130 | 16.000 | 4,323 | 1,566,000 | 97.89 | 6.11 | 9.6 |

[^0]${ }^{2}$ Contains everything required for ECDSA including a Keccak module.
${ }^{3}$ All variables are stored in registers inside the processor.
4 The $256 \times 16$-bit RAM is estimated to have an area of 5794 GE because the size
Note: For a similar technology, there can be small variations in area, power, and energy depending on the library.

### 3.6 Summary

In this chapter we showed that implementing point multiplication on a high security 283-bit Koblitz curve is feasible with extremely low resources making it possible for various lightweight applications. We also showed that Koblitz curves can be used in such applications even when the cryptosystem requires scalar conversions. Beside these contributions, we improved the scalar conversion by applying several optimizations and countermeasures against side-channel attacks. Finally, we designed a very lightweight architecture in only 4.3 kGE that can be used as a coprocessor for commercial 16-bit microcontrollers. Hence, we showed that Koblitz curves are feasible also for lightweight ECC even with on-the-fly scalar conversions and strong countermeasures against side-channel attacks.

## Chapter 4

## Discrete Gaussian sampling
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### 4.1 Introduction

In this chapter we propose an efficient hardware implementation of a discrete Gaussian sampler for ring-LWE encryption schemes. The proposed sampler architecture is based on the Knuth-Yao sampling Alg. [68]. It has high precision and large tail-bound to keep the statistical distance below $2^{-90}$ to the true Gaussian distribution for the secure parameter sets [52] that are used in the public key encryption schemes [111, 78].

The remaining part of the chapter is organized as follows: In Sect. 4.2 we describe the Knuth-Yao sampling algorithm in detail. In the next section we analyze the Knuth-Yao algorithm and design an efficient algorithm that


Figure 4.1: Probability matrix and corresponding DDG-tree
consumes very little amount of resources. The hardware architecture of the discrete Gaussian sampler is presented in Sect. 4.4. In Sect. 4.5 we describe side channel vulnerability of the sampler architecture along with countermeasures. Detailed experimental results are presented in Sect. 4.6. The final section has the conclusion.

### 4.2 The Knuth-Yao algorithm

The Knuth-Yao algorithm uses a random walk model to perform sampling using the probabilities of the sample space elements. The method is applicable for any non-uniform distribution. Let $p_{j}$ be the probability of the $j$ th sample in the sample space. The binary expansions of the probabilities of the samples are written in the form of a matrix which we call the probability matrix $P_{\text {mat }}$. The $j$ th row of the probability matrix corresponds to the binary expansion of $p_{j}$. An example of the probability matrix for a sample space containing three sample points $\{0,1,2\}$ with probabilities $p_{0}=0.01110, p_{1}=0.01101$ and $p_{2}=0.00101$ is shown in Fig. 4.1.

A rooted binary tree known as a discrete distribution generating (DDG) tree is constructed from the probability matrix. Each level of the DDG tree can have two types of nodes: intermediate nodes $(I)$ and terminal nodes. The number of terminal nodes in the $i$ th level of the DDG tree is equal to the Hamming weight of $i$ th column in the probability matrix. Here we provide an example of the DDG tree construction for the given probability distribution in Fig. 4.1. The root of the DDG tree has two children which form the 0th level. Both the nodes in this level are marked with $I$ since the 0 th column in $P_{\text {mat }}$ does not
contain any non-zero. These two intermediate nodes have four children in the 1st level. To determine the type of the nodes, the 1st column of $P_{\text {mat }}$ is scanned from the bottom. In this column only the row numbers ' 1 ' and ' 0 ' are non-zero; hence the right-most two nodes in the 1st level of the tree are marked with ' 1 ' and ' 0 ' respectively. The remaining two nodes in this level are thus marked as intermediate nodes. Similarly the next levels are also constructed. The DDG tree corresponding to $P_{\text {mat }}$ is given in Fig. 4.1. At any level of the DDG tree, the terminal nodes (if present) are always on the right hand side.

The sampling operation is a random walk which starts from the root; visits a left-child or a right-child of an intermediate node depending on the random input bit. The sampling process completes when the random walk hits a terminal node and the output of the sampling operation is the value of the terminal node. By construction, the Knuth-Yao random walk samples accurately from the distribution defined by the probability matrix.

The space requirement for the DDG tree can be reduced by constructing it at run time during the sampling process. As shown in Fig. 4.1, the $i$ th level of the DDG tree is completely determined by the $(i-1)$ th level and the $i$ th column of the probability matrix. Hence it is sufficient to store only one level of the DDG tree during the sampling operation and construct the next level on the fly (if required) using the probability matrix [68].

In fact, in the next section we introduce a novel method to traverse the DDG tree that only requires the current node and the $i$ th column of the probability matrix to derive the next node in the tree traversal.

### 4.3 DDG tree on the fly

In this section we propose an efficient hardware-implementation of the KnuthYao based discrete Gaussian sampler which samples with high precision and large tail-bound. We describe how the DDG tree can be traversed efficiently in hardware and then propose an efficient way to store the probability matrix such that it can be scanned efficiently and also requires near-optimal space. Before we describe the implementation of the sampler, we first recall the parameter set for the discrete Gaussian sampler from the LWE implementation in [52].

### 4.3.1 Parameter sets for the discrete Gaussian sampler

Table 4.1 shows the tail bound $\left|z_{t}\right|$ and precision $\epsilon$ required to obtain a statistical distance of less than $2^{-90}$ for the Gaussian distribution parameters in Table 1
of [52]. The dimension of the lattice is $m$. The standard deviation $\sigma$ in Table 4.1 is derived from the parameter $s$ using the equation $s=\sigma \sqrt{2 \pi}$. The tail bound $\left|z_{t}\right|$ is calculated from Eq. 2.7 for the right-hand upper bound $2^{-100}$. For a maximum statistical distance of $2^{-90}$ and a tail bound $\left|z_{t}\right|$, the required precision $\epsilon$ is calculated using Eq. 2.8.

Table 4.1: Parameter sets to achieve statistical distance less than $2^{-90}$

| $m$ | $s$ | $\sigma$ | Tail cut $\left\|z_{t}\right\|$ | Precision $\epsilon$ |
| :---: | :---: | :---: | :---: | :---: |
| 256 | 8.35 | 3.33 | 84 | 106 |
| 320 | 8.00 | 3.192 | 86 | 106 |
| 512 | 8.01 | 3.195 | 101 | 107 |
| 1024 | 8.01 | 3.195 | 130 | 109 |

However in practice the tail bounds are quite loose for the precision values in Table 4.1. The probabilities are zero (upto the mentioned precision) for the sample points greater than 39 for all three distributions. Given a probability distribution, the Knuth-Yao random walk always hits a sample point when the sum of the probabilities is one [68]. However if the sum is less than one, then the random walk may not hit a terminal node in the corresponding DDG tree. Due to finite range and precision in Table 4.1, the sum of the discrete Gaussian probability expansions (say $P_{\text {sum }}$ ) is less than one. We take an difference ( $1-P_{\text {sum }}$ ) as another sample point which indicates out of range event. If the Knuth-Yao random walk hits this sample point, the sample value is discarded. This out of range event has probability less than $2^{-100}$ for all three distribution sets.

### 4.3.2 Construction of the DDG tree during sampling

During the Knuth-Yao random walk, the DDG tree is constructed at run time. The implementation of DDG tree as a binary tree data structure is an easy problem [28] in software, but challenging on hardware platforms. As described in Sect. 4.2, the implementation of the DDG tree requires only one level of the DDG tree to be stored. However the $i$ th level of a DDG tree may contain as many as $2^{i}$ nodes. On software platforms, dynamic memory allocation can be used at run time to allocate sufficient memory required to store a level of the DDG tree. But in hardware, we need to design the sampler architecture for the worst case storage requirement which makes the implementation costly.


Figure 4.2: DDG Tree Construction

We propose a hardware implementation friendly traversal based on specific properties of the DDG tree. We observe that in a DDG tree, all the intermediate nodes are on the left hand side; while all the terminal nodes are on the right hand side. This observation is used to derive a simple algorithm which identifies the nodes in the DDG tree traversal path instead of constructing each level during the random walk. Fig. 4.2 describes the $(i-1)$ th level of the DDG tree. The intermediate nodes are $I$, while the terminal nodes are $T$. The node visited at this level during the sampling process is highlighted by the double circle in the figure. Assume that the visited node is not a terminal node. This assumption is obvious because if the visited node is a terminal node, then we do not need to construct the $i$ th level of the DDG tree. At this level, let there be $n$ intermediate nodes and the visited node is the $k$ th node from the left. Let $d=n-k$ denote the distance of the right most intermediate node from the visited node.

In the next step, the sampling algorithm reads a random bit and visits a child node on the $i$ th level of the DDG tree. If the visited node is a left child, then it has $2 d+1$ nodes to its right side. Otherwise, it will have $2 d$ nodes to its right side (as shown in the figure). To determine whether the visited node is a terminal node or an intermediate node, the $i$ th column of the probability matrix is scanned. The scanning process detects the terminal nodes from the right side of the $i$ th level and the number of terminal nodes is equal to the Hamming weight $h$ of the $i$ th column of the probability matrix. The left child is a terminal node if $h>(2 d+1)$ and the right child is a terminal node if $h>2 d$. If the visited node is a terminal node, we output the corresponding row number in the probability matrix as the result of sampling process. When the visited node in the $i$ th level is internal, its visited-child in the $(i+1)$ th level is checked in a similar way.

From the analysis of DDG tree construction, we see the following points :

1. The sampling process is independent of the internal nodes that are to the left of the visited node.
```
Algorithm 7: Knuth-Yao Sampling
Input: Probability matrix \(P\)
Output: Sample value \(S\)
begin
    \(d \leftarrow 0 ; /^{*}\) Distance between the visited and the rightmost internal node */
    \(H i t \leftarrow 0 ; /^{*}\) This is 1 when the sampling process hits a terminal node \({ }^{*} /\)
    col \(\leftarrow 0 ; \quad /^{*}\) Column number of the probability matrix */
    while Hit \(=0\) do
        \(r \leftarrow\) RandomBit() ;
        \(d \leftarrow 2 d+\bar{r}\);
        for row \(=M A X R O W\) down to 0 do
            \(d \leftarrow d-P[r o w][\mathrm{col}]\);
            if \(d=-1\) then
                \(S \leftarrow\) row ;
                \(H i t \leftarrow 1\);
                ExitForLoop();
            end
            end
            \(\mathrm{col} \leftarrow \mathrm{col}+1 ;\)
    end
end
```

2. The terminal nodes on the $(i-1)$ th level have no influence on the construction of the $i$ th level of the DDG tree.
3. The distance $d$ between the right most internal node and the visited node on the $(i-1)$ th level of the DDG tree is sufficient (along with the Hamming weight of the $i$ th column of the probability matrix) to determine whether the visited node on the $i$ th level is an internal node or a terminal node.

During the Knuth-Yao sampling we do not store an entire level of the DDG tree. Instead, the difference $d$ between the visited node and the right-most intermediate node is used to construct the visited node at the next level. The steps of the Knuth-Yao sampling operation are described in Alg. 7. In Line 6 , a random bit $r$ is used to jump to the next level of the DDG tree. On this new level, the distance between the visited node and the rightmost node is initialized to either $2 d$ or $2 d+1$ depending on the random bit $r$. In Line 8 , the for-loop scans a column of the probability matrix to detect the terminal nodes. Whenever the algorithm finds a 1 in the column, it detects a terminal node. Hence, the relative distance between the visited node and the right most internal node is decreased by one (Line 9). When $d$ is reduced to -1 , the sampling algorithm hits a terminal node. Hence, in this case the sampling algorithm stops and returns the corresponding row number as the output. In the other case, when $d$ is positive after completing the scanning of an entire column of the probability matrix, the sampling algorithm jumps to the next level of the DDG tree.

### 4.3.3 Storing the probability matrix efficiently

The Knuth-Yao algorithm reads the probability matrix of the discrete Gaussian distribution during formation of the DDG tree. A probability matrix having $r$ rows and $c$ columns requires $r c$ bits of storage. This storage could be significant when both $r$ (depends on the tail-bound) and $c$ (depends on the precision) are large. As an example, Fig. 4.3 shows a portion of the probability matrix for the probabilities of $0 \leq|z| \leq 17$ with 30 -bits precision according to the discrete Gaussian distribution with parameter $s=8.01$. In [39] the authors observed that the leading zeros in the probability matrix can be compressed. The authors partitioned the probability matrix in different blocks having equal (or near-equal) number of leading zeros. Now for any row of the probability matrix, the conditional probability with respect to the block it belongs to is calculated and stored. In this case the conditional probability expansions do not contain a long sequence of leading zeros. The precision of the conditional probabilities is less than the precision of the absolute probabilities by roughly the number of leading zeros present in the absolute probability expansions. The sampling of [39] then applies two rounds of the Knuth-Yao algorithm: first to select a block and then to select a sample value according to the conditional probability expansions within the block.

However the authors of [39] do not give any actual implementation details. In hardware, ROM is ideal for storing a large amount of fixed data. To minimize computation time, data fetching from ROM should be minimized as much as possible. The pattern in which the probability expansions are stored in ROM determines the number of ROM accesses (thus performance) during the sampling process. During the sampling process the probability matrix is scanned column by column. Hence to ease the scanning operation, the probability expansions should be stored in a column-wise manner in ROM.

| \#2 | $\dot{ }$ |
| :--- | :---: |
| \#1 | 11011_110010111_11 |
| \#0 | $001110 \_1110111 \_110$ |
|  |  |

First two ROM words

Figure 4.3: Storing Probability Matrix

In Fig. 4.3, the probability matrix for a discrete Gaussian distribution contains large chunks of zeros near the bottom of the columns. Since we store the probability matrix in a column-wise manner in ROM, we perform compression of zeros present in the columns. The column length is the length of the top portion after which the chunk of bottom zeros start. We target to optimize the storage requirement by storing only the upper portions of the columns in ROM. Since the columns have different lengths, we also store the lengths of the columns. The number of bits required to represent the length of a column can be reduced by storing only the difference in column length with respect to the previous column. In this case, the number of bits required to represent the differential column length is the number of bits in the maximum deviation and a sign bit. For the discrete Gaussian distribution matrix shown in Fig. 4.3, the maximum deviation is three and hence three bits are required to represent the differential column lengths. Hence the total number of bits required to store the differential column lengths of the matrix (Fig. 4.3) is 86 (ignoring the first two columns).

For the discrete Gaussian distribution matrix, we observe that the difference between two consecutive column lengths is one for most of the columns. This observation is used to store the distribution matrix more efficiently in ROM.

```
Algorithm 8: Knuth-Yao Sampling in Hardware Platform
Input: Probability matrix \(P\)
Output: Sample value \(S\)
begin
        \(d \leftarrow 0 ; \quad / *\) Distance between the visited and the rightmost internal node */
        Hit \(\leftarrow 0 ; \quad /^{*}\) This is 1 when the sampling process hits a terminal node */
        ColLen \(\leftarrow\) INITIAL; \(\quad / *\) Column length is set to the length of first column */
        address \(\leftarrow 0 ; \quad / *\) This variable is the address of a ROM word */
        \(i \leftarrow 0 ; \quad / *\) This variable points the bits in a ROM word */
        while Hit \(=0\) do
            \(r \leftarrow\) RandomBit() ;
            \(d \leftarrow 2 d+\bar{r} ;\)
            ColLen \(\leftarrow\) ColLen + ROM \([\) address \(][i]\);
            for row \(=\) ColLen -1 down to 0 do
                    \(i \leftarrow i+1\);
                    if \(i=w\) then
                        address \(\leftarrow\) address +1 ;
                        \(i \leftarrow 0 ;\)
                    end
                        \(d \leftarrow d-R O M[r o w][i] ;\)
                        if \(d=-1\) then
                        \(S \leftarrow\) row;
                        Hit \(\leftarrow 1\);
                ExitForLoop() ;
                end
            end
        end
    return ( \(S\) )
end
```

We consider only non-negative differences between consecutive column lengths; the length of a column either increases or remains the same with respect to its left column. When there is a decrement in the column length, the extra zeros are also considered to be part of the column to keep the column length the same as its left neighbor. In Fig. 4.3 the dotted line is used to indicate the lengths of the columns. It can be seen that the maximum increment in the column length happens to be one between any two consecutive columns (except the initial few columns). In this representation only one bit per column is needed to indicate the difference with respect to the left neighboring column: 0 for no-increment and 1 for an increment by one. With such a representation, 28 bits are required to represent the increment of the column lengths for the matrix in Fig. 4.3. Additionally, 8 redundant zeros are stored at the bottom of the columns due to the decrease in column length in a few columns. Thus, a total of 36 bits are stored in addition to the pruned probability matrix. There is one more advantage of storing the probability matrix in this way in that we can use a simple binary counter to represent the length of the columns. The binary counter increments by one or remains the same depending on the column-length increment bit.

In ROM, we only store the portion of a column above the partition-line in Fig. 4.3 along with the column length difference bit. The column-length difference bit is kept at the beginning and then the column is kept in reverse order (bottom-to-top). As the Knuth-Yao algorithm scans a column from bottom to top, the column is stored in reverse order. Fig. 4.3 shows how the columns are stored in the first two ROM words (word size 16 bits). During the sampling process, a variable is used to keep track of the column-lengths. This variable is initialized to the length of the first non-zero column. For the probability matrix in Fig. 4.3, the initialization value is 5 instead of 4 as the length of the next column is 6 . Whilst scanning a new column, this variable is either incremented (starting bit 1 ) or kept the same (starting bit 0). Alg. 8 summarizes the steps when a ROM of word size $w$ is used as a storage for the probability matrix.

### 4.3.4 Fast sampling using a lookup table

A Gaussian distribution is concentrated around its center. In the case of a discrete Gaussian distribution with standard deviation $\sigma$, the probability of sampling a value larger than $t \cdot \sigma$ is less than $2 \exp \left(-t^{2} / 2\right)$ [84]. In fact this upper bound is not very tight. We use this property of a discrete Gaussian distribution to design a fast sampler architecture satisfying the speed constraints of many real-time applications. As seen from the previous section, the KnuthYao random walk uses random bits to move from one level of the DDG tree to the next level. Hence the average case computation time required per sampling
operation is determined by the number of random bits required in the average case.

The lower bound on the number of random bits required per sampling operation in the average case is given by the entropy of the probability distribution [33]. The entropy of a continuous normal distribution with a standard deviation $\sigma$ is $\frac{1}{2} \log \left(2 \pi e \sigma^{2}\right)$. For a discrete Gaussian distribution, the entropy is approximately close to entropy of the normal distribution with the same standard deviation. A more accurate entropy can be computed from the probability values as per the following equation.

$$
\begin{equation*}
H=-\sum_{-\infty}^{\infty} p_{i} \log p_{i} \tag{4.1}
\end{equation*}
$$

The Knuth-Yao sampling algorithm was developed to consume the minimum number of random bits on average [68]. It was shown that the sampling algorithm requires at most $H+2$ random bits per sampling operation in the average case.

For a Gaussian distribution, the entropy $H$ increases with the standard deviation $\sigma$, and thus the number of random bits required in the average case also increases with $\sigma$. For applications such as the ring-LWE based public key encryption scheme and homomorphic encryption, small $\sigma$ is used. Hence for such applications the number of random bits required in the average case are small. Based on this observation we can avoid the costly bit-scanning operation using a small precomputed table that directly maps the initial random bits into a sample value (with large probability) or into an intermediate node in the DDG tree (with small probability). During a sampling operation, first a table lookup operation is performed using the initial random bits. If the table lookup operation returns a sample value, then the sampling algorithm terminates. For the other case, bit scanning operation is initiated from the intermediate node. For example, when $\sigma=3.33$, if we use a precomputed table that maps the first eight random bits, then the probability of getting a sample value after the table lookup is 0.973 . Hence using the lookup table we can avoid the costly bit-scanning operation with probability 0.973 . However extra storage space is required for this lookup table. When the probability distribution is fixed, the lookup table can be implemented as a ROM which is cheap in terms of area in hardware platforms. In the next section we propose a cost effective implementation of a fast Knuth-Yao sampler architecture.

### 4.4 The sampler architecture

The sampler architecture is composed of 1) a bit-scanning unit, 2) counters for column length and row number, and 3) a subtraction-based down counter for the Knuth-Yao distance in the DDG tree. In addition, for the fast sampler architecture, a lookup table is also used. A control unit is used to generate control signals for the different blocks and to maintain synchronization between the blocks. We now describe the different components of the sampler architecture.


Figure 4.4: Hardware Architecture for Knuth-Yao Sampler

### 4.4.1 The bit-scanning unit

The bit-scanning unit is composed of a ROM, a scan register, one ROM-address counter, one counter to record the number of bits scanned from a ROM-word and a comparator. The ROM contains the probabilities and is addressed by the ROM-address counter. During a bit-scanning operation, a ROM-word (size $w$ bits) is first fetched and then stored in the scan register. The scan-register is a shift-register and its msb is read as the probability-bit. To count the number of bits scanned from a ROM-word, a counter word-bit is used. When the word-bit counter reaches $w-2$ from zero, the output from the comparator Comp1 enables the ROM-address counter. In the next cycle the ROM-address counter addresses the next ROM-word. Also in this cycle the word-bit counter reaches $w-1$ and
the output from Comp2 enables reloading of the bit-scan register with the new ROM-word. In the next cycle, the word-bit counter is reset to zero and the bit-scan register contains the word addressed by the ROM-word counter. In this way data loading and shifting in the bit-scan register takes place without any loss of cycles. Thus the frequency of the data loading operation (which depends on the widths of the ROM) does influence the cycle requirement of the sampler architecture. This interesting feature of the bit-scan unit will be utilized in the next part of this section to achieve optimal area requirement by adjusting the width of the ROM and the bit-scan register. The bit-scanning unit is the largest sub-block in the sampler architecture in terms of area. Hence this unit should be designed carefully to achieve minimum area requirement. In FPGAs a ROM can be implemented as a distributed ROM or as a block RAM. When the amount of data is small, a distributed ROM is the ideal choice. The way a ROM is implemented (its width $w$ and depth $h$ ) affects the area requirement of the sampler. Let us assume that the total number of probability bits to be stored in the ROM is $D$ and the size of the FPGA LUTs is $t$. Then the total number of LUTs required by the ROM is around $\left\lceil\frac{D}{w \cdot 2^{\dagger}}\right\rceil \cdot w$ along with a small amount of addressing overhead. The scan-register is a shift register of width $w$ and consumes around $w$ LUTs and $w_{f}=w$ FFs. Hence the total area (LUTs and FFs) required by the ROM and the scan-register can be approximated by the following equation.

$$
\# \text { Area }=\left\lceil\frac{D}{w \cdot 2^{t}}\right\rceil \cdot w+\left(w+w_{f}\right)=\left\lceil\frac{h}{2^{t}}\right\rceil \cdot w+\left(w+w_{f}\right) .
$$

For optimal storage, $h$ should be a multiple of $2^{t}$. Choosing a larger value of $h$ will reduce the width of the ROM and hence the width of the scan-register. However with the increase in $h$, the addressing overhead of the ROM will also increase. In Table 4.2 we compare area of the bit-scan unit for $\sigma=3.33$ with various widths of the ROM and the scan register using Xilinx Virtex V xcvlx30 FPGA. The optimal implementation is achieved when the width of the ROM is set to six bits. Though the slice count of the bit-scan unit remains the same in both the second and third column of the table due to various optimizations performed by the Xilinx ISE tool, the actual effect on the overall sampler architecture will be evident in Sect. 4.6.

Table 4.2: Area of the bit-scan unit for different widths and depths

| width | height | LUTs | FFs | Slices |
| :---: | :---: | :---: | :---: | :---: |
| 24 | 128 | 70 | 35 | 22 |
| 12 | 256 | 72 | 23 | 18 |
| 6 | 512 | 67 | 17 | 18 |

### 4.4.2 Row-number and column-length counters

As described in the previous section, we use a one-step differential encoding for the column lengths in the probability matrix. The column-length counter in Fig. 4.4 is an up-counter and is used to represent the lengths of the columns. During a random-walk, this counter increments depending on the column-length bit which appears in the starting of a column. If the column-length bit is zero, then the column-length counter remains in its previous value; otherwise it increments by one. At the starting of a column-scanning operation, the Row-number counter is first initialized to the value of column-length. During the scanning operation this counter decrements by one in each cycle. A column is completely read when the Row Number counter reaches zero.

### 4.4.3 The distance counter

A subtraction-based counter distance is used to keep the distance $d$ between the visited node and the right-most intermediate node in the DDG tree. The register distance is first initialized to zero. During each column jump, the row_zero_reg is set and thus the subtrahend becomes zero. In this step, the distance register is updated with the value $2 d$ or $2 d+1$ depending on the input random bit. As described in the previous section, a terminal node is visited by the random walk when the distance becomes negative for the first time. This event is detected by the control FSM using the carry generated from the subtraction operation.

After completion of a random walk, the value present in Row Number is the magnitude of the sample output. One random bit is used as a sign of the value of the sample output.

### 4.4.4 The lookup table for fast sampling

The output from the Knuth-Yao sampling algorithm is determined by the probability distribution and by the input sequence of random bits. For a given fixed probability distribution, we can precompute a table that maps all possible random strings of bit-width $s$ into a sample point or into an intermediate distance in the DDG tree. The precomputed table consists of $2^{s}$ entries for each of the $2^{s}$ possible random numbers.

On FPGAs, this precomputed table is implemented as a distributed ROM using LUTs. The ROM contains $2^{s}$ words and is addressed by random numbers of $s$ bit width. The success probability of a table lookup operation can be increased by increasing the size of the lookup table. For example when $\sigma=3.33$, the


Figure 4.5: Hardware Architecture for two stage Lookup
probability of success is 0.973 when the lookup table maps the eight random bits; whereas the success probability increases to 0.999 when the lookup table maps 13 random bits. However with a larger mapping, the size of precomputed table increases exponentially from $2^{8}$ to $2^{13}$. Additionally each lookup operation requires 13 random bits. A more efficient approach is to perform lookup operations in steps. For example, we use a first lookup table that maps the first eight random bits into a sample point or an intermediate distance (three bit wide for $\sigma=3.33)$. In case of a lookup failure, the next step of the random walk from the obtained intermediate distance will be determined by the next sequence of random bits. Hence, we can extend the lookup operation to speedup the sampling operation. For example, the three-bit wide distance can be combined with another five random bits to address a (the second) lookup table. Using this two small lookup tables, we achieve a success probability of 0.999 for $\sigma=3.33$. An architecture for a two stage lookup table is shown in Fig. 4.5.

### 4.5 Timing and simple power analysis

The Knuth-Yao sampler presented in this chapter is not a constant-time architecture as it uses a bit scanning operation in which the sample generated is related to the number of probability-bits scanned during a sampling operation. Hence, the number of cycles for a sampling operation provides some information about the sample. In 2016, Bruinderink et al. [53] mounted an attack on the BLISS [38] signature scheme by exploiting the timing information leakage from the non constant-time discrete Gaussian sampler. In particular, the attack targets a software implementation of the BLISS scheme and exploits cache weakness of the Gaussian sampler to run the LLL lattice reduction [75] algorithm. The attack requires as little as 450 signatures to recover the secrete key. The attack technique is described in more details in [53].

We recall that in the ring-LWE encryption scheme in Sect. 2.4.1, the Gaussian sampler is used during key generation and message encryption. The key generation operation is performed only to generate long-term keys and hence can be performed in a secure environment. However, this is not the case for the encryption operation where an encoded message $\bar{m}$ is masked as $c_{2}=p \cdot e_{1}+e_{3}+\bar{m}$ using two Gaussian distributed error polynomials $e_{1}$ and $e_{3}$. It should be noted that in a public key encryption scheme, the plaintext is normally considered secret information. For example, it is a common practice to use a public-key cryptosystem to encrypt a symmetric key that is subsequently used for fast, bulk encryption (this construction is commonly named "hybrid cryptosystems"). Hence, from the perspective of side-channel analysis, any leak of information during the encryption operation about the plaintext (symmetric key) is considered as a valid security threat. We would like to mention that the timing attack proposed by Bruinderink et al. [53] on the BLISS signature scheme may not be applied directly on the ring-LWE public key encryption scheme as the attacker can have only one ciphertext per message. Whereas for the signature scheme, the attacker can use the LLL algorithm since she can have several signatures for the same secret key.


Figure 4.6: Two instantaneous power consumption measurements corresponding to two different sampling operations. Horizontal axis is time, vertical axis is electromagnetic field intensity. The different timing for the two different sampling operations is evident.

To verify to what extent the instantaneous power consumption provides information about the sampling operation, we performed an SPA attack on the unprotected design running on a Xilinx Spartan-III at 40 MHz . The instantaneous power consumption is measured with a Langer RF5-2 magnetic pick-up coil on top of the FPGA package (without decapsulation), amplified $(+50 \mathrm{~dB})$, low-pass filtered (cutoff frequency of 48 MHz ). In Fig. 4.6 we show the instantaneous power consumption of two different sampling operations. The horizontal axis denotes time, and both sampling operations are triggered on the beginning of the sampling operation. One can distinguish enough SPA features (presumably due to register updates) to infer that the blue graph corresponds to a sampling that requires small number of cycles ( 7 cycles exactly) whereas the red graph represents a sampling operation that requires more cycles (21 cycles). With this SPA attack, the adversary can predict the magnitudes of the Gaussian distributed samples. Note that this information is partial as the value of a sample also includes a random sign bit. We remark that with a more sophisticated side channel attack, it might be possible to recover the sign bits by observing the modular arithmetic operations during the message encryption. If possible, then the message can be extracted easily from the ciphertext.

### 4.5.1 Strategies to mitigate the side-channel leakage

In this chapter we propose an efficient and cost effective scheme to protect the Gaussian sampler from simple timing and power analysis based attacks. Our proposal is based on the fact that the encryption scheme remains secure as long as the attacker has no information about the relative positions of the samples (i.e. the coefficients) in the noise polynomials. It should be noted that, as the Gaussian distribution used in the encryption scheme is a publicly known parameter, any one can guess the number of a particular sample point in an array of $n$ samples. Similar arguments also apply for other cryptosystems where the key is a uniformly distributed random string of bits of some length (say $l$ ). For such a random key, one has the information that almost half of the bits in the key are one and the rest are zero. In other words, the Hamming weight is around $l / 2$. Even if the exact value of the Hamming weight is revealed to the adversary (on average, say $l / 2$ ), the key still mantains $\log _{2}\binom{l}{l / 2}$ bits of entropy $(\approx 124$ bits for a 128 bit key). It is the random positions of the bits that make a key secure.

In the ring-LWE encryption scheme (Sect. 2.4.1), the Gaussian sampler is used to generate error polynomials. The sequential bit scanning operation reveals information about the samples and their positions in the error polynomials. Our strategy against simple timing and power analysis attack is described below:

1. Use of a lookup: The table lookup operation is constant-time and has a very large success probability. Hence with this lookup approach, we protect most of the samples from leaking any information about the value of the sample from which an attacker can perform simple power and timing analysis.
2. Use of a random permutation: The table lookup operation succeeds in most events, but fails with a small probability. For a failure, the sequential bit scanning operation leaks information about the samples. For example, when $\sigma=3.33$ and the lookup table maps initial eight random bits, the bit scanning operation is required for seven samples out of 256 samples in the average case. To protect against SPA, we perform a random shuffle after generating an entire array of samples. The random shuffle operation swaps all bit-scan operation generated samples with other random samples in the array. This random shuffling operation removes any timing information which an attacker can exploit. In the next section we will describe an efficient implementation of the random shuffling operation.

### 4.5.2 Efficient implementation of the random shuffling

We use a modified version of the Fisher and Yates shuffle which is also known as the Knuth shuffle [67] to perform random shuffling of the bit-scan operation generated samples. The advantages of this shuffling algorithm are its simplicity, uniformness, inplace data handling and linear time complexity. In the original shuffling algorithm, all the indexes of the input array are processed one after another. However in our case we can restrict the shuffling operation to only those samples that were generated using the sequential bit scanning operation. This operation is implemented in the following way.

```
Algorithm 9: Random swap of samples
Input: Sample vector stored in RAM[] with timing information
Output: Sample vector stored in RAM [ ] without timing information
begin
    while \(C_{2}>0\) do
        L1: random_inde \(\leftarrow \leftarrow\) random () ;
        if random_index \(\geq\left(m-C_{2}\right)\) then
            goto \(L 1\);
            end
            swap \(R A M\left[m-C_{2}\right] \leftrightarrow R A M[\) random_index] ;
            \(C_{2} \leftarrow C_{2}-1\)
    end
end
```

Assume that $m$ samples are generated and then stored in a RAM with addresses in the range 0 to $(m-1)$. We use two counters $C_{1}$ and $C_{2}$ to represent


Figure 4.7: Sampler with shuffling
the number of samples generated through successful lookup and bit-scanning operations respectively. The total number of samples generated is given by $\left(C_{1}+C_{2}\right)$. The samples generated using lookup operation are stored in the memory locations starting from 0 till $\left(C_{1}-1\right)$; whereas the bit-scan generated samples are stored in the memory locations starting from address $m-1$ downto $m-C_{2}$. After generation of the $m$ samples, the bit-scan operation generated samples are randomly swapped with the other samples using Alg. 9

A hardware architecture for the secure consecutive-sampling is shown in Fig. 4.7. In the architecture, $C_{1}$ is an up-counter and $C_{2}$ is an up-down-counter. When the enable signal is high, the Gaussian sampler generates samples in an iterative way. After generation of each sample, the signal Gdone goes high and the type of the sample is indicated by the signal lookup_success. In the case when the sample has been generated using a successful lookup operation, lookup_success becomes high. Depending on the value of the lookup_success, the control machine stores the sample in the memory address $C_{1}$ or $\left(m-C_{2}\right)$ and also

Table 4.3: Performance of the discrete Gaussian sampler on xc5vlx30

| Sampler Architecture | ROM <br> width/depth | LU <br> depth | Area <br> LUTs/FFs/Slices/BRAM | Delay <br> $n s$ | Cycles |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Basic Sampler | $24 / 128$ | - | $101 / 81 / 38 /-$ | 2.9 | 17 |
| Basic Sampler | $12 / 256$ | - | $105 / 60 / 32 /-$ | 2.5 | 17 |
| Basic Sampler | $6 / 512$ | - | $102 / 48 / 30 /-$ | 2.6 | 17 |
| Fast Sampler | $6 / 512$ | 8 | $118 / 48 / 35 /-$ | 3 | $\approx 2.5$ |
| Bernoulli[105] | $-/-$ | - | $132 / 40 / 37 /-$ | 7.3 | 144 |
| Polynomial Sampler-1 | $6 / 512$ | 8 | $135 / 56 / 44 / 1$ | 3.1 | 392 |
| Polynomial Sampler-2 | $6 / 512$ | 8 | $176 / 66 / 52 / 1$ | 3.3 | 420 |

increments the corresponding counter. Completion of the $m$ sampling operations is indicated by the output from Comparator2.

In the random-shuffling phase, a random address is generated and then compared with $\left(m-C_{2}\right)$. If the random-address is smaller than $\left(m-C_{2}\right)$ then it is used for the swap operation; otherwise another random-address is generated. Now the memory content of address $\left(m-C_{2}\right)$ is swapped with the memory content of random-address using the ram_buffer register. After this swap operation, the counter $C_{2}$ decrements by one. The last swap operation happens when $C_{2}$ is zero.

### 4.6 Experimental results

We have evaluated the Knuth-Yao discrete Gaussian sampler architecture for $\sigma=3.33$ using the Xilinx Virtex V FPGA xcvlx30 with speed grade -3 . The results shown in Table 4.3 are obtained from the Xilinx ISE12.2 tool after place and route analysis. In the table we show area and timing results of our architecture for various configurations and modes of operations and compare the results with other existing architectures. The results do not include the area of the random bit generator. Area requirements for the basic bit-scan operation based Knuth-Yao sampler for different ROM-widths and depths are shown in the first three rows of the table. The optimal area is achieved when the ROM-width is set to 6 bits. As the width of the ROM does not affect the cycle requirement of the sampler architecture, all different configurations have same clock cycle requirement. The average case cycle requirement of the sampler is determined by the number of bits scanned on average per sampling operation. A C program simulation shows that the number of memory-bits scanned on average is 13.5 . Before starting the bit-scanning operation, the sampler performs two column jump operations for the first two all-zero columns of the probability matrix (for $\sigma=3.33$ ). This initial operation requires two cycles. After this, the bit scan operation requires 14 cycles to scan 14 memory-bits and the final transition to
the completion state of the FSM requires one cycle. Thus, on average 17 cycles are spent per sampling operation. The compact Bernoulli sampler proposed in [105] consumes 37 slices and spends on average 144 cycles to generate a sample point.

The fast sampler architecture in the fourth column of Table 4.3 uses a lookup table that maps eight random bits. The sampler consumes additional five slices compared to the basic bit-scan based architecture. The probability that a table lookup operation returns a sample is 0.973 . Due to this high success rate of the lookup operation, the average case cycle requirement of the fast sampler is slightly larger than 2 cycles with the consideration that one cycle is consumed for the transition of the state-machine to the completion state. In this cycle count, we assume that the initial eight random bits are available in parallel during the table lookup operation. If the random number generator is able to generate only one random bit per cycle, then additional eight cycles are required per sampling operation. However generating many (pseudo)random bits is not a problem using light-weight pseudo random number generators such as the trivium steam cipher which is used in [105]. The results in Table 4.3 show that by spending additional five slices, we can reduce the average case cycle requirement per sampling operation to almost two cycles from 17 cycles. As the sampler architecture is extremely small even with the lookup table, the acceleration provided by the fast sampling architecture will be useful in designing fast cryptosystems.

The Polynomial Sampler-1 of Table 4.3 generates a polynomial of $m=256$ coefficients sampled from the discrete Gaussian distribution by using the fast sampler iteratively. The samples are stored in the RAM from address 0 to $m-1$. During the consecutive sampling operations, the state-machine jumps to the next sampling operation immediately after completing a sampling operation. In this consecutive mode of sampling operations, the 'transition to the end state' cycle is not spent for the individual sampling operations. As the probability of a successful lookup operation is 0.973 , in the average case 249 out of the 256 samples are generated using successful lookup operations; whereas the seven samples are obtained through the sequential bit-scanning operation. In this consecutive mode of sampling, each lookup operation generated sample consumes one cycle. Hence in the average case 249 cycles are spent for generating the majority of the samples. The seven sampling operations that perform bit scanning starting from the ninth column of the probability matrix require on average a total of 143 cycles. Thus in total 392 cycles are spent on average to generate a Gaussian distributed polynomial.

The Polynomial Sampler-2 architecture includes the random shuffling operation on a Gaussian distributed polynomial of $m=256$ coefficients. The architecture is thus secure against simple time and power analysis attacks. However this
security comes at the cost of an additional eight slices due to the requirement of additional counter and comparator circuits. The architecture first generates a polynomial in 392 cycles and then performs seven swap operations in 28 cycles in the average case. Thus in total the proposed side channel attack resistant sampler spends 420 cycles to generate a secure Gaussian distributed polynomial of 256 coefficients.

### 4.7 Summary

In this chapter we presented an optimized instance of the Knuth-Yao sampling architecture that consumes very small area. We showed that by properly tuning the width of the ROM and the scan register, and by a decentralizing the control logic, we can reduce the area of the sampler to only 30 slices without affecting the cycle count. Moreover, we proposed a fast sampling method using a very small-area precomputed table that reduces the cycle requirement by seven times in the average case. We showed that the basic sampler architecture can be attacked by exploiting its timing and power consumption related leakages. In the end we proposed a cost-effective counter measure that performs random shuffling of the samples.

Followup works. In joint works (coauthorship) with de Clercq et al. [31] and Liu et al. [81], we adapted our approach and implemented the software versions of the Knuth-Yao algorithm on 32-bit ARM and 8-Bit AVR processors respectively. We found that the Knuth-Yao algorithm performs equally well on the software platforms.

Bruinderink et al. [53] showed that the timing leakage from a non constant-time Gaussian sampler could be exploited to break signature schemes. The work mentions that the shuffling method (Sect. 4.5.1) increases the complexity of their attack.

Pessel [99] analyzed our shuffling based countermeasure in detail and proposed a profiled side channel attack that can recover the key by observing only 7,000 signatures. He proposed to use Gaussian convolution in conjunction with shuffling to increase side channel resistance.

In a joint work with Karmakar et al. [65] (coauthorship, under review), we have proposed a constant-time implementation of the Knuth-Yao sampling algorithm. Since the Knuth-Yao random walk is dictated by a set of input random bits, we could express the sample as a function of the input random bits. Hence we represent each bit of the output sample as a Boolean expression of the random input bits. During a sampling operation these Boolean expressions are evaluated
in constant-time and hence the computation time does not vary. To increase throughput, we use bit-slicing to generate multiple samples in batches.

## Chapter 5

## Ring-LWE public key encryption processor
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### 5.1 Introduction

In this chapter we analyze the LPR ring-LWE public key encryption scheme of Sect. 2.4.1 and design a compact hardware architecture of the encryption processor. From Fig. 2.5 of Sect. 2.4.1, we see that the LPR encryption scheme is composed of a discrete Gaussian sampler, a polynomial arithmetic (addition/multiplication) unit, a message encoder and a message decoder. In the last chapter we described how to design the discrete Gaussian sampler efficiently. In this chapter we first design a novel polynomial arithmetic unit and integrate it with the discrete Gaussian sampler to realize the ring-LWE public key encryption processor.

The polynomial arithmetic is computed in a ring $R_{q}=\mathbb{Z}_{q}[\mathbf{x}] /\langle f(x)\rangle$, where
one typically chooses $f(x)=x^{n}+1$ with $n$ a power of two, and $q$ a prime with $q \equiv 1 \bmod 2 n$. An implementation thus requires the basic operations in such a ring $R_{q}$, with multiplication taking up the bulk of the resources both in area and time. An efficient polynomial multiplier architecture therefore is a pre-requisite for the deployment of ring-LWE based cryptography in real world systems. In this chapter we investigate techniques to optimize the polynomial multiplication operation in $R_{q}$.

When we started this research, only a few hardware implementations [10, $52,104,106]$ of polynomial multipliers over $R_{q}$ were known. All of these implementations have used the Number Theoretic Transform (NTT) to perform polynomial multiplication in $R_{q}$ efficiently. It is well known that the Fast Fourier Transform (FFT) is asymptotically the fastest algorithm for computing polynomial multiplication [28]. NTT corresponds to a FTT where the roots of unity are taken from a finite ring instead of the complex numbers. Hence in an NTT all computations are performed on integers. The first published hardware implementation of ring-LWE encryption scheme [52] by Göttert et al. uses a fully parallel NTT structure for the polynomial multiplier resulting in a huge area consumption. For instance, even for medium security, their implementation does not fit on the largest FPGA of the Virtex 6 family. The later works $[104,106,10]$ follow a sequential design methodology and use the FPGA resources in an efficient way.

In this chapter we analyze the NTT algorithm and propose several optimizations to reduce pre-computation overhead, memory requirement, and the number of memory access. We apply these optimization techniques to design a compact polynomial arithmetic core. We also perform several architectural optimizations to improve the operating frequency. Finally we connect the polynomial arithmetic core with the discrete Gaussian sampler and a memory bank to design a compact and efficient ring-LWE public key encryption processor.

The remainder of the chapter is organized as follows: In Sect. 5.2 we briefly describe the NTT algorithm and its application in computing polynomial multiplication. Sect. 5.3 contains our optimization techniques of the NTT and Sect. 5.4 presents the actual architecture of our optimized NTT algorithm. A pipelined architecture is given in Sect. 5.5. In Sect. 5.6, we propose an optimization of an existing ring-LWE encryption scheme and propose an efficient architecture for the complete ring-LWE encryption system. Sect. 5.7 reports on the experimental results of this implementation.

## Target parameter sets

We have chosen to instantiate the cryptoprocessor for the parameter sets ( $n, q, s$ ) (recall $s=\sqrt{2 \pi} \sigma$ ), namely $P_{1}=(256,7681,11.32)$ and $P_{2}=(512,12289,12.18)$. Note that the choice of primes is not optimal for fast modular reduction. To estimate the security level offered by these two parameter sets we follow the security analysis in [80] and [76] which improves upon [78, 136]. Apart from the dimension $n$, the hardness of the ring-LWE problem mainly depends on the ratio $q / \sigma$, where clearly the problem becomes easier for larger ratios. Although neither parameter set was analyzed in [80], parameter set $P_{1}$ is similar to the set $(256,4093,8.35)$ from [80] which requires $2^{105}$ seconds to break, or still over $2^{128}$ elementary operations. For paramater set $P_{2}$ we expect it to offer a high security level consistent with AES-256 (following [52]).

We limit the Gaussian sampler in our implementation to $12 \sigma$ to obtain a negligible statistical distance $\left(<2^{-90}\right)$ from the true discrete Gaussian distribution. Although one can normally sample the secret $r_{2} \in R_{q}$ also from the distribution $\mathcal{X}_{\sigma}$, we restrict $r_{2}$ to have binary coefficients.

### 5.2 Polynomial multiplication

Recall from Chap. 2.5.2 that NTT leads to a fast multiplication algorithm in the ring $S_{q}=\mathbb{Z}_{q}[x] /\left(x^{n}-1\right)$ : indeed, given two polynomials $a, b \in S_{q}$ we can easily compute their (reduced) product $c=a \cdot b \in S_{q}$ by computing

$$
\begin{equation*}
c=N T T_{\omega_{n}}^{-1}\left(N T T_{\omega_{n}}(a) * N T T_{\omega_{n}}(b)\right), \tag{5.1}
\end{equation*}
$$

where $*$ denotes point-wise multiplication.
The NTT computation is usually described as recursive, but in practice we use an in-place iterative version taken from [28] that is given in Alg. 10. For the inverse NTT, an additional scaling of the resulting coefficients by $n^{-1}$ is performed. The factors $\omega$ used in line 8 are called the twiddle factors.

## Multiplication in $R_{q}$ :

Recall that we will use $R_{q}=\mathbb{Z}_{q}[\mathbf{x}] /\langle f\rangle$ with $f=x^{n}+1$ and $n=2^{k}$. Since $f(x) \mid x^{2 n}-1$ we could use the $2 n$-point NTT to compute the multiplication in $R_{q}$ at the expense of three $2 n$-point NTT computations and a reduction by trivially embedding the ring $R_{q}$ into $S_{q}$, i.e. expanding the coefficient vector of

```
Algorithm 10: Iterative NTT
Input: Polynomial \(a(x) \in \mathbb{Z}_{q}[\mathbf{x}]\) of degree \(n-1\) and \(n\)-th primitive root \(\omega_{n} \in \mathbb{Z}_{q}\) of unity
Output: Polynomial \(A(x) \in \mathbb{Z}_{q}[\mathbf{x}]=\operatorname{NTT}(a)\)
begin
    \(A \leftarrow\) BitReverse \((a)\);
    for \(m=2\) to \(n\) by \(m=2 m\) do
        \(\omega_{m} \leftarrow \omega_{n}^{n / m} ;\)
        \(\omega \leftarrow 1\);
        for \(j=0\) to \(m / 2-1\) do
            for \(k=0\) to \(n-1\) by \(m\) do
                \(t \leftarrow \omega \cdot A[k+j+m / 2] ;\)
                \(u \leftarrow A[k+j]\);
                \(A[k+j] \leftarrow u+t ;\)
                \(A[k+j+m / 2] \leftarrow u-t ;\)
            end
                \(\omega \leftarrow \omega \cdot \omega_{m}\)
            end
    end
end
```

a polynomial $a \in R_{q}$ by adding $n$ extra zero coefficients. However, we can do much better by exploiting the special relation between the roots of $x^{n}+1$ and $x^{2 n}-1$ using a technique known as the negative wrapped convolution.

Indeed, using the same evaluation-interpolation strategy used above for the ordinary NTT, we conclude that we can efficiently multiply two polynomials $a, b \in R_{q}$ if we can quickly evaluate them in the roots of $f$. These roots are simply $\omega_{2 n}^{2 j+1}$ for $j=0, \ldots, n-1$ (since the even exponents give the roots of $x^{n}-1$ ) and as such can be written as $\omega_{2 n} \cdot \omega_{n}^{j}$. These evaluations can thus be computed efficiently using a classical $n$-point NTT (instead of a $2 n$-point NTT) on the scaled polynomials $a^{\prime}(x)=a\left(\omega_{2 n} \cdot x\right)$ and $b^{\prime}(x)=a\left(\omega_{2 n} \cdot x\right)$. The point-wise multiplication gives the evaluations of $c(x)=a(x) b(x) \bmod f(x)$ in the roots of $f$, and the classical inverse $n$-point NTT thus results in the coefficients of the scaled polynomial $c^{\prime}(x)=c\left(\omega_{2 n} \cdot x\right)$. To recover the coefficients $c_{i}$ of $c(x)$, we therefore simply have to compute $c_{i}=c_{i}^{\prime} \cdot \omega_{2 n}^{-i}$. Note that the scaling operation by $n^{-1}$ can be combined with the multiplications of $c_{i}^{\prime}$ by $\omega_{2 n}^{-i}$.

### 5.3 Optimization of the NTT computation

In this section we optimize the NTT and compare with the recent hardware implementations of polynomial multipliers [10, 104, 106]. First, the fixed cost involved in computing the powers of $\omega_{n}$ is reduced, then the pre-computation overhead in the forward negative-wrapped convolution is optimized, and finally an efficient memory access scheme is proposed that reduces the number of
memory accesses during the NTT and also minimizes the number of block RAMs in the hardware architecture.

### 5.3.1 Optimizing the fixed computation cost

In line 13 of Alg. 10 the computation of the twiddle factor $\omega \leftarrow \omega \cdot \omega_{m}$ is performed in the $j$-loop. This computation can be considered as a fixed cost. However in $[10,104]$ the $j$-loop and the $k$-loop are interchanged, such that $\omega$ is updated in the innermost loop which is much more frequent than in Alg. 10. To avoid the computation of the twiddle factors, in [104] all the twiddle factors are kept in a pre-computed look-up table (ROM) and are accessed whenever required. As the twiddle factors are not computed on-the-fly, the order of the two innermost loops does not result in an additional cost. However in [10] a more compact polynomial multiplier architecture is designed without using any look-up table and the twiddle factors are simply computed on-the-fly during the NTT computation. Hence in [10], the interchanged loops cause substantial additional computational overhead. In this chapter our target is to design a very compact polynomial multiplier. Hence we do not use any look-up table for the twiddle factors and follow Alg. 10 to avoid the extra computation of [10].

### 5.3.2 Optimizing the forward NTT computation cost

Here we revisit the forward negative-wrapped convolution technique used in [10, 104, 106]. Recall that the negative-wrapped convolution corresponds to a classical $n$-point NTT on the scaled polynomials $a^{\prime}(x)=a\left(\omega_{2 n} \cdot x\right)$ and $b^{\prime}(x)=\left(\omega_{2 n} \cdot x\right)$. Instead of first pre-computing these scaled polynomials and then performing a classical NTT, it suffices to note that we can integrate the scaling and the NTT computation. Indeed, it suffices to change the initialization of the twiddle factors in line 5 of Alg. 10: instead of initializing $\omega$ to 1 , we can simply set $\omega=\omega_{2 m}$. The rest of the algorithm remains exactly the same, and no pre-computation is necessary. Note that this optimization only applies to the NTT itself and not to the inverse NTT.

### 5.3.3 Optimizing the memory access scheme

The NTT computation requires memory to store the input and intermediate coefficients. When the number of coefficients is large, RAM is most suitable for hardware implementation [10, 104, 106]. In the innermost loop (lines 8-to-11) of Alg. 10, two coefficients $A[k+j]$ and $A[k+j+m / 2]$ are first read from
memory and then arithmetic operations (one multiplication, one addition and one subtraction) are performed. The new $A[k+j]$ and $A[k+j+m / 2]$ are then written back to memory. During one iteration of the innermost loop, the arithmetic circuits are thus used only once, while the memory is read and written twice. This leads to idle cycles in the arithmetic circuits. The polynomial multiplier in [104] uses two parallel memory blocks to provide a continuous flow of coefficients to the arithmetic circuits. However this approach could result in under-utilization of the RAM blocks if the coefficient size is much smaller than the word size (for example in the ring-LWE cryptosystem [85]). In the literature there are many papers on efficient memory management schemes using segmentation and efficient address generation (see [86]) for the classical FFT algorithm. Another well known approach is the constant geometry FFT (or NTT) which always maintains a constant index difference between the processed coefficients [101]. However the constant geometry algorithm is not in-place and hence not suitable for resource constrained platforms. In [10] memory usage is improved by keeping two coefficients $A[k]$ and $B[k]$ of the two input polynomials $A$ and $B$ in the same memory location. We propose a memory access scheme which is designed to minimize the number of block RAM slices and to achieve maximum utilization of computational circuits present in the NTT architecture.

Since the two coefficients $A[k+j]$ and $A[k+j+m / 2]$ are processed together in Alg. 10, we keep the two coefficients as a pair in one memory location.

Let us analyze two consecutive iterations of the $m$-loop (line 3 in Alg. 10) for $m=m_{1}$ and $m=m_{2}$ where $m_{2}=2 m_{1}$. In the $m_{1}$-loop, for some $j_{1}$ and $k_{1}$ (maintaining the loop bounds in Alg. 10) the coefficients $\left(A\left[k_{1}+j_{1}\right], A\left[k_{1}+\right.\right.$ $\left.j_{1}+m_{1} / 2\right]$ ) are processed as a pair. Then $k$ increments to $k_{1}+m_{1}$ and the processed coefficient pair is $\left(A\left[k_{1}+m_{1}+j_{1}\right], A\left[k_{1}+m_{1}+j_{1}+m_{1} / 2\right]\right)$. Now from Alg. 10 we see that the coefficient $A\left[k_{1}+j_{1}\right]$ will again be processed in the $m_{2}$-loop with coefficient $A\left[k_{1}+j_{1}+m_{2} / 2\right]$. Since $m_{2}=2 m_{1}$, the coefficient $A\left[k_{1}+j_{1}+m_{2} / 2\right]$ is the coefficient $A\left[k_{1}+j_{1}+m_{1}\right]$ which is updated in the $m_{1}$-loop for $k=k_{1}+m_{1}$. Hence during the $m_{1}$-loop if we swap the updated coefficients for $k=k_{1}$ and $k=k_{1}+m_{1}$ and store ( $A\left[k_{1}+j_{1}\right], A\left[k_{1}+j_{1}+m_{1}\right]$ ) and $\left(A\left[k_{1}+j_{1}+m_{1} / 2\right], A\left[k_{1}+j_{1}+3 m_{1} / 2\right]\right)$ as the coefficient pairs in memory, then the coefficients in a pair have a difference of $m_{2} / 2$ in their index and thus are ready for the $m_{2}$-loop. The operations during the two consecutive iterations $k=k_{1}$ and $k=k_{1}+m_{1}$ during $m=m_{1}$ are shown in Alg. 11 in lines 8-15. During the operations $u_{1}, t_{1}, u_{2}$ and $t_{2}$ are used as temporary storage registers.

A complete description of the efficient memory access scheme is given in Alg. 11. In this algorithm for all values of $m<n$, two coefficient pairs are processed in the innermost loop and a swap of the updated coefficients is performed before writing back to memory. For $m=n$, no swap operation is required as this is the final iteration of the $m$-loop. The coefficient pairs generated by Alg. 11 can

```
Algorithm 11: Iterative NTT : Memory Efficient Version
Input: Polynomial \(a(x) \in \mathbb{Z}_{q}[\mathbf{x}]\) of degree \(n-1\) and \(n\)-th primitive root \(\omega_{n} \in \mathbb{Z}_{q}\) of unity
Output: Polynomial \(A(x) \in \mathbb{Z}_{q}[\mathbf{x}]=\operatorname{NTT}(a)\)
begin
    \(A \leftarrow \operatorname{BitReverse}(a) ; /^{*}\) Coefficients are stored in the memory as proper pairs */
    for \(m=2\) to \(n / 2\) by \(m=2 m\) do
        \(\omega_{m} \leftarrow m\)-th primitiveroot(1);
        \(\omega \leftarrow\) squareroot \(\left(\omega_{m}\right)\) or \(1 / *\) Depending on forward or backward NTT */;
        for \(j=0\) to \(m / 2-1\) do
            for \(k=0\) to \(n / 2-1\) by \(m\) do
                \(\left(t_{1}, u_{1}\right) \leftarrow(A[k+j+m / 2], A[k+j]) / *\) From MEMORY \([\mathrm{k}+\mathrm{j}] * / ;\)
                \(\left(t_{2}, u_{2}\right) \leftarrow(A[k+m+j+m / 2], A[k+m+j]) / * \operatorname{MEMORY}[\mathrm{k}+\mathrm{j}+\mathrm{m} / 2] * / ;\)
                \(t_{1} \leftarrow \omega \cdot t_{1}\);
                \(t_{2} \leftarrow \omega \cdot t_{2} ;\)
                \((A[k+j+m / 2], A[k+j]) \leftarrow\left(u_{1}-t_{1}, u_{1}+t_{1}\right) ;\)
                \((A[k+m+j+m / 2], A[k+m+j]) \leftarrow\left(u_{2}-t_{2}, u_{2}+t_{2}\right) ;\)
                MEMORY \([k+j] \leftarrow(A[k+j+m], A[k+j])\);
                \(\operatorname{MEMORY[k+j+m/2]\leftarrow (A[k+j+3m/2],A[k+j+m/2]);~}\)
            end
                \(\omega \leftarrow \omega \cdot \omega_{n} ;\)
            end
    end
    \(m \leftarrow n\);
    \(k \leftarrow 0\);
    \(\omega \leftarrow\) squareroot \(\left(\omega_{m}\right)\) or \(1 / *\) Depending on forward or backward NTT */;
    for \(j=0\) to \(m / 2-1\) do
        \(\left(t_{1}, u_{1}\right) \leftarrow(A[j+m / 2], A[j]) / *\) From MEMORY[j] */;
        \(t_{1} \leftarrow \omega \cdot t_{1}\);
        \((A[j+m / 2], A[j]) \leftarrow\left(u_{1}-t_{1}, u_{1}+t_{1}\right) ;\)
        \(M E M O R Y[j] \leftarrow(A[j+m / 2], A[j])\);
        \(\omega \leftarrow \omega \cdot \omega_{m} ;\)
    end
end
```

be re-arranged easily for another (say inverse) NTT operation by performing address-wise bit-reverse-swap operation. Appendix A describes the memory access scheme using an example.

### 5.4 The NTT processor organization

In this section we present an architecture for performing the forward and backward NTT using the proposed optimization techniques. Our NTT processor (Fig. 5.1) consists of three main components: the arithmetic unit, the memory block and the control-address unit.

## The memory block

is implemented as a simple dual port RAM. To accommodate two coefficients, the word size is $2\lceil\log q\rceil$ where $q$ is the prime modulus. For the chosen parameter sets, coefficients are 13-bit or 14-bit wide. In FPGAs, a RAM can be implemented as a distributed or as a block RAM. When the amount of data is large, block RAM is the ideal choice.

## The arithmetic unit (NTT-ALU)

is designed to support Alg. 11 along with other operations such as polynomial addition, point-wise multiplication and rearrangement of the coefficients. This NTT-ALU is interfaced with the memory block and the control-address unit. The central part of the NTT-ALU consists of a modular multiplier and addition/subtraction circuits.


Figure 5.1: Hardware Architecture for NTT

Now we describe how the different components of the NTT-ALU are used during the butterfly steps (excluding the last loop for $m=n$ ).

1. First, the memory location $(k+j)$ is fetched and then the fetched data $\left(t_{1}, u_{1}\right)$ is stored in the input register pair $\left(H_{1}, L_{1}\right)$.
2. The same also happens for the memory location $(k+j+m / 2)$ in the next cycle.
3. The multiplier computes $\omega \cdot H_{1}$ and the result is added to or subtracted from $L_{1}$ using the adder and subtracter circuits to compute $\left(u_{1}+\omega t_{1}\right)$ and $\left(u_{1}-\omega t_{1}\right)$ respectively.
4. In the next cycle the register pair $\left(R_{1}, R_{4}\right)$ is updated with $\left(u_{1}-\omega t_{1}, u_{1}+\right.$ $\left.\omega t_{1}\right)$.
5. Another clock transition shifts the contents of $\left(R_{1}, R_{4}\right)$ to $\left(R_{2}, R_{5}\right)$. In this cycle the pair $\left(R_{1}, R_{4}\right)$ is updated with $\left(u_{2}-\omega t_{2}, u_{2}+\omega t_{2}\right)$ as the computation involving ( $u_{2}, t_{2}$ ) from the location $(k+j+m / 2)$ lags by one cycle.
6. Now the memory location $(k+j)$ is updated with the register pair $\left(R_{4}, R_{5}\right)$ containing $\left(u_{2}+\omega t_{2}, u_{1}+\omega t_{1}\right)$.
7. Finally, in the next cycle the memory location $(k+j+m / 2)$ is updated with ( $u_{2}-\omega t_{2}, u_{1}-\omega t_{1}$ ) using the register pair $\left(R_{2}, R_{3}\right)$.

The execution of the last $m$-loop is similar to the intermediate loops, without any data swap between the output registers. The register pair $\left(R_{2}, R_{5}\right)$ is used for updating the memory locations. In Fig. 5.1, the additional registers ( $H_{2}, H_{3}$ and $L_{2}$ ) and multiplexers are used for supporting operations such as addition, point-wise multiplication and rearrangement of polynomials. The Small-ROM block contains the fixed values $\omega_{m}, \omega_{2 n}$, their inverses and $n^{-1}$. This ROM has depth of order $\log (n)$.

## The control-and-address Unit

consists of three counters for $m, j$ and $k$ in Alg. 11 and comparators to check the terminal conditions during the execution of any loop. The read address is computed from $m, j$ and $k$ and then delayed using registers to generate the write address. The control-and-address unit also generates the write enable signal for the RAM and the control signals for the NTT-ALU.

### 5.5 Pipelining the NTT processor

The maximum frequency of the NTT-ALU is determined by the critical path (red dashed line in Fig. 5.1): it passes through the modular multiplier and the adder (or subtracter) circuits . To increase the operating frequency of the processor, we implement efficient pipelines based on the following two observations.

Observation 1: During the execution of any $m$-loop in Alg. 11, the computations (multiplication, addition and subtraction) involving a coefficient pair have no data dependency on other coefficient pairs. Such a data-flow structure is suitable for pipeline processing as different computations can be pipelined without inserting bubbles in the datapath.

Assume that the modular multiplier has $d_{m}$ pipeline stages and that the output is latched in a buffer. In the $\left(d_{m}+1\right)$ th cycle after the initialization of $\omega \cdot t_{1}$, the buffer is updated with the result $\omega \cdot t_{1}$. Now we need to compute $u_{1}+\omega \cdot t_{1}$ and $u_{1}-\omega \cdot t_{1}$ using the adder and subtracter circuits. Hence we delay the data $u_{1}$ by $d_{m}$ cycles so that it appears as an input to the adder and subtracter circuits in the $\left(d_{m}+1\right)$ th cycle. This delay operation is performed with the help of a shift register $L_{1}, \ldots, L_{d_{m}+1}$ as shown in Fig. 5.2.

Observation 2: Every increment of $j$ in Alg. 11 requires a new $\omega$ (line 17). If the multiplier has $d_{m}$ pipeline stages, then the register- $\omega$ in Fig. 5.1 is updated with the new value of $\omega$ in the $\left(d_{m}+2\right)$ th cycle. Since this new $\omega$ is used by the next butterfly operations, the data dependency results in an interruption in the chain of butterfly operations for $d_{m}+1$ cycles. In any $m$-loop, the total number of such interruption cycles is $(m / 2-1) \cdot\left(d_{m}+1\right)$.

To reduce the number of interruption cycles, we use a small look-up table to store a few twiddle factors. Let the look-up table (red dashed rectangle in Fig. 5.2) have $l$ registers containing the twiddle factors $\left(\omega, \ldots \omega \omega_{m}^{l-1}\right)$. This look-up table is used to provide the twiddle factors during the butterfly operations for say $j=j^{\prime}$ to $j=j^{\prime}+l-1$. The next time $j$ increments, new twiddle factors are required for the butterfly operations. We multiply the look-up table with $\omega_{m}^{l}$ to compute the next $l$ twiddle factors $\left(\omega \omega_{m}^{l}, \ldots \omega \omega_{m}^{2 l-1}\right)$. The multiplications are independent of each other and hence can be processed in a pipeline. The butterfly operations are resumed after $\omega \omega_{m}^{l}$ is loaded in the look-up table. Thus using a small-look-up table of size $l$ we reduce the number of interruption cycles to $\left(\frac{m}{2 l}-1\right) \cdot\left(d_{m}+1\right)$. In our architecture we use $l=4$; a larger value of $l$ will reduce the number of interruption cycles, but will cost additional registers.

## Optimal pipeline strategy for speed:

During the execution of any $m$-loop in Alg. 11, the number of butterfly operations is $n / 2$. In the pipelined NTT-ALU, the cycle requirement for the $n / 2$ butterfly operations is slightly larger than $n / 2$ due to an initial overhead. The state machine jumps to the $\omega$ calculation state $\frac{m}{2 l}-1$ times resulting in $\left(\frac{m}{2 l}-1\right) \cdot\left(d_{m}+1\right)$ interruption cycles. Hence the total number of cycles spent in executing any $m$-loop can be approximated as shown below:

$$
\begin{equation*}
\text { Cycles }_{m} \approx \frac{n}{2}+\left(\frac{m}{2 l}-1\right) \cdot\left(d_{m}+1\right) . \tag{5.2}
\end{equation*}
$$

Assume that the delay of the critical path with no pipeline stages is $D_{\text {comb }}$. When the critical path is split into balanced-delay stages using pipelines, the resulting delay $\left(D_{s}\right)$ can be approximated by $\frac{D_{c o m b}}{\left(d_{m}+d_{a}\right)}$, where $d_{m}$ and $d_{a}$ are the number of pipeline stages in the modular multiplier and the modular adder (subtracter) respectively. Since the delay of the modular adder is small compared to the modular multiplier, we have $d_{a} \ll d_{m}$. Now the computation time for


Figure 5.2: Pipelined Hardware Architecture for NTT
the $m$-loop is approximated as

$$
\begin{equation*}
T_{m} \approx \frac{D_{c o m b}}{\left(d_{m}+d_{a}\right)}\left[\frac{n}{2}+\left(\frac{m}{2 l}-1\right) \cdot\left(d_{m}+1\right)\right] \approx D_{s} \frac{n}{2}+C_{m} \tag{5.3}
\end{equation*}
$$

Here $C_{m}$ is constant (assuming $d_{a} \ll d_{m}$ ) for a fixed value of $m$. From the above equation we find that the minimum computation time can be achieved when $D_{s}$ is minimum. Hence we pipeline the datapath to achieve minimum $D_{s}$. The DSP based coefficient multiplier is optimally pipelined using the Xilinx IPCore tool, while the modular reduction block is suitably pipelined by placing registers between the cascaded adder and subtracter circuits.

### 5.6 The ring-LWE encryption scheme

Pöppelmann et al. [106] optimized the computation cost of the LPR public key encryption scheme by keeping the fixed polynomials in the NTT domain. The message encryption and decryption operations require three and two NTT computations respectively. We reduce the number of NTT operations for decryption from two to one. The proposed ring-LWE encryption scheme is described below:

1. LPR.KeyGen $(a)$ : Choose a polynomial $r_{1} \in R_{q}$ from $\mathcal{X}_{\sigma}$, choose another polynomial $r_{2}$ with binary coefficients and then compute $p=r_{1}-a \cdot r_{2} \in R_{q}$. The NTT is performed on the three polynomials $a, p$ and $r_{2}$ to generate $\tilde{a}, \tilde{p}$ and $\tilde{r_{2}}$. The public key is ( $\left.\tilde{a}, \tilde{p}\right)$ and the private key is $\tilde{r_{2}}$.
2. LPR.Encrypt $(\tilde{a}, \tilde{p}, m)$ : The message $m$ is first encoded to $\bar{m} \in R_{q}$. Three polynomials $e_{1}, e_{2}, e_{3} \in R_{q}$ are sampled from $\mathcal{X}_{\sigma}$. The ciphertext is then computed as:

$$
\begin{aligned}
& \tilde{e_{1}} \leftarrow N T T\left(e_{1}\right) ; \quad \tilde{e_{2}} \leftarrow N T T\left(e_{2}\right) \\
& \left(\tilde{c_{1}}, \tilde{c_{2}}\right) \leftarrow\left(\tilde{a} * \tilde{e_{1}}+\tilde{e_{2}} ; \tilde{p} * \tilde{e_{1}}+N T T\left(e_{3}+\bar{m}\right)\right) .
\end{aligned}
$$

3. LPR.Deccrypt $\left(\tilde{c_{1}}, \tilde{c_{2}}, \tilde{r_{2}}\right):$ Compute $m^{\prime}$ as $m^{\prime}=\operatorname{INTT}\left(\tilde{c_{1}} * \tilde{r_{2}}+\tilde{c_{2}}\right) \in R_{q}$ and recover the original message $m$ from $m^{\prime}$ using a decoder.

The scheme requires both encryption and decryption to use a common primitive root of unity.


Figure 5.3: Ring-LWE Cryptoprocessor

### 5.6.1 Hardware architecture

Fig. 5.3 shows the hardware architecture for the ring-LWE encryption system. The basic building blocks used in the architecture are: the memory file, the arithmetic unit, the discrete Gaussian sampler and the control-address generation unit. The arithmetic unit is the NTT-ALU that we described in the previous section. Here we briefly describe the memory file and the discrete Gaussian sampler.

The Memory File is designed to support the maximum memory requirement that occurs during the encryption of the message. Six memory blocks $M_{0}$ to $M_{5}$ are available in the memory file and are used to store $\bar{a}, \bar{p}, e_{1}, e_{2}, e_{3}$ and $\bar{m}$ respectively. The memory blocks have width $2\lceil\log q\rceil$ bits and depth $n / 2$. All six memory blocks share a common read and a write address and have a common data-input line, while their data-outputs are selected through a multiplexer. Any of the memory blocks in the memory file can be chosen for read and write operation. Due to the common addressing of the memory blocks, the memory file supports one read and one write operation in every cycle.

The Discrete Gaussian Sampler is based on the Knuth-Yao sampler architecture that we designed in the last chapter. The sampler does not include the shuffling countermeasure as in this work we intend to design the core of the public key encryption processor and measure its performance without the overhead of countermeasures. The sampler architecture has a sufficiently large precision and tail-bound to satisfy a maximum statistical distance of $2^{-90}$ to a true discrete Gaussian distribution for both $s=11.32$ and $s=12.18$. Two look-up tables are used to speedup the sampling operation. The first lookup table maps eight random bits and the second lookup table maps five random bits. When the second lookup operation fails (probability $<0.0016$ ) then bit-scan based Knuth-Yao random walk is started with the initial distance obtained from the second lookup operation.

The Cycle Count for the encryption and decryption operations can be minimized in the following way. During the encryption operation, first the three error polynomials $e_{1}, e_{2}$ and $e_{3}$ are generated by invoking the discrete Gaussian sampler $3 n$ times. Next the encoded message $\bar{m}$ is added to $e_{3}$ and then three consecutive forward NTT operations are performed on $e_{1}, e_{2}$ and $\left(e_{3}+\bar{m}\right)$. Finally the ciphertext $\tilde{c_{1}}, \tilde{c_{2}}$ is obtained using two coefficient-wise multiplications followed by two polynomial additions and two rearrangement operations. The decryption operation requires one coefficient-wise multiplication, one polynomial addition and finally one inverse NTT operation.

During the encryption operation, $3 n$ samples are generated to construct the three error polynomials. Our fast Knuth-Yao sampler architecture requires 805 and 1644 cycles for the dimensions 256 and 512 respectively on average to generate the three error polynomials. The polynomial addition and point-wise multiplication operations require $n$ cycles each with a small overhead. The consecutive processing of $I$ forward NTTs share a fixed computation cost $f c_{f w d}$ and require in total $f c_{f w d}+I \times \frac{n}{2} \log (n)$ cycles. Similarly $I$ consecutive inverse NTTs are processed in $f c_{i n v}+I \times \frac{n}{2} \log (n)+I \times n$ cycles. One interesting point is that the fixed cost $f c_{i n v}$ is larger than $f c_{f w d}$ as it includes the computation of $\omega_{2 n}^{i} / N$ (Sect. 5.2) for $i=(0 \ldots n-1)$. This observation has been used to optimize the overall ring-LWE based encryption scheme in Sect. 5.6. The additional $I \times n$ cycles during the inverse NTTs are required to multiply the coefficients by the scaling factors. The rearrangement of polynomial coefficients after an NTT operation requires less than $n$ cycles. From the above cycle counts for each primitive operations, we see that the encryption and decryption operations require total $f c_{f w d}+\frac{3}{2} n \log (n)+10 n$ and $f c_{i n v}+\frac{n}{2} \log (n)+3 n$ cycles respectively along with additional overhead. Our ring-LWE architecture has the fixed computation costs $f c_{f w d}=667$ and $f c_{i n v}=1048$ cycles for $n=256$; and $f c_{f w d}=1139$ and $f c_{i n v}=1959$ cycles for $n=512$.

### 5.7 Experimental results

We have implemented the LPR ring-LWE cryptosystem on the Xilinx Virtex 6 FPGA for the parameter sets $(n, q, s):(256,7681,11.32)$ and $(512,12289,12.18)$. The area and performance results are obtained from the Xilinx ISE12.2 tool after place and route analysis and are shown in Table 5.1. In the table we also compare our results with other reported hardware implementations of the ring-LWE encryption scheme.

Our implementations are both fast and small due to the proposed computational optimizations and resource efficient design style. The cycle counts shown in the table do not include the cycles for data loading or reading operations. Our Knuth-Yao samplers have less than $2^{-90}$ statistical distances from the corresponding true discrete Gaussian distributions and consume around 164 LUTs and have delay less than $2.5 n s$ (with optimization goal for speed). Such a small delay makes the sampler suitable for integration in the pipelined ring-LWE processor under a single clock domain. We use nine parallel true random bit generators [51, 34] to generate the random bits for the sampler. The set of true random bit generators consumes 378 LUTs and 9 FFs.

The first hardware implementation of the LPR ring-LWE encryption scheme in [52] uses a heavily parallel architecture to minimize the number of clock cycles for the NTT computation. Due to the many parallel computational blocks, the architecture is very large ( 0.29 million LUTs and 0.14 million FFs for $n=256$ ) and does not even fit on the largest FPGA of the Virtex 6 family. Performance results such as cycle count and frequency are not reported in their paper. The architecture uses a Gaussian distributed array for sampling of the error coefficients up to a tail-bound of $\pm 2 s$.

The implementation in [106] is small and fast due to its resource-efficient design style. A high operating frequency is achieved using pipelines in the architecture. The architecture uses a ROM that keeps all the twiddle factors required during the NTT operation. This approach reduces the fixed computation cost $(f c)$ but consumes block RAM slices in FPGAs. Additionally, the parallel RAM blocks in the NTT processor result in a larger memory requirement compared to our design. The discrete Gaussian sampler is based on the inversion sampling method [33] and has a maximum statistical distance of $2^{-22}$ to a true discrete Gaussian distribution. Since the inversion sampling requires many random bits to output a sample value, an AES core is used as a pseudo-random number generator. The AES core itself consumes an additional 803 LUTs and 341 FFs compared to our true random number generator. Another reason behind the larger area consumption of [106] compared to our architecture is due to the fact that the architecture supports different parameter sets at synthesis time. Our

Table 5.1: Performance and Comparison

| Implementation <br> Algorithm | Parameters | Device | LUTs/FFs/ <br> DSPs/BRAM18 | Freq <br> $($ MHz $)$ | Cycles/Timee $(\mu s)$ <br> Encryption |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Our RLWE | $(256,7681,11.32)$ | V6LX75T | $1349 / 860 / 1 / 2$ | 313 | $6.3 \mathrm{k} / 20.1$ | $2.8 \mathrm{k} / 9.1$ |
| Our RLWE | $(512,12289,12.18)$ |  | $1536 / 953 / 1 / 3$ | 278 | $13.3 \mathrm{k} / 47.9$ | $5.8 \mathrm{k} / 21$ |
| RLWE [106] | $(256,7681,11.32)$ | V6LX75T | $4549 / 3624 / 1 / 12$ | 262 | $6.8 \mathrm{k} / 26.2$ | $4.4 \mathrm{k} / 16.8$ |
| RLWE | $(512,12289,12.18)$ | V6LX75T | $5595 / 4760 / 1 / 14$ | 251 | $13.7 \mathrm{k} / 54.8$ | $8.8 \mathrm{k} / 35.4$ |
| RLWE-Enc[105] | $(256,4096,8.35)$ | S6LX9 | $317 / 238 / 95 / 1$ | 144 | $136 \mathrm{k} / 946$ | - |
| RLWE-Dec |  |  | $112 / 87 / 32 / 1$ | 189 | - | $66 \mathrm{k} / 351$ |
| ECC[110] | Binary-233 | V5LX85T | $18097 /-/ 5644 / 0$ | 156 | $1.9 \mathrm{k} / 12.3$ | $1.9 \mathrm{k} / 12.3$ |
| NTRU[63] | NTRU-251 | XCV1600E | $27292 / 5160 / 14352 / 0$ | 62.3 | $-/ 1.54$ | $-/ 1.41$ |

ring-LWE processor is also designed to achieve scalability for various parameter sets. In our architecture the control block remains the same; while only the data-width and the modular reduction block changes for different parameter sets. Hence our architecture is also configurable by generating the HDL codes for various parameter sets using a C program.

Although our architecture does not use a dedicated ROM for storing the twiddle factors, it still achieves slightly smaller cycle count and faster computation time compared to [106]. The encryption scheme in [106] computes one forward and two inverse NTTs; while our encryption scheme computes only forward NTTs and hence does not require the $4 n$ cycles for the scaling operation. Additionally our negative convolution method is free from the precomputation that takes $n$ cycles in [106]. Hence we save $5 n$ cycles in total during the NTT operations in an encryption operation. Since the fixed computation cost $f c_{f w d}$ is smaller than $5 n$, we gain in cycle count for the encryption operation. The decryption operation in our case is trivially faster than [106] as only one NTT is performed. We also reduce the area and memory requirement significantly compared to [52, 106]. This reduction is achieved by our resource-efficient design decisions such as 1) absence of a dedicated ROM for the twiddle factors, 2) an efficient RAM access and storage scheme, 3) use of one modular multiplier, 4) use of a smaller and faster (low-delay) discrete Gaussian sampler, and finally 5) the resource sharing between different computations.

The lightweight implementation [105] proposes ring-LWE encryption and decryption architectures targeting small area at the cost of performance. The implementation uses a quadratic-complexity multiplier instead of a complicated NTT based polynomial multiplier. Additionally the special modulus also saves some amount of area as the modular reduction is free of cost. However if we consider a similar quadratic-complexity multiplication based architecture in the dimension $n=512$, then the cycle requirement will be nearly 40 times compared to our NTT-based ring-LWE processor. Our target was to use FPGA resources more efficiently without affecting the performance and to achieve similar speed as [106].

We also compare our results with other cryptosystems such as ECC and NTRU. The ECC processor [110] over the NIST recommended binary field $G F\left(2^{233}\right)$ requires $12.3 \mu s$ to compute one scalar multiplication and is faster than our ringLWE processor. However the ECC processor is designed to achieve high speed and hence consumes very large area compared to our ring-LWE processor. The NTRU scheme [63] is much faster than our ring-LWE processor due to its less complicated arithmetic. However the parameters chosen for the implementation in [63] have security around 64 bits [59]. Though secure parameter sets for the NTRU based encryption have been proposed in [57], no hardware implementation for the secure parameter sets is available in the literature.

### 5.8 Summary

In this chapter we analyzed the NTT based polynomial multiplication algorithm and proposed several optimizations to increase its computational efficiency and reduce storage requirement. We applied these optimization tricks to design a compact hardware architecture for polynomial arithmetic in the ring-LWE encryption scheme. We finally integrated the polynomial arithmetic unit with the compact Knuth-Yao discrete sampler from the last chapter and designed a compact and efficient ring-LWE public key encryption processor.

The design methodology and the optimizations make the cryptoprocessor architecture suitable for resource-constrained platforms. Although the chapter focuses on implementation of the ring-LWE based encryption system, we finally remark that the proposed optimization techniques for the NTT computation are applicable for other lattice based cryptosystems where similar polynomial multiplications are performed. In the next chapters, we will design processors for homomorphic encryption schemes. There we will show that the proposed optimizations could be very helpful in reducing the computation time.

Followup works. In joint works (coauthorship) with de Clercq et al. [31] and Liu et al. [81], we implemented the LPR ring-LWE public key encryption on 32-bit ARM and 8-Bit AVR processors respectively. The proposed optimizations in this chapter were adapted in [31] for the 32-bit processor architecture. For the parameter set $(n, q, s)=(256,7681,11.32)$ the software requires 121,166 cycles per encryption and 43,324 cycles per decryption. The encryption would be an order of magnitude faster than an implementation of the elliptic curve based ECIES encryption scheme (see Sect. 2.2) on a similar platform if the elliptic curve point multiplier of [32] is used. The software by Liu et al. shows that fast implementation of the ring-LWE encryption scheme is feasible on resource-constrained 8-bit AVR processors.

Side channel analysis of a new cryptographic constructions has always received interest from the research community. In joint works (coauthorship) with Reparaz et al. [116, 114, 115] we developed masking based countermeasures against differential power analysis attacks. Oder et al. [96] proposed practical ring-LWE based public key encryption that is protected against adaptive chosen-ciphertext attacks and equipped with countermeasures against side channel attacks. Park et al. [98] mounted an SPA attack combined with chosen ciphertext attack on the ring-LWE encryption. The attack exploits the computational variations during modular additions on 8-bit processors.

## Chapter 6

## Modular architecture for somewhat homomorphic function evaluation
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### 6.1 Introduction

Since the construction of the first fully homomorphic encryption (FHE) scheme by Gentry [46] in 2009, many researchers have developed more efficient schemes to improve the performance of FHE [21, 22, 30, 137, 43, 47, 49, 91]. Despite these major advances, the FHE schemes are too slow to be used in practical applications. Even somewhat homomorphic encryption (SHE) schemes, that can perform a limited number of operations on the encrypted data, are also very slow. Software implementations still require minutes or hours to evaluate even
rather simple functions. For instance, evaluating the decryption of a lightweight block cipher SIMON-64/128 (block/key size $64 / 128$ bits) [15], requires 4193 s (an hour and 10 minutes) on a 4 -core Intel

Hardware accelerators have been successfully used for accelerating performancecritical computations in cryptology (see, e.g, [71]). When we started this research, only a few publications [142, 37, 90, 143] reported results on hardwarebased acceleration of FHE and SHE. Moreover, the homomorphic schemes used in these implementations are not based on the ring-LWE problem. In this chapter we design a hardware accelerator to speedup the ring-LWE based somewhat homomorphic encryption scheme YASHE.

The chapter is structured as follows. Sect. 6.2 describes the system setup and the parameter set that we use. The next section contains a high level description of known optimization techniques to speed-up computations in modular polynomial rings and describes how we represent polynomials using the Chinese Remainder Theorem (CRT) in order to parallelize computations. We present our hardware architecture for YASHE in Sect. 6.4. Sect. 6.5 shows the performance results and the final section draws the summary.

### 6.2 System setup

As described in Sect. 2.4.2, the YASHE scheme computes in a polynomial ring of the form $R=\mathbb{Z}[x] /(f(x))$ where $f(x)$ is a monic irreducible polynomial of degree $n$. We choose the plaintext modulus $t=2$, i.e., we evaluate bit-level operations. We put no restriction on $f(x)$, which allows us to deal with any cyclotomic polynomial $\Phi_{d}(x)$ and thus to utilize single instruction multiple data (SIMD) operations [127, 128]. Indeed to exploit the SIMD feature, we choose an irreducible polynomial $f(x)$ such that $f(x) \bmod 2$ splits into many different irreducible factors, each factor corresponding to "one slot" in the SIMD representation. It is easy to see that this excludes $f(x)=x^{n}+1$ with $n$ a power of two, since it results in only one irreducible factor modulo 2 . Note that in Chap. 5 we took $f(x)=x^{n}+1$ to compute polynomial multiplications without performing reductions modulo $f(x)$. With our current choice, we achieve SIMD, but we pay in modular reductions by $f(x)$.

We use the parameter set Set-III from [77] that supports homomorphic evaluations of SIMON-64/128; in particular $d=65535$ (and thus the degree of $f(x)$ is $\left.32768=2^{15}\right), \log _{2}(q)=1228$ and $\chi_{\text {err }}$ a discrete Gaussian distribution with parameter $\sigma=8$. When we started this research, the parameter set was presumed to have a 128-bit security level for the YASHE scheme [77]. The irreducible polynomial $f(x)$ splits modulo 2 in 2048 different irreducible
polynomials, which implies that we can work on 2048 bits in parallel using the SIMD method first outlined in [127].

### 6.3 High-level optimizations

To efficiently implement YASHE we have to analyze the two main operations in detail, namely homomorphic addition and homomorphic multiplication. Homomorphic addition is easy to deal with since this simply corresponds to polynomial addition in $R_{q}$. Homomorphic multiplication is much more involved and is the main focus of this chapter. As can be seen from the definition of YASHE.Mult in Sect. 2.4.2, to multiply two ciphertexts $c_{1}$ and $c_{2}$ one first needs to compute $c_{1} \cdot c_{2}$ over the integers, then scale by $t / q$ and round, before mapping back into the ring $R_{q}$. The fact that one first has to compute the result over the integers (to allow for the scaling and rounding) has a major influence on how elements of $R_{q}$ are represented and on how the multiplication has to be computed.

Since each element in $R_{q}$ is a polynomial of degree $n-1$, the result of a polynomial multiplication (without reduction modulo $f(x)$ ) will have degree $2 n-2$. As such we choose the smallest $N=2^{k}>2 n-2$, and compute the product of the two polynomials in the ring $\mathbb{Z}_{q}[x] /\left(x^{N}-1\right)$ by applying the $N$-point NTT (see Alg. 10). The NTT requires the $N$-th roots of unity to exist in $\mathbb{Z}_{q}$, so we either choose $q$ a prime with $q \equiv 1 \bmod N$ or $q$ a product of small primes $q_{i}$ with each $q_{i} \equiv 1 \bmod N$. It is the latter choice that will be used throughout this work. The product of two elements $a, b \in R_{q}$ is then computed in two steps: firstly, the product modulo $x^{N}-1$ (note that there will be no reduction, since the degree of the product is small enough) is computed using two NTT's, $N$ pointwise multiplications modulo $q$ and then finally, one inverse NTT. To recover the result in $R_{q}$, we need a reduction modulo $f(x)$. For this purpose, we use the Newton iteration method that we described in Sect. 2.5.2.

Note that the multiplication of $c_{1}$ and $c_{2}$ in YASHE.Mult is performed over integers. To get the benefit of NTT based polynomial multiplication, we perform this multiplication in a ring $R_{Q}$ where $Q$ is a sufficiently large modulus of size $\sim 2 \log q$ such that the coefficients of the result polynomial are in $\mathbb{Z}$.

## CRT representation of polynomials:

The biggest challenge while designing a homomorphic processor is the complexity of computation. During a homomorphic operation, computations are performed on polynomials of degree $2^{15}$ or $2^{16}$ and coefficients of size $\sim 1,200$ or $\sim 2,500$ bits.
$\qquad$

If we use a bit-parallel coefficient multiplier, then a $2,500 \times 2,500$-bit multiplier will not only result in an enormous area. On the other side, a word-serial multiplier is too slow for homomorphic computations.

To tackle the problem of long integer arithmetic, we take inspiration from the application of the CRT in the RSA cryptosystems. We choose the moduli $q$ and $Q$ as products of many small prime moduli $q_{i}$, such that $q=\prod_{0}^{l-1} q_{i}$ and $Q=\prod_{0}^{L-1} q_{i}$, where $l<L$. We map any long integer operation modulo $q$ or $Q$ into small computations moduli $q_{i}$, and apply CRT whenever a reverse mapping is required. We use the term small residue to represent coefficients modulo $q_{i}$ and the term large residue to represent coefficients modulo $q$ or $Q$.

## YASHE.Mult in residue domain

Let us take two input ciphertext polynomials $c_{1}$ and $c_{2} \in R_{q}$. The homomorphic multiplication steps are described below.

1. $\operatorname{Lift}{ }_{q \rightarrow Q}$ : Lift $c_{1}$ and $c_{2}$ to $R_{Q}$ from $R_{q}$, i.e., compute the additional residue polynomials moduli $q_{j}$ for $j \in[l, L-1]$. Note that $c_{1}$ and $c_{2}$ are represented as residue polynomials moduli $q_{i}$ for $i \in[0, l-1]$ in $R_{q}$. So, first compute the coefficients modulo $q$ in $(-q / 2, q / 2)$ by applying the CRT, and then compute the additional residue polynomials.
2. PolyMultiply ${ }_{Q}$ : Compute the product polynomial $c=c_{1} \cdot c_{2} \in R_{Q}$ by computing multiplications of the residue polynomials moduli $q_{j}$ for $j \in$ [ $0, L-1]$.
3. Lift ${ }_{Q \rightarrow q}$ : Apply the CRT on the residue polynomials of $c$ and compute the coefficients modulo $Q$ in $(-Q / 2, Q / 2)$. Now compute the division-and-rounding operation to $c^{\prime}=\left\lfloor\frac{t \cdot c}{q}\right\rceil$. Next, reduce the coefficients of $c^{\prime}$ modulo $q$ in ( $-q / 2, q / 2$ ).
4. WordDecomp : Split the coefficients of $c^{\prime}$ into $w$-bit words to get the vector $\mathbf{c}^{\prime}$ of $\lceil\lg q / w\rceil$ polynomials.
5. YASHE.KeySwitch : Compute the residue polynomials for each member of $\mathbf{c}^{\prime}$ and then compute $c_{\text {mult }}=\left\langle\mathbf{c}^{\prime}, \mathbf{e v k}\right\rangle \in R_{q}$. This gives the result of the homomorphic multiplication as a set of residue polynomials in $R_{q}$.

The polynomial arithmetic on the residue polynomials can be performed in parallel. The size of the moduli $q_{i}$ is an important design decision and depends on the underlying platform. We implement the hardware accelerator on the

Xilinx ML605 board, which has a Virtex-6 FPGA. The FPGA provides $24 \times 17$ bit unsigned DSP multipliers to perform integer multiplications. We could implement a slightly larger integer multiplier by combining a DSP multiplier with LUT-based logic. In this work we choose 30 -bit prime $q_{i}$ that satisfy $q_{i} \equiv 1 \bmod N$. The reasons for selecting only 30 -bit of primes are: 1 ) there are sufficiently many primes of size 30 -bit to compose 1,228 -bit $q$ and 2,471 -bit $Q$, 2) the data-paths for performing computations modulo $q_{i}$ become symmetric, and 3) the basic computation blocks, such as adders and multipliers of size 30-bit can be implemented efficiently using the available DSP slices and a few LUTs.

### 6.4 Architecture

In this section we design a hardware architecture, which we call HE-coprocessor, to accelerate YASHE.Add and YASHE.Mult . The design decisions take account of the computational resources available on the Xilinx ML605 board which has a medium size Xilinx Virtex-6 FPGA XC6VLX240T. Since the ciphertexts are large, of size 4.8 MB , we use the DDR3 memory of the board to store the ciphertexts. During a computation, portions of the ciphertext(s) are read from the DDR memory and stored in the on-FPGA BRAMs. After the computation, the result is written back in the DDR memory. The speed of the communication between the DDR memory and the FPGA has a major impact on the performance. In this work we restrict the data-size to 256 bits per DDR memory access.

In the remaining part of this section, we describe our design decisions and optimization tricks.

### 6.4.1 Architecture for polynomial arithmetic

From Sect. 6.3 we see that YASHE.Mult involves arithmetic on polynomial with large degree and large coefficient size. Following the design methodology of the public key encryption processor of Chap. 5, we apply the NTT to compute the multiplications of the residue polynomials. However, a simple scale-up of the NTT computation core of Chap. 5 will not be enough as it will take more than 524 K cycles to compute an $N$-point NTT. Note that the NTT (Alg. 10 in Chap. 5) is amicable to parallelism. Hence on FPGAs, we use parallel butterfly cores to reduce the number of cycles.

## Optimization in the routing:

Let a residue polynomial of $N$ coefficients be stored in $b$ BRAMs and then processed using $v$ butterfly cores. For simplicity, let $v$ be a divisor of $b$ and a power of two. We can split the NTT computation into equal parts among the $v$ parallel cores. However there are two main technical issues related to the memory access that would affect the performance of the NTT computation. The first one is: all the parallel cores access the BRAMs simultaneously. Since a simple dual port BRAM has one port for reading and one port for writing, it can support only one read and write in a clock cycle. This puts the restriction that a memory block can be read (or written) by one butterfly core in a cycle, i.e., the generation of the BRAM-addresses by the parallel cores should be free from conflicts.

The second issue is related to the routing complexity. A residue polynomial is stored in many BRAMs, and hence, if a core needs to access a BRAM that is very far from it, then the routing of wires will very long. Note that in the basic NTT (Alg. 10) we see that the maximum difference between the indexes of the two coefficients is $N / 2$. For the chosen parameter set $N=2^{16}$; hence fetching data from memory locations at a relative distance of $2^{15}$ will result in a very long routing, and thus could drastically reduce the clock frequency.

To address these two technical issues, we have developed a memory access scheme by analyzing the generation of indexes during NTT computation. We segment the set of $b$ BRAMs into $b / v$ groups. The read ports of a group are accessed by only one butterfly core. This dedicated read prevents any sort of conflict during the memory read operations. Moreover, in the FPGA the group of BRAMs can be placed close to the corresponding butterfly core and thus the routing complexity can be reduced.

We describe the proposed memory access scheme during an execution of the NTT by parallel cores in Alg. 12. Following the memory-efficient NTT algorithm of Chap. 5, the module butterfly-core in Alg. 12 performs butterfly operations on two coefficent pairs. In the algorithm the $v$ parallel butterfly cores of a processor are indexed by $c$ where $c \in[0, v-1]$. During the $m$-th loop of a NTT, the twiddle factor in the $c$-th core is initialized to a constant value $\omega_{m, c}$. In the hardware, these constants are stored in a ROM. The counter $I_{\text {twiddle }}$ denotes the interval between two consecutive calculations of the twiddle factors. Whenever the number of butterfly operations ( $N_{\text {butterfly }}$ ) becomes a multiple of $I_{\text {twiddle }}$, a new twiddle factor is computed. The $c$-th butterfly core reads the $c$-th group of BRAMs $M E M O R Y_{c}$ using two addresses address ${ }_{1}$ and $a^{\prime}$ dress $_{2}$. The addresses are computed from the counters: base, increment, and offset, that represent the starting memory address, the increment value, and
the difference between address $_{1}$ and address $_{2}$ respectively. A butterfly core outputs the two addresses and the four coefficients $s_{1, c}, s_{2, c}, s_{3, c}, s_{4, c}$. These output signals from the parallel butterfly cores are collected by a set of parallel modules memory-write that are responsible for writing the groups of BRAMs. The input coefficients that will be read by the adjacent butterfly core in the next iteration of the $m$-th loop, are selected for the writing operation in $M E M O R Y_{c}$ by the $c$-th memory-write module. The top module Parallel-NTT instantiates $v$ butterfly cores and memory write blocks. These instances run in parallel and exchange signals.

## Internal architecture of the PAU:

In Fig. 6.1 we show the internal architecture of the cores that we use to perform arithmetic on the residue polynomials. The cores have been designed following the footprints of the polynomial arithmetic core of Chap. 5. The input register bank contains registers to store data from the BRAMs. In addition, the register bank also contains shift registers to delay the input coefficients in a pipeline during a NTT computation. The register bank has several ports to provide data to several other components present in the core. We use the common name $D_{\text {regbank }}$ to represent all data-outputs from the register bank. The small ROM block in Fig. 6.1 contains the twiddle factors and the value of $N^{-1}$ to support the computation of NTT and INTT.

The integer multiplier (shown as a circle in Fig. 6.1) is a $30 \times 30$-bit multiplier. We maintain a balance between area and speed by combining two DSP multipliers and additional LUT based small multipliers to form this multiplier. After an integer multiplication, the result is reduced using the Barrett reduction circuit shown in Fig. 6.1. We use the Barrett reduction technique due to two reasons. The first reason is that the primes used in this implementation are not of pseudo-Mersenne type which support fast modular reduction technique [54]. The second reason is that the cores are shared by all the prime moduli, and hence, a generic reduction circuit is more preferable than several dedicated reduction circuits. The Barrett reduction circuit is bit parallel to process the outputs from the bit-parallel multiplier in a flow. The reduction consists of three $31 \times 31$-bit multipliers and additional adders and subtractors. The multipliers are implemented by combining two DSP multipliers with additional LUTs. Thus in total, the Barrett reduction block consumes six DSP multipliers. Beside performing the modular reduction operations, the multipliers present in the Barrett reduction circuit can be reused to perform $30 \times 59$-bit multiplications during the CRT computations.

The adder/subtracter circuits after the Barrett reduction block in Fig. 6.1 are

```
Algorithm 12: Routing Efficient Parallel NTT using \(v\) cores
/* This module computes butterfly operations
*/
module butterfly-core(input \(c\); output \(m\), address \({ }_{1}\), address \(_{2}, s_{1, c}, s_{2, c}, s_{3, c}, s_{4, c}\) )
begin
        \(\left(I_{\text {twiddle }}\right.\), offset \() \leftarrow(N / 2,1)\)
    for \(m=0\) to \(\log N-1\) do
        \(\omega_{m} \leftarrow 2^{m}\)-th primitiveroot(1)
        \(N_{\text {butterfly }} \leftarrow 0 \quad / *\) Counts the number of butterfly operation in a \(m\)-loop */
        \(\omega \leftarrow \omega_{m, c} \quad / *\) Initialization to a power of \(\omega_{m}\) for a core-index \(c * /\)
            for base \(=0\) to base \(<\) offset do
                increment \(\leftarrow 0\)
                while base + offset + increment \(<\frac{N}{2 v}\) do
                (address \({ }_{1}\), address \(\left.{ }_{2}\right) \leftarrow\) (base + increment, base + offset + increment \()\)
                            \(\left(t_{1}, u_{1}\right) \leftarrow M E M O R Y_{c}\left[\right.\) address \(\left._{1}\right] \quad / *\) Read from \(c\)-th group of RAMs */
                            \(\left(t_{2}, u_{2}\right) \leftarrow M E M O R Y_{c}[\) address 2\(]\)
                if \(m<\log N-1\) then
                            \(\left(t_{1}, t_{2}\right) \leftarrow\left(\omega \cdot t_{1}, \omega \cdot t_{2}\right)\)
                            \(\left(s_{1, c}, s_{2, c}, s_{3, c}, s_{4, c}\right) \leftarrow\left(u_{1}+t_{1}, u_{1}-t_{1}, u_{2}+t_{2}, u_{2}-t_{2}\right)\)
                            \(N_{\text {butterfly }} \leftarrow N_{\text {butterfly }}+2\)
                            increment \(=\) increment \(+2 \cdot\) offset
                                if \(N_{\text {butterfly }} \equiv I_{\text {twiddle }}\) then \(\omega \leftarrow \omega \cdot \omega_{m}^{v / 2}\)
                end
                else
                            \(t_{1} \leftarrow \omega \cdot t_{1} ; \omega \leftarrow \omega \cdot \omega_{m}^{v / 2}\)
                            \(t_{2} \leftarrow \omega \cdot t_{2} ; \omega \leftarrow \omega \cdot \omega_{m}^{v / 2}\)
                            \(\left(s_{1, c}, s_{2, c}, s_{3, c}, s_{4, c}\right) \leftarrow\left(u_{1}+t_{1}, u_{1}-t_{1}, u_{2}+t_{2}, u_{2}-t_{2}\right)\)
                            \(N_{\text {butterfly }} \leftarrow N_{\text {butterfly }}+2\)
                            increment \(=\) increment \(+2 \cdot\) offset
                end
            end
            end
            \(I_{\text {twiddle }} \leftarrow I_{\text {twiddle }} / 2\)
            if offset \(<v / 2\) then offset \(\leftarrow 2\). offset
        end
end
/* This module writes the coefficients computed by two butterfly-cores */
module memory-write(input \(c, m\), address \(_{1}\), address \(s_{2}, s_{1,0}, \ldots s_{4, v-1}\) )
begin
        if \(2^{m}<\frac{v}{2}\) then \(\operatorname{gap} \leftarrow 2^{m}\)
        else \(g a p \leftarrow \frac{v}{2} \quad / *\) This represents the index gap between the two cores */
        if \(c<v / 2\) then
            \(\operatorname{MEMOR} Y_{c}\left[\right.\) address \(\left._{1}\right] \leftarrow\left(s_{2, c}, s_{1, c}\right)\)
            \(M E M O R Y_{c}\left[\right.\) address \(\left.s_{2}\right] \leftarrow\left(s_{2}, c+g a p, s_{1, c+g a p}\right)\)
        end
        else
            \(M E M O R Y_{c}\left[\right.\) address \(\left._{1}\right] \leftarrow\left(s_{4, c}, s_{3, c}\right)\)
            \(M E M O R Y_{c}\left[a d d r e s s_{2}\right] \leftarrow\left(s_{4}, c+g a p, s_{3, c+g a p}\right)\)
        end
end
/* This is the top module that executes butterfly-core in parallel */
module Parallel-NTT()
begin
        butterfly-core \(b_{0}\left(0, m\right.\), address \(_{1}\), address \(\left._{2}, s_{1,0}, s_{2,0}, s_{3,0}, s_{4,0}\right)\)
        memory-write \(m w_{0}\left(0, m\right.\), address \(_{1}\), address \(\left.{ }_{2}, s_{1,0}, \ldots s_{4, v-1}\right)\)
        butterfly-core \(^{\text {b }} c_{v-1}\left(v-1, m\right.\), address \(_{1}\), address \(\left._{2}, s_{1, v-1}, s_{2, v-1}, s_{3, v-1}, s_{4, v-1}\right)\)
        memory-write \(m w_{v-1}\left(v-1, m\right.\), address \(_{1}\), address \(\left._{2}, s_{1,0}, \ldots s_{4, v-1}\right)\)
end
```



Figure 6.1: Architecture for the Vertical Cores

```
Algorithm 13: Calculation of the reverse of an index. A polynomial of \(2^{16}\)
coefficients is stored as \(2^{15}\) coefficient pairs in 16 memory elements. BiasTable
contains 16 bias values \(\{0,16,8192,8208,4096,4112,12288,12304,2048\),
\(2064,10240,10256,6144,6160,14336,14352\}\) corresponding to the 16 memory
elements.
Input: An index of a coefficient pair where index \(\in\left[0,2^{15}-1\right]\)
Output: Reverse of the index reverse_index \(\in\left[0,2^{15}-1\right]\)
begin
    \(c \leftarrow\) index \(\gg 11\); \(\quad / *\) index of the memory element \(* /\)
    low \(\leftarrow\) index\&31; /* least five bits */
    high \(\leftarrow(i \gg 5) \& 63 ; \quad / *\) next six bits */
    \(l s b \leftarrow l o w[0]\);
    low \(\leftarrow l o w-l s b\);
    low_reverse \(\leftarrow\) bitreverse(low) ; \(\quad / *\) bits in reverse order */
    high_reverse \(\leftarrow\) bitreverse(high) ;
    bias \(\leftarrow\) BiasTable[c];
    reverse__index \(\leftarrow\) bias \(+(\) high__reverse \(\ll 5)+\) low_reverse \(+(l s b \ll 14) ;\)
end
```

used to compute the butterfly operations during a NTT computation and to perform coefficient-wise additions and subtractions of polynomials. Finally, the results of a computation are stored in the output register bank and then the registers are written back in the memory. To achieve high operating frequency, we put pipeline registers (shown as magenta colored lines) in the data paths of the computation circuits.

## External memory access during NTT:

During an NTT, the coefficients of the residue polynomial are read sequentially from the DDR memory and then loaded in the 16 internal memory blocks. For this purpose the 256 -bit DDR3 interface is used to receive four coefficient pairs (i.e. eight coefficients) in a burst. However Alg. 12 generates the output coefficient pairs in a permutation that is different from their initial arrangement. The coefficients pairs are written back in the DDR memory in the right arrangement using Alg. 13. For a write address index, the coefficient pair from the address reverse_index should be read from the internal memory. Note that we perform this rearrangement of the coefficients after the completion of an NTT following Alg. 12; whereas in the traditional NTT Alg. 10 this rearrangement is performed in the beginning using the bitreverse function.

### 6.4.2 Architecture for lifting back and forth in $R_{q} \leftrightarrow R_{Q}$

In Sect. 6.3 we described the lifting operations that we need to perform during YASHE.Mult. In this section we describe the computational steps that we follow to implement the lifting operations, and then we describe the hardware architectures of the building blocks. In the end we design a unified architecture for computing the two lifting operations.

## Computation steps for Lift ${ }_{q \rightarrow Q}$

Let for an integer $a \bmod q$, the residues be $[a]_{q_{i}}$ for $i \in[0, l-1]$. So we are interested in computing $[a]_{q_{j}}$ for $j \in[l, L-1]$. We first compute the sum of products for $i \in[0, l-1]$ as follows.

$$
\begin{equation*}
a_{s p}=\sum[a]_{q_{i}} \cdot\left(\frac{q}{q_{i}}\right) \cdot\left[\left(\frac{q}{q_{i}}\right)^{-1}\right]_{q_{i}}=\sum[a]_{q_{i}} \cdot b_{i} . \tag{6.1}
\end{equation*}
$$

Next we compute $\left[a^{\prime}\right]_{q_{j}}$ for $j \in[l, L-1]$ using

$$
\begin{equation*}
\left[a^{\prime}\right]_{q_{j}}=\left[\sum[a]_{q_{i}} \cdot\left[b_{i}\right]_{q_{j}}\right]_{q_{j}} \tag{6.2}
\end{equation*}
$$

Note that $\left[b_{i}\right]_{q_{j}}$ are 30-bit integers. Finally, we compute the residues $[a]_{q_{j}}$ for $j \in[l, L-1]$ using the following equation:

$$
\begin{equation*}
[a]_{q_{j}}=\left[\left[a^{\prime}\right]_{q_{j}}-\left[\left\lfloor a_{s p} / q\right\rfloor\right]_{q_{j}} \cdot[q]_{q_{j}}-\operatorname{sign} \cdot[q]_{q_{j}}\right]_{q_{j}} \tag{6.3}
\end{equation*}
$$

This computation involves a division of $a_{s p}$ by $q$. The sign takes a value 0 or 1 depending on $a_{s p}-\left\lfloor a_{s p} / q\right\rfloor \cdot q$ is smaller than $q / 2$ or not.

## Computation steps for $\operatorname{Lift}_{Q \rightarrow q}$

We compute the sum of products $a_{s p}$ from the residue polynomials moduli $q_{j}$ for $j \in[0, L-1]$.

$$
\begin{equation*}
a_{s p}=\sum[a]_{q_{j}} \cdot\left[\left(\frac{Q}{q_{j}}\right)^{-1}\right]_{q_{j}} \cdot\left(\frac{Q}{q_{j}}\right)=\sum\left[a^{\prime}\right]_{q_{j}} \cdot b_{j} \tag{6.4}
\end{equation*}
$$

Here the values $\left[\left(\frac{Q}{q_{j}}\right)^{-1}\right]_{q_{j}}$ are 30 -bit integers and hence the computation $\left[a^{\prime}\right]_{q_{j}}=$ $[a]_{q_{j}} \cdot\left[\left(\frac{Q}{q_{j}}\right)^{-1}\right]_{q_{j}}$ is a 30 -bit modular multiplication. Next we reduce $a_{s p}$ by $Q$ and
$\qquad$
get $a_{Q}$ in $(-Q / 2, Q / 2)$. Then the division and rounding operation is performed on $a_{Q}$ and the result is reduced modulo $q$ to a value in $(-q / 2, q / 2)$.

## Unified architecture

Note that $\operatorname{Lift}_{q \rightarrow Q}$ and $\operatorname{Lift}_{Q \rightarrow q}$ operations involve similar computation steps such as sum of products in Eq. 6.1, 6.2 and 6.4, and divisions by $q$. Hence we design a unified architecture to compute both Lift ${ }_{q \rightarrow Q}$ and $\operatorname{Lift}_{Q \rightarrow q}$. The architecture is composed of four blocks: 1) sum of products, 2) reduction modulo $Q, 3$ ) division-and-rounding, and 4) reduction modulo $q$. The blocks are described as follows.
sum of products block. Fig. 6.6 shows a multiply-and-accumulate (MAC) core to compute the sum of products in Eq. 6.1, 6.2 and 6.4. In the figure, the 'multiplier' block is borrowed from the PAU (Fig. 6.1). Since there are 16 PAU cores in the HE-processor, we instantiate 16 MAC cores. These cores are divided into two parallel MAC-groups: MAC-0 to MAC-7 form the first group, and MAC- 8 to MAC-15 form the second group. Each MAC-group is responsible for computing one sum of products.


Figure 6.2: Architecture for computing sum of products
The ROM block in the MAC core is a loadable memory and is used to store the constants for Lift ${ }_{q \rightarrow Q}$ or Lift ${ }_{Q \rightarrow q}$. We set the word size of the ROM to 59 bits.

Note that Eq. 6.1 and 6.4 require multiplications of 30 -bit coefficients $[a]_{q_{i}}$ by long $b_{i}$. The MAC cores compute these long multiplications word-serially using the $31 \times 59$-bit integer multipliers that are present inside the multiplier blocks. Alg. 14 shows the word-serial computation of the sum of products by the $c$-th MAC core. In the algorithm we assume that the MAC core is responsible for the accumulation of $m$ products and each $b_{i}$ has $w 59$-bit words in the ROM. The $k$-loop computes the $k$ th 59 -bit word of the partial result in $s u m_{c}$. In this way each MAC core computes a partial sum of products.

Now the partial results from the MAC cores are accumulated to get the $k$ th word of the final sum of products. The sequence of accumulation in the first group happens as follows: $s u m_{0}$ from MAC-0 is forwarded to MAC-1. Now MAC- 1 computes Alg. 14 with the initialization of $a c c_{1}$ to $s u m_{0}$ and computes $s u m_{1}$. Following the same sequence, MAC-3 computes $s u m_{3}$. In parallel to this flow, MAC-7 downto MAC-4 computes $s u m_{4}$. Finally $s u m_{4}$ is added with $s^{s u m} m_{3}$ in MAC-3 to get the word of the final sum of products.

```
Algorithm 14: Calculation of partial sum in Eq. 6.1
Input: Residue coefficients \([a]_{q_{j}}\), constants \(b_{j}\), and MAC core index \(c\)
Output: Partially accumulated sum of products
begin
    \(a c c_{c} \leftarrow 0 ;\)
    for \(k=0\) to \(w-1\) do
        for \(j=0\) to \(m-1\) do
            \(a c c_{c} \leftarrow a c c_{c}+[a]_{q_{j}} \cdot b_{j}[k] ;\)
            end
            sum \(_{c} \leftarrow\) least59bits acc \(\left._{c}\right)\);
            \(\operatorname{acc}_{c} \leftarrow a c c_{c} \gg 59 ;\)
    end
    sum \(_{c} \leftarrow\) least59bits \(^{\left(\text {acc }_{c}\right)}\);
end
```

The computation of Eq. 6.2 requires sum of modular multiplication results. 30-bit coefficients $[a]_{q_{i}}$ are fetched from the BRAM and then multiplied with the 30-bit constants $\left[b_{i}\right]_{q_{j}}$ using the modular multiplier. Each MAC core computes a partial sum and then the partial sums are accumulated together. The final result is larger than 30 -bits and is reduced modulo $q_{j}$ during the computation of Eq. 6.3. In Fig. 6.3 we show the timing diagram for the pipeline processing.

Reduction modulo $Q$ block Let $a_{s p}$ be the sum of the products in Eq. 6.4. For the chosen parameter set, $a_{s p}$ is 7 bits larger than $Q$. We first reduce $a_{s p}$ to a value in $[0, Q-1]$ and then central-lift the result to a value in the range
$\qquad$


Figure 6.3: Timing diagram for pipeline processing of two consecutive sum-ofproducts ( $s p$ ) by the first MAC-group.
$(-Q / 2, Q / 2)$. To reduce $a_{s p}$ in $[0, Q-1]$, we sequentially reduce the extra bits of $a_{s p}$ from the most significant side. The steps are shown in Alg. 15.

```
Algorithm 15: Reduction modulo \(Q\)
Input: An integer \(a_{s p}\) that is 7-bit larger than \(Q\)
Output: Integer \(a_{s p}\) in \([0, Q-1]\)
begin
    \(Q_{n} \leftarrow(Q \ll 7) ;\)
    for \(i=0\) to 6 do
        if \(m s b\left(a_{s p}\right)>0\) then
            temp \(\leftarrow a_{s p}-Q_{n} ;\)
            if temp \(\geq 0\) then
                \(a_{s p} \leftarrow t e m p ;\)
            end
            end
            \(a_{s p} \leftarrow\left(a_{s p} \ll 1\right) ;\)
        end
    \(a_{s p} \leftarrow\left(a_{s p} \gg 7\right)\);
    if \(a_{s p} \geq Q\) then
        \(a_{s p} \leftarrow a_{s p}-Q ;\)
    end
end
```

A word-serial architecture for computing the reduction modulo $Q$ is shown in Fig. 6.4. The architecture has three addressable memory components: $M$ and $M_{t}$ are used to store the computational data and $M_{Q}$ is used to keep the modulus $Q$. These memory components are distributed RAMs of word size 59-bits and
depth 64. At the beginning of a computation, the input number $a_{s p}$ is loaded in $M$. Then within the for-loop of Alg. 15, the words of $a_{s p}$ are left-shifted by one position and then stored in $M_{t}$. Note that, line 5 has a conditional subtraction operation. In our implementation, the subtraction is performed word-serially using the subtraction circuit, and the result words are left-shifted by one position and then stored in $M$. Based on the sign of the subtraction, either $M$ or $M_{t}$ is used as the source of $a_{s p}$ for the next computations.


Figure 6.4: Architecture for reduction modulo $Q$

## Division and Rounding Unit (DRU)

The DRU computes $\lfloor t c / q\rceil$ during Lift ${ }_{Q \rightarrow q}$ where $t=2, c$ is a coefficient computed from the reduction modulo $Q$, and $\lfloor\cdot\rceil$ denotes rounding towards the nearest integer. The division is carried out by precomputing the reciprocal $r=2 / q$ and then computing $r \times c$. The word size of the DRU was selected to be 118 bits $(2 \times 59)$ as a compromise between area and latency.

To round a division of two $k$-bit integers correctly to $k$-bits, the quotient must be computed correctly to $2 k+1$ bits [66, Theorem 5.2]. In our case, the computation of $\lfloor t c / q\rceil$ requires a division of a $k_{1}$-bit dividend by a $k_{2}$-bit divisor. The precision that we will need in this case to guarantee correct rounding, based on the above, is $k_{1}+k_{2}+1$ bits. The divisor $q$ is a 1228 -bit constant integer and the dividend $c$ is an at most 2470-bit integer, which gives a bound of 3699 bits. Hence, the reciprocal $r$ is computed up to a precision of 32 118-bit words, of which 22 words are nonzero.

Fig. 6.5 shows the architecture of the DRU. The multiplication $r \times c$ is computed by using a $118 \times 118$-bit multiplier that computes $22^{2}=484$ partial multiplications. This multiplier performs a 118 -bit Karatsuba multiplication by using three $59 \times 59$-bit multipliers generated with the Xilinx IP Core tool (which


Figure 6.5: The Division and Rounding Unit (DRU)
supports only up to 64 -bit multipliers). The 59 -bit multipliers each require 16 DSP blocks giving the total number of 48 DSP blocks. In order to achieve a high clock frequency, the 118-bit multiplier utilizes a 23 -stage pipeline, of which 18 stages are in the 59-bit multipliers (the optimal number according to the tool).

The partial products from the 118-bit multiplier are accumulated into a 241 -bit $(2 \times 118+5)$ register using the Comba Alg [27]. These additions are computed in a 4 -stage pipeline with three 59 -bit adders and one 64 -bit adder, which are all implemented with LUTs. Whenever all partial products of an output word have been computed, the register is shifted to the right by 118 bits and the overflowing bits are given at the output of the DRU. Once the computation proceeds to the first word after the fractional point, then the msb of the fractional part is added to the register in order to perform the rounding. The DRU has a constant latency of 687 clock cycles per coefficient.

The DRU is reused for computing $\left\lfloor a_{s p} / q\right\rfloor$ during the Lift $_{q \rightarrow Q}$. The computation proceeds analogously to the above. The differences are that the reciprocal is now $r=1 / q$ and it needs to be computed only to a precision of 2493 bits (12 nonzero words) because $c$ can be only 36 bits longer than $q$. The computation has a latency of 246 clock cycles per division.

Reduction modulo $q$ block The architecture for this block is same as the architecture for the reduction modulo $Q$ block; only the operands are smaller.

Note that in the first MAC-group, MAC-3 computes the final sum of products. So the reduction and division blocks are attached to the MAC-3 core. In Fig. 6.6 we show the connection of MAC-3 core with the remaining three blocks. Similarly in the second MAC-group, MAC-11 core is accompanied by the reduction and division blocks. The four blocks are in a pipeline during Lift ${ }_{Q \rightarrow q}$ to achieve optimum computation time. The division block takes the maximum cycles and hence determines the throughput of the entire pipeline. Every block contains additional memory elements to enable the pipeline processing: while one memory element is read by the next block in the pipeline, the other memory element is used to store the new results.

During Lift ${ }_{q \rightarrow Q}$ operation, the sum of products $a_{s p}$ in Eq. 6.1 is computed by a MAC-group, and then it is passed to the DRU for the computation of $\left\lfloor a_{s p} / q\right\rfloor$. In parallel to this division, the MAC-group computes $\left[a^{\prime}\right]_{q_{j}}$ in Eq. 6.2. For the computation of Eq. 6.3, a small computation block (consisting of a multiplier, subtracter and some small memory components) is used in the pipeline. The sign is computed by performing arithmetic on the most significant words of $a_{s p}$ and $q$. This block is common to both the MAC-groups as the amount of computation in Eq. 6.3 is small. The throughput of the pipeline during Lift ${ }_{q \rightarrow Q}$ is determined by the 'computation of $a_{s p}$ followed by the division $\left\lfloor a_{s p} / q\right\rfloor$ '.

## External memory access:

The DDR memory access during the $\operatorname{Lift}_{q \rightarrow Q}$ and $\operatorname{Lift}_{Q \rightarrow q}$ is more complicated than the memory access during NTT. Here we need to fetch the residue coefficients for different moduli, whereas during an NTT we fetch coefficients from a single moduli. So we design a customized DDR memory access interface for the lifting operations. Since the DDR-burst data length is 256 bits, at a time we read eight coefficients for a single residue from the DDR memory and copy them in the BRAM. Eight lifting operations are computed by the two MAC-groups, i.e., four lifting operations per MAC-group, before writing back the result in the DDR memory.

In the case of $\operatorname{Lift}_{q \rightarrow Q}$, the result is a collection of $42 \times 8$ coefficients. This is because there are additional 42 moduli in $Q$ and for each moduli there are eight coefficients. Hence 42 DDR-write operations are performed to copy the result in the DDR memory. Similarly after a Lift $_{Q \rightarrow q}$ operation, the result is a collection of eight coefficients, each of size 1228 bits. Note that WordDecomp follows Lift ${ }_{Q \rightarrow q}$ in YASHE.Mult. So we write back the coefficients in the DDR


Figure 6.6: Unified architecture for $\operatorname{Lift}_{q \rightarrow Q}$ and Lift $_{Q \rightarrow q}$.

Table 6.1: Area results on Xilinx Virtex-6 XC6VLX240T-1FF1156 FPGA

| Resource | Used | Avail. | Percentage |
| :--- | ---: | ---: | ---: |
| Slice Registers | 59,669 | 301,440 | $19.8 \%$ |
| Slice LUTs | 67,861 | 150,720 | $45.0 \%$ |
| BlockRAM | 80 BRAM36, 22 BRAM18 | 416 | $21.8 \%$ |
| DSP48 | 232 | 768 | $30.2 \%$ |

Table 6.2: Latencies of the building blocks without DDR access overhead

| Operation | Cycles |
| :--- | ---: |
| $N$-point NTT | 47,795 |
| $N$-point INTT | 51,909 |
| $N$-point-wise add/sub/mult | 4,096 |
| Lift $_{Q \rightarrow q}(\text { per coeff })^{\dagger}$ | 687 |
| Lift $_{q \rightarrow Q}(\text { per coeff })^{\dagger}$ | 401 |
| Poly mult in $R_{q_{j}}$ | 361,376 |

${ }^{\dagger}$ Assuming pipeline processing of many coefficients
memory as words of length 60 bits. A total of 44 DDR-write operations are performed.

### 6.5 Results

We compiled the processor for the ML605 board which has a Virtex-6 FPGA XC6VLX240T-1FF1156. Different clock domains are used in the design: communication with the DDR memory is performed at 200 MHz , whereas computations are performed using a 100 MHz clock. The HE-coprocessor has $v=16$ parallel cores for performing polynomial arithmetic, and two cores for computing the lifting operations. The area counts of our HE-coprocessor, including the DDR interface, are shown in Table 6.1.

Table 6.2 gives the latencies of the building blocks excluding the cost of DDR memory access. NTT and INTT computations are performed on polynomials of $N=2^{16}$ coefficients. To save memory requirement, we compute the twiddle factors on the fly at the cost of $N$ integer multiplications. One NTT computation using $v=16$ cores requires $\left(N+\frac{N}{2} \log _{2}(N)\right) / 16=36,864$ multiplications.

However the computation of the twiddle factors in the pipelined data path of the PAU (Fig. 6.1) has data dependencies and thus causes bubbles in the pipeline. Following the design methodology of the public key encryption processor of Chap. 5, we use a small register-file that stores four consecutive twiddle factors, and reduce the cycles spent in the pipeline bubbles to around 10,000 . In the case of an INTT, the additional cycles are spent during scaling operation by $N^{-1}$. To compute $N$-point-wise addition/subtraction/multiplication we need slightly more than 4,096 cycles.

Computation cost of the lifting operations: The cycle requirement for Lift $_{Q \rightarrow q}$ is determined by the division-and-rounding operation, since it is the costliest computation in the pipeline of Fig. 6.6. If we assume that many $\operatorname{Lift}_{Q \rightarrow q}$ operations are performed in pipeline, then the cycle requirement per coefficient will be 687. However, due to the restrictions put by the DDR interface, we process only four $\operatorname{Lift}_{Q \rightarrow q}$ in pipeline (see Sect. 6.4.2). As a consequence 4,744 cycles are needed to process four coefficients. Similarly, when we assume that many Lift ${ }_{q \rightarrow Q}$ operations are performed in pipeline, cycle requirement per coefficient is 401. In practice, we can compute only four Lift ${ }_{q \rightarrow Q}$ in pipeline, and thus it takes total 2,016 cycles for computing four Lift ${ }_{q \rightarrow Q}$ operations.

Computation cost of polynomial multiplication modulo $q_{j}$ : To multiply two residue polynomials modulo $q_{j}$, we compute two NTTs, then $N$-point-wise multiplications, and one INTT. The reduction of the result modulo $f(x)$ follows the Newton iteration method of Sect. 2.5.2. In this step, two NTTs, two $N$-point-wise multiplications, one $N / 2$-point-wise subtraction and two INTTs are computed. Hence the computation of a polynomial multiplication in $R_{q_{j}}$ requires four NTTs, three $N$-point-wise multiplications, one $N / 2$-point-wise subtraction and three INTTs. This translates into 361,376 cycles.

Computation cost of YASHE.Mult: The cycle counts for the steps (see Sect. 6.3) are enumerated below.

1. To lift $c_{1}$ and $c_{2}$ (each having $N / 2$ coefficients) from $R_{q}$ to $R_{Q}$, we compute $N$ Lift $_{q \rightarrow Q}$ operations. This takes total $16,515,072$ cycles using the two lifting cores, as each taking 2016 cycles to process four coefficients.
2. PolyMultiply ${ }_{Q}$ performs 83 polynomial multiplications in $R_{q_{j}}$. This translates into $29,994,208$ cycles.
3. To bring the result back to $R_{q}$, Lift $_{Q \rightarrow q}$ is performed on the $N / 2$ coefficients. Since each lifting core takes 4,744 cycles to process four coefficients, it takes $19,431,424$ cycles to lift the result back to $R_{q}$.
4. WordDecomp does not have computation cost since it only splits the large coefficients into words. In our architecture, this splitting is done

Table 6.3: Latencies and timings at $100 / 200 \mathrm{MHz}$ computation/DDR clock

| Operation | Computation cycles | DDR cycles | Total time |
| :--- | ---: | ---: | ---: |
| YASHE.Add | 83,968 | $9,740,288$ | 0.050 s |
| YASHE.Mult | $127,050,548$ | $1,353,555,968$ | 8.038 s |

automatically when we copy the data in the DDR memory from the FPGA.
5. In YASHE.KeySwitch summation of 22 polynomial multiplications is computed in $R_{q}$. Note that evk is constant, and hence can be kept in the NTT domain. For a single moduli, it requires $22 \mathrm{NTTs}, 22 \mathrm{~N}$-pointwise multiplications, 21 N -point-wise additions to get the summation of unreduced polynomial multiplications in the NTT domain. Now only one INTT is needed to get the unreduced result. For the reduction, two NTTs, two $N$-point-wise multiplications, one $N / 2$-point-wise subtraction and two INTTs are computed. Hence, in total 24 NTTs, $24 N$-pointwise multiplications, 21 N -point-wise additions, one $N / 2$-point-wise subtraction, and 3 INTTs are performed for a single moduli. This translates into $61,109,844$ cycles for all the 41 moduli.

Overall $127,050,548$ cycles are spent in YASHE.Mult. At 100 MHz clock frequency, this corresponds to 1.27 seconds.

Overhead of the DDR memory access: The DDR interface reads or writes 256 bits in a single burst. For YASHE.Mult, the communication with the DDR memory takes around $1,353,555,968$ cycles at 200 MHz . For YASHE.Add, the number of cycles spent in the DDR access is around 9,740,288.

Table 6.3 shows the timing requirement for computing YASHE.Add and YASHE.Mult operations including the overhead of DDR memory access. Based on the timing of YASHE.Mult we see that the designed architecture would take roughly 11316 s , which is about 3 h and 9 m to evaluate SIMON-64/128 (44 rounds with 32 ANDs). Since the chosen parameter set processes 2048 slots in SIMD, the per-block timing will be roughly 5.5 s .

Discussions: Lepoint and Naehrig [77] presented C++ implementations for homomorphic evaluations of SIMON 64/128 with YASHE running on a 4-core Intel Core i7-2600 at 3.4 GHz . They reported computation times of 4193 s for SIMON-64/128 using all 4 cores. With respect to their software implementation, our hardware implementation is 2.7 times slower. In this work our focus was on designing the computation core of the YASHE; the DDR memory interface
is a proof of concept implementation. With 256 -bit burst data width, the DDR interface offers a only $1.97 \mathrm{~Gb} / \mathrm{s}$ read speed and hence becomes the main bottleneck in our implementation. Desktop computers have industry-optimized DDR interface, and the Intel Core i7-2600 processor has 8 MB cache memory [60]. Since a ciphertext is of size 4.8 MB , that the overhead of memory access in [77] would be much lower than ours.

We have implemented a new DDR memory interface with 2048-bit burst data length. The interface provides $10 \mathrm{~Gb} / \mathrm{s}$ read and $27 \mathrm{~Gb} / \mathrm{s}$ write speed, and hence with this interface, the memory access overhead would become almost equal to the computation cost. This would allow us to reduce the overall time by performing the memory access in parallel with computation using two sets of BRAMs in the FPGA: when one set is used for the computation, the other set is used for the memory access. We consider the integration of the new memory interface in the HE-coprocessor as a future work.

The ML605 board has a medium size FPGA. To know the amount of speedup that we can achieve using large FPGAs, we have designed a new architecture that keeps eight instantiates of the computation core of the present architecture. The new architecture brings down the computation cost roughly by a factor of eight. On a Xilinx Virtex-7 FPGA XC7V1140T, which is the largest device of the Virtex-7 FPGA family, the parallel architecture consumes $23 \%$ of registers, $53 \%$ of LUTs, $53 \%$ of DSP slices, and $38 \%$ of BlockRAM memory. It will be interesting to know the effect of DDR memory access in the overall computation time.

### 6.6 Summary

In this work we designed the hardware building blocks for homomorphic evaluation of small-complexity algorithms using the YASHE scheme. We showed that FPGAs can accelerate the computation intensive operations during a homomorphic function evaluation. Despite this, we found that a massive amount of data exchange takes place between the FPGA and the external DDR memory during a homomorphic function evaluation. This is because only a part of the ciphertext can be fit in the internal memory of the FPGA. The interface with the DDR memory plays a very important role in the performance and may even become a bottleneck unless it is implemented with special care.

We presented a single-FPGA design of homomorphic evaluation with YASHE. An obvious way to improve the performance would be to use a multi-FPGA design (a cluster). We see several parallelization approaches. The first and simplest option is to instantiate parallel FPGAs so that each of them computes
different homomorphic evaluations independently of each other. This approach improves throughput, but the latency of an individual evaluation remains the same. The second option is to distribute the residue polynomial arithmetic into several FPGAs since they can be computed independently. This approach will reduce the latency. However, the lifting operations require the coefficients from different residue polynomials during the computation of the sum of products. To do this, inter-FPGA communication will be needed. The third option is to divide different parts of a homomorphic multiplication to different FPGAs and perform them in a pipelined fashion in order to increase throughput. The fourth option is to mix the other three options and it may lead to good tradeoffs that avoid the disadvantages of the other options. The techniques represented in this research can be extrapolated to support these options.

## Other relevant works.

Concurrent to our initial version of the work, Pöppelmann et al. [107] and Doröz et al. [36] designed hardware accelerators for SHE. For a parameter set with $n=16384$ and a 512 -bit prime $q$, capable of evaluating 9 levels of YASHE.Mult, the hardware accelerator by Pöppelmann et al. [107] takes 48.67 ms to compute a homomorphic multiplication on a data-center accelerator infrastructure called Catapult [108], which has a medium size Stratix V GS D5 (5GSMD5) FPGA. Their parameter set is smaller in size than ours and allows the negative-wrapped convolution for polynomial multiplication, but lacks the SIMD feature. Doröz et al. [36] applies CRT similar to us and uses a large Virtex-7 FPGA to compute the polynomial multiplications only. They use a high-speed PCIe interface to compute the other operations on a desktop computer. They evaluate the AES block cipher and estimate a per block of 442 msec using the LTV [83] scheme.

Recently in 2016, Albrecht et al. [6] published a subfield lattice attack that runs in sub-exponential time on overstretched NTRU assumptions. Since the key generation part of the YASHE scheme relies on a mildly overstretched NTRU assumption, the subfield attack makes YASHE insecure. We would like to remark that this attack does not make our entire work invalid since the hardware architecture can reused to evaluate other ring-LWE based homomorphic encryption schemes. For example, the FV scheme (see Sect. 2.4.2), which is secure against known cryptanalysis methods, can be evaluated using our architecture after a small modification. The modification is required to support the FV.Relin operation, as $c_{0}$ and $c_{1}$ require computation of reqidues modulo $q_{i}$ from coefficients modulo $q$. At the moment our HE-coprocessor does not support this operation.

## Chapter 7

## Recryption-box assisted homomorphic function evaluation
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### 7.1 Introduction

A somewhat homomorphic encryption (SHE) scheme can be used to compute on the encrypted data, but each operation increases the noise inherent in the ciphertexts. Once the noise reaches a certain threshold that depends on the parameters of the scheme, decryption will fail. Gentry's FHE scheme uses an SHE scheme combined with a mechanism known as bootstrapping. The bootstrapping operation is used to publicly "refresh" a noisy ciphertext and repeated application enables evaluations of arbitrary depth. However FHE is very slow even after orders of magnitude improvement in $[21,22,30,137,43,47$,

49, 91]. The main problem is that the bootstrapping operation is only possible if the parameters of the SHE scheme are chosen large enough to accommodate for the bootstrapping operation. This requirement makes the bootstrapping operation tremendously slow, e.g. for [25] it takes 172 seconds on an Intel Core-i7 processor. Hence it is not yet possible to deploy FHE in cloud computations. Even SHE schemes that can evaluate functions of small complexity take a large amount time. For e.g., evaluation of one SIMON-64/128 decryption on encrypted data takes more than an hour on a 4-core Intel Core-i7 processor [76]. Moreover from the performance results presented in the last chapter we find that even with a powerful hardware accelerator, evaluation remains too slow to use in practical applications.

In this chapter we propose a scheme to perform homomorphic evaluations of arbitrary depth in much less time with the assistance of a special module recryption-box. Our solution is to bypass the costly bootstrapping operation using a third party recryption-box that is instantiated in two different setups. In the first setup the recryption-box uses a key switching technique that allows the cloud server to convert a ciphertext encrypted under user's public key into a ciphertext encrypted under box's public key. With this, the box performs a decryption using its own private key and then a re-encryption using user's public key. Naturally the large noise in the encrypted data is eliminated. In the second setup a multiparty computation scheme is used: noisy ciphertexts are decrypted among multiple parties, and then reencrypted again. This reencryption operation gives a freshly encrypted data with limited noise as the shared multiparty decryption operation removes the large noise inherent in the ciphertexts. During the execution of an application on encrypted data, the cloud performs the homomorphic operations, and then sends the dirty ciphertexts to the third party recryption-box (or boxes).

We implement the recryption-box on a Xilinx Virtex 6 FPGA board ML605. The recryption-box is connected to the cloud computer over the internet using the Ethernet interface. During a recryption operation, the cloud computer sends noisy (masked) encrypted data to the recryption-box, which then returns refreshed encrypted data. To know the effect of the recryption-box model on the run time, we have implemented encrypted search as the target application. In an encrypted search, clients send encrypted queries to the search engine, and the search engine returns encrypted results. Neither the search engine, nor the other parties come to know about the client's search queries. We show that with the usage of the recryption-boxes we could reduce the encrypted search time by an order of magnitude. Although we instantiate the recryption-box on an FPGA, we note it is possible to implement it in a trusted execution environment or using specialized instructions such as SGX, assuming sufficient countermeasures are taken against physical attacks.

The chapter is organized as follows. Sect. 7.2 describes the recryption-box and its instantiations. The recryption-box is used in Sect. 7.3 to assist an encrypted search algorithm. Sect. 7.4 gives implementation details of the recryption-box and describes the optimization techniques. Experimental results are provided in Sect. 7.5. The final section draws conclusions.

### 7.2 Instantiations of the recryption-box

In this section, we describe two possible instantiations of the recryption-box and analyze their security and ease of use. In all cases, the parameters of the scheme become independent of the minimum size required for bootstrapping, resulting in faster homomorphic evaluations overall. We also consider possible applications of the setup described in this chapter.

Most homomorphic encryption schemes (including FV) admit an operation called key switching. Key switching allows to transform a ciphertext encrypted under one public key, into a valid ciphertext encrypted under a different public key. More in detail: assume the recryption-box has its own private/public key pair $\left(s_{r}, b_{r}, a_{r}\right)$ and the $i$-th user's keypair is $\left(s_{i}, b_{i}, a_{i}\right)$. The user can then compute the key switching key as follows: he samples a vector $\mathbf{u}$ of $l$ elements uniformly from $\chi_{\text {key }}$ (in our case a signed binary distribution), and two vectors $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ of $l$ elements from $\chi_{\text {err }}$. Next he computes the key switching key $\left\{\mathbf{k s k}_{0_{i}}, \mathbf{k s k}_{1_{i}}\right\}=$ $\left\{\right.$ Powers $\left.0 f_{w, q}\left(s_{i}\right)+\mathbf{u} \cdot b_{r}+\mathbf{e}_{1} \in R_{q}^{l}, \mathbf{u} \cdot a_{r}+\mathbf{e}_{2} \in R_{q}^{l}\right\}$. The $\left\{\mathbf{k s k}_{0_{i}}\right.$, , $\left._{i} \mathbf{k}_{1_{i}}\right\}$ together with $\left\{b_{i}, a_{i}\right\}$ is sent to the cloud. The cloud uses the key switching key to switch a ciphertext $\left\{c_{0_{i}}, c_{1_{i}}\right\}$ encrypted under the user's public key to a valid ciphertext $\left\{c_{0_{r}}, c_{1_{r}}\right\}$ encrypted under the box's public key as follows: $\left\{c_{0_{r}}, c_{1_{r}}\right\}=\left\{\left\langle\operatorname{WordDecomp}_{w, q}\left(c_{1_{i}}\right), \mathbf{k s k}_{0_{i}}\right\rangle+c_{0},\left\langle\operatorname{WordDecomp}_{w, q}\left(c_{1_{i}}\right), \mathbf{k s k}_{1_{i}}\right\rangle\right\}$. Before sending the ciphertext $\left\{c_{0_{r}}, c_{1_{r}}\right\}$ to the box, the cloud additively masks it (using the fact that the scheme is additively homomorphic) to obtain $\left\{c_{0_{r}}^{\prime}, c_{1_{r}}^{\prime}\right\}$. The ciphertext $\left\{c_{0_{r}}^{\prime}, c_{1_{r}}^{\prime}\right\}$ together with user's public key $\left\{b_{i}, a_{i}\right\}$ is sent to the box, who decrypts it using its own private key and freshly encrypts it using the user's public key. The resulting ciphertext $\tilde{c}_{i}$ is then sent back to the cloud, who removes the additive mask it added before.

For the above setup to offer any security at all, the following assumptions have to be made: firstly, we assume that both the box and cloud are honest but curious. In particular, the cloud has to apply a random mask before sending the ciphertext to the box such that it cannot recover the underlying plaintext. And in turn, the box has to execute the encryption correctly by choosing random error polynomials. Secondly, we assume that the cloud and box do not collude, e.g. the key switching key $\left\{\mathbf{k s k}_{0_{i}}, \mathbf{k s k}_{1_{i}}\right\}$ should not be given to the box since
it would allow the box to derive the private key of the user. The advantage of this setup clearly is that a single recryption-box can deal with many users. The downsides are the slightly stronger security assumptions and the extra operations involved such as key switching and additive masking by the cloud.

The second instantiation does not rely on a key switching key and makes it much more difficult for the cloud and the recryption-box to collude by using a threshold scheme to split the secret key over several parties and using a distributed decryption protocol. The idea has similarity with the work in [26] where the authors interpolate between multiparty computation and fully homomorphic encryption. The secret key can be split using a th out of $n$ Shamir threshold sharing over the ring $R_{q}$. The $i$-th party receives a share $s_{r_{i}} \in R_{q}$ that equals the evaluation of a random polynomial $p(x)$ of degree th -1 in a public value $a_{i} \in R_{q}$ assigned to each party (one could sometimes even take $a_{i}=i$ ), i.e. $s_{r_{i}}=p\left(a_{i}\right)$. The secret key $s$ of the user can then be obtained as $s=p(0)$, and it is clear that any set of th valid shares allows to recover $s$ using for instance Lagrange interpolation. Denote the $i$-th Lagrange multiplier (for the set of $t h$ contributors) by $\lambda_{i}=\prod_{j \neq i} a_{j} /\left(a_{j}-a_{i}\right)$, then $s$ can be recovered as $s=\sum_{i} \lambda_{i} s_{r_{i}}$. Denote by $\tilde{s}_{r_{i}}$ the scaled share $\lambda_{i} s_{r_{i}}$, then $s$ can be simply recovered as $s=\sum_{i} \tilde{s}_{r_{i}}$. The main advantage of using Shamir secret sharing is that it defines a ring homorphism between $R_{q},+, \cdot$ and $R_{q}^{t h},+, \cdot$ In particular, any algebraic expression in $R_{q}$ can be recovered from executing the same expression on each of the $t h$ shares and reconstructing the result using interpolation.

The distributed decryption protocol will work in two steps. In the first step, for a given ciphertext $\left(c_{0}, c_{1}\right)$ each party computes $d_{i}=\tilde{s}_{r_{i}} \cdot c_{1}+e_{i}$ where $e_{i}$ is a Gaussian distributed error polynomial. Note that recovering $\tilde{s}_{r_{i}}$ from $d_{i}$ is hard since this corresponds precisely to the ring-LWE problem, so one party cannot recover another party's share. The shares $d_{i}$ are then distributed over an encrypted channel to the other parties. In the second step, each party adds the shares to recover $c_{1} \cdot s+e$. Now the end-party (or any party) then recovers the message $m$ as $m=\left\lfloor\frac{t}{q} \cdot\left[c_{0}+s \cdot c_{1}+e\right\rfloor_{q}\right\rceil \in R_{t}$ and returns a fresh encryption of $m$ as the final result. Since the end-party recovers the message $m$, it is required that the server additively masks the message before sending it to the recryption-boxes. The security of the system now relies on the fact that not more than $t h-1$ parties collude with the cloud server and that the cloud server uses additive masking.

### 7.3 Encrypted search

To know the effect of the proposed recryption-box in real life, we have implemented encrypted search as the target application. The reason behind this particular choice is mainly because of its future prospects. In an encrypted search, a client sends an encrypted keyword to the search engine and then the search engine returns the search-response in an encrypted format to the client. Due to its encrypted nature, the search engine remains oblivious of the search keyword. Such an encrypted search application is possible when the encryption scheme is homomorphic.

In the search engine, the search results are stored in unencrypted format in a table (as table entries) indexed by the numeric representations of the search keywords. During an encrypted search, a client's encrypted keyword is compared with the encryptions of the table indexes, and then the comparison results are used to perform arithmetic on the encryptions of the table entries. Since the search table is in unencrypted format, the search engine needs to encrypt the entire table under the public key of the client in order to perform homomorphic operations. However in reality the search engine needs to encrypt only two bits instead of the entire table. The client sends her public key along with the encrypted keyword to the search engine. Next, the search engine encrypts bit-0 and bit-1 using the public key of the client and constructs encryptions of the search table indexes and the entries by simply replacing the plaintext bits with the encryptions of bit-0 and bit-1. After the completion of the search operation, the result is an encryption of the search result that is associated with the search keyword. The total amount of data exchange between the client and the search engine is: the public key of the user, the homomorphic encryption of the search keyword, and the homomorphic encryption of the search result.

There are several algorithms to search in a plaintext database. The most efficient ones such as binary search or half-interval search [146] have logarithmic complexity. But in the case of an encrypted search, the search algorithm has linear complexity as it does not see the search term in plaintext and thus has to go through all of the database entries. A linear encrypted search operation is shown in Algorithm 16. The table to be searched is represented as an array of $2^{l}$ elements and the elements are accessed using the $l$-bit index variable. We assume that the table entries (i.e. the search data in any location) are of $p$ bit. The encrypted search keyword $K$ is a string of $l$ ciphertexts $k_{i}$. In the start phase, the algorithm computes the encryptions $e_{0}$ and $e_{1}$ of bit- 0 and bit- 1 respectively (line 2 and 3 ), and then initializes the accumulator $R$ to a string of $p$ encryptions of bit-0 (line 4). Next, in the search phase the for-loop goes through all the indexes of the table. In line 6 the algorithm constructs an encryption of the one's complement of index (i.e. $\overline{i n d e x}$ ) in the variable $C$ by

```
Algorithm 16: Linear encrypted search
Input: Encrypted search keyword \(K=\left\{k_{l-1} \ldots k_{0}\right\}\) and the client's public key \(p k\)
Output: Encrypted search result \(R=\left\{r_{p-1} \ldots r_{0}\right\}\)
begin
    \(e_{0} \leftarrow e n c(0, p k) ;\)
    \(e_{1} \leftarrow e n c(1, p k) ;\)
    \(R \leftarrow\left\{e_{0}, \ldots, e_{0}\right\} ;\)
    for index \(=0\) to \(2^{l}-1\) do
        \(C \leftarrow\left\{e_{\overline{\text { index }}_{l-1}}, \ldots, e_{\overline{\text { index }}_{0}}\right\} ; \quad / *\) enc. of \(\overline{\text { index }} * /\)
        \(T \leftarrow\left\{\operatorname{add}\left(k_{l-1}, c_{l-1}\right), \ldots, \operatorname{add}\left(k_{0}, c_{0}\right)\right\} ;\)
        \(b \leftarrow t_{0}\);
        for \(i=1\) to \(l-1\) do
            \(b \leftarrow \operatorname{mul}\left(b, t_{i}\right) ;\)
        end
        \(D \leftarrow\) table[index];
        for \(i=0\) to \(p-1\) do
            if \(d_{i}=1\) then
                \(r_{i} \leftarrow a d d\left(r_{i}, b\right) ; \quad / * i\)-th bit of \(R * /\)
            end
        end
    end
end
```

concatenating the encryptions of the bits of $\overline{i n d e x}$. Next the algorithm adds the encrypted one's complement of the index with the encrypted keyword and obtains $T$, and then cumulatively multiplies the $l$ encrypted bits of $T$ to get a single encrypted bit $b$ (lines 8-10). Note that $b$ will be an encryption of bit- 1 only for the loop index that is equal to the unencrypted search keyword; otherwise $b$ will be an encryption of bit- 0 . Now the algorithm fetches the table entry and stores it in the variable $D$. In the next part of the loop, the algorithm adds $b$ for each nonzero bits $d_{i}$ of $D$ with the encrypted bits $r_{i}$ of the accumulator $R$. Note that only when the unencrypted search keyword matches with the index of the search table, this $b$ is an encryption of bit-1, and hence an encryption of the associated search result is added with the $R$; for all other indexes, encryptions of zeros are added with the accumulator. In this way when the for-loop covers all the indexes of the search table, we get an encryption of the search result in $R$.

## Faster linear search on encrypted data

The most costly part in Algorithm 16 is the homomorphic multiplication of the $l$ encrypted bits of $T$ in lines 8 to 10 . We reduce the number of homomorphic multiplications with the help of a window based pre-computation technique shown in Algorithm 17. With a window size $w$, the given encrypted keyword is split into $l / w$ chunks. For simplicity let us assume that $l$ is a multiple of $w$. Then for each chunk of the encrypted keyword, a pre-computation table is

```
Algorithm 17: Precomputation in linear search
Input: \(w\)-bit chunk of encrypted keyword \(K=\left\{k_{w-1} \ldots k_{0}\right\}\) and client's public key \(p k\)
Output: Precomputation table precomp[] with \(2^{w}\) entries
begin
        \(e_{0} \leftarrow e n c(0, p k) ;\)
    \(e_{1} \leftarrow e n c(1, p k) ;\)
    for index \(=0\) to \(2^{w}-1\) do
        \(C \leftarrow\left\{e_{\overline{\text { index }}_{w-1}}, \ldots, e_{\overline{\text { index }}_{0}}\right\} ;\)
        \(T \leftarrow\left\{\operatorname{add}\left(k_{w-1}, c_{w-1}\right), \ldots, \operatorname{add}\left(k_{0}, c_{0}\right)\right\} ;\)
        \(b \leftarrow t_{0}\);
        for \(i=1\) to \(w-1\) do
            \(b \leftarrow \operatorname{mul}\left(b, t_{i}\right) ;\)
        end
        precomp \([\) index \(] \leftarrow b\);
    end
end
```

constructed. The algorithm considers all $2^{w} w$-bit indexes: first an encryption of the one's complement of the index is added to the keyword-chunk to obtain $T$, and then the $w$ encrypted bits in $T$ are multiplied together to obtain the ciphertext $b$. Next $b$ is stored in the precomputation table.

The search algorithm 18 uses the pre-computation tables to speedup computation. The loop index is split into $l / w$ chunks in lines $4-5$, and then the pre-computation tables corresponding to the chunks are accessed in line 6 to perform the cumulative multiplications in line 9. In comparison to Algorithm 16 this algorithm reduces the number of homomorphic multiplications within the search loop by a factor $w$. The new algorithm requires additional memory to store the $2^{w} \frac{l}{w}$ precomputed table entries.

## Comparison with private information retrieval (PIR)

A PIR protocol allows a user to retrieve an item from a server without revealing any information about the item. An $l$-server PIR protocol, such as the protocol by Goldberg et al. [50], will be faster than our encrypted search algorithm. But our encrypted search has several advantages as follows. Our protocol is less interactive: the user sends an encrypted query to the search engine and then waits for the encrypted search result. In the $l$-server PIR protocol the user sends queries to all the servers. The amount of data exchange increases with the number of servers. Whereas in the encrypted search this is determined by the ciphertext expansion ratio of the homomorphic encryption scheme. Thus our encrypted search has an asymptotically lower communication cost. Note that a lot of communication happens between the search engine and the recryptionboxes during the pre-computation phase of an encrypted search operation. It

```
Algorithm 18: Precomputation assisted linear encrypted search
Input: Encrypted search keyword \(K=\left\{k_{l-1} \ldots k_{0}\right\}\) and the client's public key \(p k\)
Output: Encrypted search result \(R=\left\{r_{p-1} \ldots r_{0}\right\}\)
begin
    \(R \leftarrow\left\{e_{0}, \ldots, e_{0}\right\} ;\)
    for index \(=0\) to \(2^{l}-1\) do
        for \(i=0\) to \(l / w-1\) do
            chunk \({ }_{i} \leftarrow\left\{\overline{\operatorname{index}}_{\left.i w+w-1 \ldots \overline{\operatorname{index}}_{i w}\right\} ; ~}\right.\)
            end
            \(b \leftarrow\) precomp \(_{0}\left[\right.\) chunk \(\left._{0}\right]\);
            for \(i=1\) to \(l / w-1\) do
                temp \(\leftarrow\) precomp \(_{i}\left[\right.\) chunk \(\left._{i}\right] ;\)
            \(b \leftarrow \operatorname{mul}(b, t e m p) ;\)
            end
            \(D \leftarrow\) table[index];
            for \(i=0\) to \(p-1\) do
                if \(d_{i}=1\) then
                    \(r_{i} \leftarrow a d d\left(r_{i}, b\right) ;\)
                    end
            end
    end
end
```

is quite feasible to bring this cost down by keeping the recryption-boxes in a dedicated very high-speed network (e.g. Terabit Ethernet). In the $l$-server PIR protocol we cannot assume that all the users are connected to the servers by a dedicated high-speed network. One problem with the $l$-server PIR protocol is that the protocol assumes that the servers possess copies of the database. In practice due to several business-related issues the internet search companies cannot share their databases with the server parties. In our approach this is not a problem as the recryption-boxes are used only to perform computation on masked encrypted data. The other advantage is that with a little effort we can turn our encrypted search algorithm into an encrypted database update algorithm. With PIR this is not possible.

There are many single database PIR protocols in the literature. But their implementations are slow. In [87] Melchor et al. presents performance results of three PIR protocols for a database of 1000 elements, each of size 2 MB . On a Core 2 Duo processor their implementations of the PIR protocols from [79] and [48] take around 33 hours and 17 hours respectively. Their own lattice-based PIR protocol takes 10 minutes. In [150] Yi et al. proposes a practical PIR based on a variant of the DGHV somewhat homomorphic encryption scheme [138]. Their implementation of the PIR for a 60 -bit security parameter set reduces the computation cost by an order of magnitude and takes only one minute for the 1000 element database. Our encrypted search is faster than the PIR protocol of Yi et al.

### 7.4 Implementation

In this chapter we implement a fast architecture for the proposed recryption-box and then use this box to assist an encrypted search engine running on a server machine. The search algorithm is written in high level C and the recryption-box is implemented as a hardware module running on Xilinx ML605 board. The search engine performs homomorphic evaluations on the encrypted data. When the number of homomorphic evaluations reaches the maximum depth supported by the parameter set of the homomorphic encryption scheme, the search engine blinds the encrypted data and then sends it to the recryption-box over a Gigabit Ethernet channel. After a recryption, fresh encrypted data is sent back to the search engine.

### 7.4.1 Parameter set used in the implementation

We use the FV scheme [43] that we described in Sect. 2.4.2 as the homomorphic encryption scheme. We target fastest computation time and at least 90 -bit security. Since the computation time of the FV homomorphic encryption scheme has almost a quadratic-complexity with respect to the multiplicative depth, we chose a parameter set that supports the minimum multiplicative depth, i.e. the depth one. Following [76] we set the dimension of the polynomial ring $R_{q}$ to $n=1024$, the modulus $q$ to a 40-bit integer, and the parameter $s$ of the discrete Gaussian distribution to 11.32 . This parameter set has 96 -bit security [7]. Similar to the last chapter we work in the polynomial ring $R=\mathbb{Z}[x] /(f(x))$, but with the irreducible polynomial $f(x)=x^{n}+1$. The irreducible polynomial does not allow SIMD, and hence only one bit is encrypted in a ciphertext.

### 7.4.2 Algorithmic optimizations for efficient architecture

The basic computations in the FV encryption and decryption (Sect. 2.4.2) are discrete Gaussian sampling, polynomial addition and multiplication, and decoding-encoding. Among the arithmetic operations, polynomial multiplication is the costliest one. We use the memory efficient NTT Alg. 11 from Sect. 5.3.3 to perform polynomial multiplication in the most efficient way. For the chosen parameter set, integer arithmetic operations are performed with respect to a 40-bit modulus $q$. To achieve faster processing through parallelization, we use the Chinese Remainder Theorem (CRT) to split 40-bit arithmetic into two parallel 20 -bit arithmetic operations. We take the modulus $q$ as a product of two 20 -bit primes $q_{0}=878593$ and $q_{1}=890881$. Since both $q_{0}$ and $q_{1}$ are congruent to 1 modulo $2 n$, we use the negative-wrapped convolution for faster

NTT computation. With the application of CRT each operation modulo $q$ during a polynomial arithmetic turns into two parallel 20-bit operations modulo $q_{0}$ and $q_{1}$. Note that the security of the encryption scheme does not get affected by this choice for $q$.

This parallel nature of the algorithm is very useful since the underlying hardware platform is also parallel. Hence two computation threads modulo $q_{0}$ and $q_{1}$ run in parallel. Beside this parallel processing, there is an another advantage of splitting the computation into two half-sized integers. Xilinx Virtex 6 FPGAs have fast but small $25 \times 18$ DSP multipliers. Hence a 20 -bit coefficient can be easily processed by the small DSP multipliers (with some additional logic elements). Moreover smaller integer size is also very helpful to keep a pair of coefficients of a residue polynomial in one BRAM address and reduce the memory access overhead by using Alg. 11. We need only one 36K BRAM slice to store a residue polynomial with two coefficients in one address.

Though CRT allows parallel processing, it has the overhead of inverse-CRT computation whenever the computation demands arithmetic in modulo $q$. For the proposed recryption-box, inverse-CRT is required only during the decoding phase of the FV decryption operation. This is because the decoding operation needs to compare the coefficients with $q / 4$ and $3 q / 4$. However, for our application this inverse-CRT computation is actually not a major overhead since we only need to decode the least significant coefficient of the ciphertext polynomial, and it is known that the remaining coefficients decode to zeros. This is because of the fact that we encrypt only one bit in a ciphertext using the FV homomorphic scheme, and the encrypted bit remains in the least significant coefficient of the ciphertext. Hence we compute the inverse CRT only once. Note that all of the remaining arithmetic operations in the FV encryption and decryption can be performed on the CRT-represented shares.

### 7.4.3 Architecture

The internal architecture of the processor part of the recryption-box is shown in Fig. 7.1. The processor has two symmetric polynomial arithmetic and logic units (PALUs) for performing residue arithmetic modulo $q_{0}$ and $q_{1}$ in parallel. The PALUs are designed following the footprint of the compact ring-LWE encryption architecture in Sect. 5. Each PALU is connected to a memory file that keeps the residue polynomials.


Figure 7.1: Architecture of The Recryption-box

## PALUs

Each PALU has modular multiplier, modular addition and subtraction circuits to perform arithmetic operations on the input coefficients during a polynomial operation. The integer multipliers inside the modular multipliers are implemented using DSP multipliers. For the modular reduction of the integer multiplication result, we have used window based modular reduction technique. This modular reduction technique does not depend on the choice of the 20-bit prime modulus and is thus generic. The critical path of the PALU is through the modular multiplier and then through the addition (or subtraction) circuit. We split the critical path in almost equal delay sections using pipelines and achieve high operating frequency.

During an NTT computation on a residue polynomial, the control logic follows the memory efficient NTT Alg. 11 and processes two coefficient-pairs ( $A[k+$ $j+m / 2], A[k+j])$ and $(A[k+m+j+m / 2], A[k+m+j])$ (i.e. four coefficients) simultaneously excluding the last loop. In this architecture we do not store the fixed twiddle factors, and instead compute them on the fly during an NTT operation. The small $\omega$-ROM stores the $\log (n)$ twiddle factors $\omega_{m}$ to generate the new twiddle factors. The modular multiplier circuit is reused for computing coefficient wise multiplications, and the modular addition/subtraction circuit is reused for coefficient wise addition/subtraction operations during polynomial arithmetic.

### 7.4.4 Inverse CRT

The inverse CRT combines two residues and computes the coefficient modulo $q$. Let $a_{0}$ and $a_{1}$ be the two residues. Then the equation for the inverse CRT computation is shown below.

$$
\begin{equation*}
a=\left[a_{0} \cdot q_{1}^{-1}\right]_{q_{0}} \cdot q_{1}+\left[a_{1} \cdot q_{0}^{-1}\right]_{q_{1}} \cdot q_{0} \quad \bmod q . \tag{7.1}
\end{equation*}
$$

In the above computation $\left[q_{1}^{-1}\right]_{q_{0}}, q_{1},\left[q_{0}^{-1}\right]_{q_{1}}$, and $q_{0}$ are constants. Hence we store these constants in the PALUs. The PALU for the residue $q_{0}$ computes $\left[a_{0} \cdot q_{1}^{-1}\right]_{q_{0}} \cdot q_{1}$ part of Eq. 7.1 and the other PALU computes the remaining part. The first PALU computes in two steps: first it computes $\left[a_{0} \cdot q_{1}^{-1}\right]_{q_{0}}$ using the modular multiplier, then it multiplies this 20 -bit result with $q_{1}$ to get the 40-bit integer multiplication result $\left[a_{0} \cdot q_{1}^{-1}\right]_{q_{0}} \cdot q_{1}$. The other PALU associated with the modulus $q_{1}$ computes $\left[a_{1} \cdot q_{0}^{-1}\right]_{q_{1}} \cdot q_{0}$ in a similar way. These two 40 -bit outputs from the two PALUs are added together using the adder in the Inverse $C R T$ block (Fig. 7.1). Next the 41-bit addition result is reduced by the 40 -bit $q$ by performing one subtraction. The Decode-Encode block in Fig. 7.1 compares
the inverse CRT output with $q / 4$ and $3 q / 4$ and then encodes the coefficient to either 0 or $q / 2$. Note, that this inverse CRT is performed only once as we need to decode-encode only the least significant coefficient in the FV decryption.

### 7.4.5 The memory

The memory of the recryption-box consists of two independent memory files (Fig. 7.1) for the two PALUs. Each of the two memory files contains six RAM blocks M0, M1, M2, M3, M4 and M5, each containing 512 words. The coefficients of residue polynomials are kept as pairs in these RAM words. Each of these six RAM blocks consumes one 36K BRAM slice. During a recryption operation, the box's share of the client's secret key is loaded in M0, and the clients public key is loaded in M1 and M2. Since these keys are constants for a client, they are kept in the NTT domain to avoid unnecessary computation.

In the decryption phase, RAM blocks M3 and M4 are used to store the two polynomials $c_{0}$ and $c_{1}$ of the ciphertext. Hence a forward NTT of M3 is computed followed by a coefficient-wise multiplication of M0 and M3, and then the result is stored in M3. Next an inverse NTT is computed on M3 and this ends the polynomial multiplication in the multiparty decryption operation.

During the encryption phase, the encoded message is kept in M3. The noise polynomial $e_{1}$ is generated in M4, then added with the encoded message and finally the result is kept in M3. Another noise polynomial $u$ is generated in M5. The two polynomial multiplications $p k_{0} \cdot u$ and $p k_{1} \cdot u$ are kept in M4 and M5.

### 7.4.6 The discrete Gaussian sampler

The sampler uses the Knuth-Yao random walk algorithm. It is borrowed from the LPR ring-LWE public key encryption processor of Chap. 5 .

### 7.4.7 The ethernet communication unit

The Xilinx ML605 development board has a single physical networking interface which is wired to the FPGA. This FPGA has four Embedded Tri-Mode Ethernet MAC cores [148] which are present in the silicon of the FPGA (hard-cores). To incorporate such a core in the design, the Xilinx CORE Generator is used to provide wrapper files which help to configure and interface the Ethernet MAC. Because high throughput is required and all the wiring between the
physical interface (PHY) and the MAC on the FPGA are present, the Gigabit media-independent Inteface (GMII) is used.

Using the wrapper files (as generated by the Xilinx IPCore tool) to interface the hard-core MAC provides an easy-to-use interface, consisting of four signals: the data vector (8-bit wide), a data-valid signal, a data-user, and the data-last signal. For a more detailed explanation on these signals and their usage, the reader is referred to the Xilinx documentation [148, 147].

### 7.5 Results

We have implemented the encrypted search (Algorithm 18) as the target application for performance evaluation. The search algorithm is a software program written using high-level C with GMP library for long integer arithmetic, and runs on a powerful server that has $\operatorname{Intel}(\mathrm{R})$ Xeon(R) CPU E5-2687W v3 with 40 cores running at 3.10 GHz . During an encrypted search operation, the search engine, i.e. the server machine sends noisy ciphertexts to the third party recryption-boxes over a gigabit Ethernet channel. The recryption-boxes are implemented on Xilinx FPGA boards ML605, which comes with a mediumsize Virtex 6 FPGA XC6VLX240T and a gigabit Ethernet for the external communication [149].

In this implementation, we have restricted the size of the search table to $2^{16}$ entries. Thus the index of the search table has 16 bit width. We use an 8bit window size in Algorithm 18. With this window size, the index variable in Algorithm 18 consists of two chunks, and hence only one homomorphic multiplication is required per iteration of the search loop. This is also very helpful in reducing the network traffic between the search engine and the recryptionboxes, because the parameter set of the homomorphic scheme supports only one multiplication, and with only one multiplication per iteration of the search loop, the search engine does not need to refresh its encrypted data. The recryptionboxes are required only during the precomputation phase of the encrypted search operation (Algorithm 17). Since this precomputation phase has a very small computation overhead with respect to the actual search loop, the network communication overhead is not a big issue.

The high level software implementation takes 21 seconds to perform one encrypted search operation. To know the actual effect of the proposed recryptionbox assisted encrypted search model, we have also implemented an encrypted search software that does not use the recryption-boxes. The parameter set for this implementation supports the full multiplicative depth of the encrypted search, and has polynomial dimension $n=4096$, modulus size 141 bits, and

Table 7.1: Area of the recryption-box on Xilinx Virtex-6 XC6VLX240T-1FF1156

| Component | Resource | Used | Avail. | Percentage |
| :--- | :--- | ---: | ---: | ---: |
| recryption-box | Slice Registers | 2,684 | 301,440 | $0.9 \%$ |
|  | Slice LUTs | 3,379 | 150,720 | $2.3 \%$ |
|  | BlockRAM36k | 12 | 416 | $2.9 \%$ |
|  | DSP48 | 4 | 768 | $0.5 \%$ |
| Processor | Slice Registers | 1,848 | 301,440 | $0.6 \%$ |
|  | Slice LUTs | 2,751 | 150,720 | $1.8 \%$ |
|  | BlockRAM36k | 12 | 416 | $2.9 \%$ |
|  | DSP48 | 4 | 768 | $0.5 \%$ |

Gaussian distribution parameter $s=11.32$. The security analysis following [7] gives 96 bit security for this parameter set. The software takes 6 minutes and 40 seconds to perform an encrypted search on the same server machine, which is roughly 20 times slower than with the recryption-box.

We have used mixed Verilog and VHDL to describe the recryption-box architecture and have compiled the architecture using the Xilinx ISE 14.7 tool with a constraint file. The area requirements of the recryption-box architectures are shown in Table 7.1. The processor part of the recryption-box consumes around $1.8 \%$ of the slice LUTs and $0.6 \%$ of the registers available in the FPGA. For the recryption-box architectures, the additional area requirement is mostly due to the Ethernet wrapper and the small components that are used to perform the communication between the FPGA and the computer.

The latencies of different operations are shown in Table 7.5. In the design constraint file the operating frequencies of the clocks were set to 125 MHz ; both the Ethernet wrapper and the arithmetic unit run at 125 MHz , but using different clock domains. From the table we see that the most computation intensive operations are NTT and INTT. A decryption operation computes one NTT, one coefficient wise multiplication and one INTT, one coefficient wise addition, inverse CRT followed by a decode-encode of one coefficient. Thus it takes around 0.153 ms . An encryption computes additional discrete Gaussian sampling operations and thus takes slightly more amount of time that the decryption operation. One recryption operation is basically a decryption followed by an encryption and thus takes around 0.428 ms , excluding the cost of data transfer between the FPGA and the host computer. To know the overall time (data exchange + computation) of one recryption operation, we measured the actual timing from the FPGA board using a counter, and found this to be 0.6 ms .

Table 7.2: Latencies and timings at 125 MHz

| Operation | Clocks | Time |
| :--- | ---: | ---: |
| NTT | 7181 | 0.0575 ms |
| INTT | 9910 | 0.0793 ms |
| Coefficient wise add | 1032 | 0.0083 ms |
| Coefficient wise mul | 1040 | 0.0083 ms |
| Gaussian sampling | 1080 | 0.0086 ms |
| Inverse CRT | 28 | 0.0002 ms |
| Decryption | 19191 | 0.153 ms |
| Encryption | 34385 | 0.275 ms |
| Recryption ${ }^{\dagger}$ | 53576 | 0.428 ms |
| ${ }^{\dagger}$ The recryption-box is instantiated in the first mode (i.e. with key switching) |  |  |
| or in the second mode (threshold sharing) with $t h=1$. |  |  |

To get a sense of comparison with the actual bootstrapping operation, we consider the FHE implementation on an Intel Core i7 processor running at 3.4 GHZ in [25]. The authors in [25] implement the FHE scheme over integers and choose a very large parameter set to support the bootstrapping operation. One bootstrapping operation requires 172 s to refresh encrypted data. In comparison, using the proposed single-processor recryption-box we can refresh a ciphertext in only 0.6 ms ; this is roughly $2.8 \times 10^{5}$ times faster than the bootstrapping operation in [25]. Moreover the efficiency gain is not only restricted to the cleaning of the encrypted data. The large parameter set used in [25] also slows down the homomorphic multiplication and addition operations. One homomorphic multiplication in [25] takes 0.72 s ; whereas for our parameter set it takes roughly 11 ms on a single core running at 3.1 GHZ .

### 7.6 Summary

In this chapter we have proposed a recryption-box model to assist fully homomorphic function evaluation. This recryption-box is used to bypass the costly bootstrapping operation and achieve an order of magnitude speedup in homomorphic evaluation time. We described two possible instantiations of the recryption-box and analyzed their security and ease of use. In our opinion, the main advantage of the recryption-box is that the costly bootstrapping mechanism is no longer required, and therefore with this we can reduce the parameters of the somewhat homomorphic encryption scheme and achieve near practical evaluation time. We demonstrated the soundness of our proposal by
implementing a recryption-box assisted encrypted search that achieves nearly twenty times speedup with respect to an implementation that does not use a recryption-box.

## Chapter 8

## Conclusions and future work

In this chapter we summarize the contributions of this thesis and point out some of the possible future directions.

### 8.1 Conclusions

Strong ECC is feasible on IoT. Efficient implementations of elliptic-curve cryptography (ECC) targeting different application requirements have received interest for over two decades. However the proposals for implementing ECC on tiny devices focused predominately on 163-bit elliptic-curves which provide only 80 -bit security. Feasibility of larger elliptic-curves on such devices was not investigated. In this thesis we designed a 140-bit secure lightweight ECC architecture based on a 283-bit Koblitz curve with countermeasures against timing and power side channel attacks. When instantiated as a coprocessor of commercial 16-bit microcontrollers, the ECC architecture consumes only 4.3 KGE, showing its potential use in low-end Internet of things (IoT) devices.

Ring-LWE-based PKC is fast. Construction of public-key cryptography (PKC) primitives that are secure against quantum computers is a very recent topic. In this thesis we investigated the implementation aspects of publickey encryption based on the ring learning with errors (ring-LWE) problem, which is presumed to be secure against quantum computers. We analyzed the arithmetic primitives, namely discrete Gaussian sampling and polynomial arithmetic. We showed that high precision discrete Gaussian sampling can be
implemented in hardware using a very small amount of resources following an adaptation of the Knuth-Yao algorithm. Our sampler architecture is also very fast. For polynomial multiplication, we used the NTT method coupled with additional optimizations in the computation steps and the architecture. As a result of our design decisions and optimization strategies, the implemented public-key encryption processor achieves very fast computation time ( $48 / 21 \mu s$ per encryption/decryption) while using minimum area and memory.

Hardware accelerates SHE, yet not enough. When we started this research, very few publications existed on implementing homomorphic encryption schemes in hardware. We designed the first hardware architecture of the building blocks required for the ring-LWE-based homomorphic encryption scheme YASHE. To accelerate the arithmetic on large polynomials with large coefficient size, we proposed computational and architectural optimizations. For a proof of concept implementation on a Xilinx ML605 board, it turned out that the arithmetic operations can be accelerated using the FPGA; but the large data transfer which happens between the FPGA and the external memory, slows down the speed. With a more advanced memory interface and a larger FPGA, we can achieve significant speedup with respect to software implementations. But even then, the speedup will not be able to make homomorphic encryption fast enough for deployment on cloud computers.

With some trust, FHE is close to being practical. Since hardware accelerators are not fast enough, we designed a special hardware module called recryption box to assist homomorphic function evaluation. The security of this module is related to the security of a multiparty computation scheme; hence there is a certain amount of trust involved. We evaluated encrypted search as an example application, and observed that the recryption box can accelerate the encrypted search by a factor of twenty.

### 8.2 Future works

ECC-ring-LWE hybrid schemes. There are new publications [20, 19] that propose hybrid public-key schemes for present-day applications: ring-LWE for public-key encryption or key exchange and ECC for digital signature. The idea is that encryption or key exchange schemes should remain secure against future quantum computing attacks; whereas for digital signature based authentication schemes, security against the existing cryptanalysis techniques is sufficient. Hence it would be interesting to design a unified cryptoprocessor by combining
the Koblitz curve processor of Chap. 3 with with the ring-LWE-based public-key encryption processor of Chap. 5.

Post-quantum digital signature schemes. In this thesis we investigated the implementation aspects of ring-LWE-based public-key and homomorphic encryption schemes. There are several post-quantum digital signature schemes that work on polynomial rings. The main challenge in some of these schemes is that they require sampling from a discrete Gaussian distribution with large standard deviation. Pöppelmann, Ducas and Güneysu [103] showed how to efficiently sample from such wide distributions. Still it will be interesting to develop more efficient sampling algorithms that achieve better performance. New signature schemes, such as TESLA [8], do not require Gaussian sampling during signature generation. It will be interesting to evaluate their performance on hardware platforms.

Post-quantum cryptography for IoT. From this thesis we can conclude that ring-LWE problem based public-key cryptography is as computationally intensive as the classical schemes. IoT devices are constrained by the amount of available resources such as computation capability, storage or memory, power and energy consumption.

In this research, we mainly investigated the implementation aspects of ring-LWEbased post-quantum public-key cryptography and performed implementation specific optimizations targeting fast computation time. An interesting direction for future work would be to investigate lightweight design methodology taking into account the limitations of IoT devices such as small silicon area and low energy/power consumption. This would require mathematical or systemlevel optimizations and modifications tailored towards IoT. Ring-LWE-based cryptography relies a lot on polynomial arithmetic. Hence it would be interesting to design algorithms that could perform polynomial arithmetic by consuming a very small amount of resources.

Customized FPGAs for homomorphic schemes. In this thesis we found that the memory access overhead is the main factor in restricting the speed of homomorphic evaluation using FPGAs. Hence designing of FPGAs specific to homomorphic function evaluation will be an interesting future research. For e.g., if FPGAs are manufactured with sufficient amount of on-chip memory to store two ciphertexts, then the overhead of external memory access could be reduced significantly. Beside this, integration of a cache memory to the FPGA chip would enable prefetching of data from the slower external memory, and hence would reduce the time spent in the external communication.

Protection against physical attacks. In this thesis we developed efficient algorithms and architectures for ring-LWE-based cryptographic schemes. Designing of countermeasures against side channel and fault attacks would be a very interesting future research.

Effect of bias in randomness on Gaussian sampling. The discrete Gaussian sampler requires random numbers. Any bias in the randomness would result in a large statistical distance to the accurate Gaussian distribution, and this could be exploited by an attacker. Hence it would be interesting to study the effect of a biased random number generator on the Gaussian sampling.

## Appendix A

## High speed scalar conversion for Koblitz curves

Here we show that optimization tricks similar to Sect. 3.2 can be applied to design a high speed scalar conversion algorithm. We choose the high-speed variant of the lazy reduction algorithm [62] known as the double lazy reduction. The algorithm is based on the fact that division by $\tau^{2}$ is also easy to perform in hardware following Theorem 2 in Sect. 2.2.1. During a scalar reduction, the algorithm performs repeated divisions by $\tau^{2}$ for $(m-1) / 2$ number of times. As a result, the cycle requirement reduces to nearly half compared to the lazy reduction. The computational steps performed in the double lazy reduction are shown in Alg. 19.

## Elimination of long subtractions for nonzero remainders

In line 6 of Alg. 19, remainders $u_{0}$ and $u_{1} \in\{0,1\}$ are subtracted from $d_{0}$ and $d_{1}$. We observe that the subtractions are easy in some cases. For example, when $d_{0} \equiv 1(\bmod 4)$ and $2 d_{1} \equiv 0(\bmod 4)\left(\right.$ i.e. $u_{0}=1$ and $\left.u_{1}=0\right)$, the subtraction of $u_{0}$ from $d_{0}$ is equivalent to changing the least significant bit of $d_{0}$ from 1 to 0 . Hence, in this case the long subtraction can be replaced by a bit alteration. However, when carry propagations are involved with long subtractions, alteration of few specific bits do not work as a replacement. For example, when $d_{0} \equiv 3(\bmod 4)$ and $2 d_{1} \equiv 0(\bmod 4)$ (i.e. when $u_{0}=1$ and $u_{1}=1$ ), a long subtraction appears. Use of signed remainder set $u_{0}$ and $u_{1} \in\{0, \pm 1\}$ helps to a certain extent in eliminating the long subtractions of

```
Algorithm 19: Fast scalar reduction from [62]
Input: integer \(k\)
Output: reduced scalar \(\gamma\)
begin
    \(\left(a_{0}, a_{1}\right) \leftarrow(1,0),\left(b_{0}, b_{1}\right) \leftarrow(0,0),\left(d_{0}, d_{1}\right) \leftarrow(k, 0) ;\)
    for \(i=1\) to \((m-1) / 2\) do
            \(u \leftarrow\left(d_{0}-2 d_{1}\right) \bmod 4 ;\)
            \(u_{0} \leftarrow u \bmod 2, u_{1} \leftarrow\lfloor u / 2\rfloor ;\)
            \(d_{0} \leftarrow d_{0}-u_{0}, d_{1} \leftarrow d_{1}-u_{1} ;\)
            \(\left(d_{0}, d_{1}\right) \leftarrow\left(\left(-d_{0}-2 d_{1}\right) / 4,-\left(-d_{0}+2 d_{1}\right) / 4\right) ;\)
            if \(u>0\) then
                \(b_{0} \leftarrow\left(b_{0}+u_{0} a_{0}-2 u_{1} a_{1}\right) ;\)
                    \(b_{1} \leftarrow b_{1}+u_{0} a_{1}+u_{1}\left(a_{0}-a_{1}\right) ;\)
            end
            \(\left(a_{0}, a_{1}\right) \leftarrow\left(-2\left(a_{0}-a_{1}\right),-a_{0}-a_{1}\right) ;\)
        end
        if \(d_{0} \equiv 1(\bmod 2)\) then
            \(u \leftarrow 1, d_{0} \leftarrow d_{0}-1 ;\)
            \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}+a_{0}, b_{1}+a_{1}\right) ;\)
        end
        \(\left(d_{0}, d_{1}\right) \leftarrow\left(-d_{0} / 2+d_{1},-d_{0} / 2\right) ;\)
        \(\gamma \leftarrow\left(b_{0}+d_{0}, b_{1}+d_{1}\right) ;\)
end
```

nonzero remainders for such cases. Table A. 1 shows how the signed remainders are generated during the reduction steps depending on the low bits of $d_{0}$ and $2 d_{1}$. It can be noticed from the table that, except Case 4 , subtractions of the $u_{0}$ and $u_{1}$ from $d_{0}$ and $d_{1}$ involve no carry propagation and thus can be replaced by alterations of the low bits in $d_{0}$ and $d_{1}$.

For Case 4, if we perform the subtraction of $u_{0}=-1$ in line 7 of Alg. 19 instead of line 6 (i.e. we put $d_{0}+1$ in place of $d_{0}$ ), then we have the following observation.

$$
\begin{aligned}
& d_{0} \leftarrow-\frac{2 d_{1}+\left(d_{0}+1\right)}{4} \\
& d_{1} \leftarrow-\frac{2 d_{1}-\left(d_{0}+1\right)}{4}
\end{aligned}
$$

Table A.1: Signed remainders during reduction of scalar

| Cases | $d_{0}(\bmod 4)$ | $2 d_{1}(\bmod 4)$ | $u_{0}$ | $u_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 |
| 2 | 1 | 0 | 1 | 0 |
| 3 | 2 | 0 | 0 | -1 |
| 4 | 3 | 0 | -1 | 0 |
| 5 | 0 | 2 | 0 | 1 |
| 6 | 1 | 2 | -1 | 0 |
| 7 | 2 | 2 | 0 | 0 |
| 8 | 3 | 2 | 1 | 0 |

This is equivalent to taking carry/borrow inputs in the adder/subtracter circuits during the computations of $d_{0}$ and $d_{1}$. This is shown below.

$$
\begin{aligned}
& d_{0} \leftarrow-\frac{2 d_{1}+d_{0}+(\text { Carry input }=1)}{4} \\
& d_{1} \leftarrow-\frac{2 d_{1}-d_{0}-(\text { Borrow input }=1)}{4}
\end{aligned}
$$

From the observations presented in this subsection, we draw the conclusion that the long subtractions of the nonzero remainders can be eliminated by changing the low order bits of $d_{0}$ and $d_{1}$ or by considering carry/borrow inputs to the adder/subtracter circuits.

## Elimination of subtractions from zero

In line 7 of Alg. 19, a subtraction from zero is required for $d_{0}$ after computing $2 d_{1}+d_{0}$ (Eq. A.1).

$$
\begin{equation*}
\left(d_{0}, d_{1}\right) \leftarrow\left(-\frac{2 d_{1}+d_{0}}{4},-\frac{2 d_{1}-d_{0}}{4}\right) \tag{A.1}
\end{equation*}
$$

We eliminate the subtraction from zero using the following scheme. Instead of Eq. A.1, we compute Eq. A.2.

$$
\begin{equation*}
\left(d_{0}, d_{1}\right) \leftarrow\left(\frac{2 d_{1}+d_{0}}{4}, \frac{2 d_{1}-d_{0}}{4}\right) \tag{A.2}
\end{equation*}
$$

The results from Eq. A. 1 and A. 2 have opposite signs, but same magnitudes. So, when Eq. A. 1 and A. 2 are computed inside the for-loop in Alg. 19 for
an even number of times, the results of the equations are same; otherwise the results have opposite signs.

The same trick is applied to eliminate the subtractions from zero during the computation of ( $a_{0}, a_{1}$ ) in line 12 of Alg. 19. Instead of computing Eq. A. 3

$$
\begin{equation*}
\left(a_{0}, a_{1}\right) \leftarrow\left(-2\left(a_{0}-a_{1}\right),-\left(a_{0}+a_{1}\right)\right) \tag{A.3}
\end{equation*}
$$

we compute Eq. A.4.

$$
\begin{equation*}
\left(a_{0}, a_{1}\right) \leftarrow\left(2\left(a_{0}-a_{1}\right),\left(a_{0}+a_{1}\right)\right) \tag{A.4}
\end{equation*}
$$

After completion of the for-loop, one subtraction from zero is required to make the signs correct for $\left(a_{0}, a_{1}\right)$ when $(m-1) / 2$ is odd. This subtraction from zero can be eliminated if we compute Eq. A. 5 in line 16 of Alg. 19.

$$
\begin{equation*}
\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}-a_{0}, b_{1}-a_{1}\right) \tag{A.5}
\end{equation*}
$$

The improved high-speed scalar reduction algorithm is described in Alg. 20.

```
Algorithm 20: New Reduction Algorithm
Input: integer \(k\)
Output: reduced scalar \(\gamma\)
begin
    \(\left(a_{0}, a_{1}\right) \leftarrow(1,0),\left(b_{0}, b_{1}\right) \leftarrow(0,0),\left(d_{0}, d_{1}\right) \leftarrow(k, 0) ;\)
    /* Iterative divisions by \(\tau^{2}\) start here */ ;
    for \(i=1\) to \((m-1) / 2\) do
        \(u \leftarrow\left(d_{0}-2 d_{1}\right) \bmod 4\);
        \(\left(u_{0}, u_{1}\right) \leftarrow\) Table 1 ;
        \(\left(d_{0}, d_{1}\right) \leftarrow\) AlterLowBits \(\left(d_{0}, d_{1}\right)\);
        if Case 4 is True then
            \((B, C) \leftarrow(1,1) /^{*}\) Borrow and Carry Inputs */
        end
        else
            \((B, C) \leftarrow(0,0)\)
            end
            \(\left(d_{0}, d_{1}\right) \leftarrow\left(\left(2 d_{1}+d_{0}+C\right) / 4,\left(2 d_{1}-d_{0}-B\right) / 4\right) ;\)
            if \(u>0\) then
                \(b_{0} \leftarrow\left(b_{0}+u_{0} a_{0}-2 u_{1} a_{1}\right) ;\)
                \(b_{1} \leftarrow\left(b_{1}+u_{0} a_{1}+u_{1}\left(a_{0}-a_{1}\right)\right) ;\)
            end
            \(\left(a_{0}, a_{1}\right) \leftarrow\left(2\left(a_{0}-a_{1}\right), a_{0}+a_{1}\right) ;\)
    end
    /* Iterative divisions by \(\tau^{2}\) finish here */;
    if \(d_{0} \equiv 1(\bmod 2)\) then
        \(d_{0} \leftarrow\) AlterLeastBit( \(\left.d_{0}\right)\);
        if \(\frac{m-1}{2} \equiv 0(\bmod 2)\) then
            \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}+a_{0}, b_{1}+a_{1}\right) ;\)
            end
            else
                \(\left(b_{0}, b_{1}\right) \leftarrow\left(b_{0}-a_{0}, b_{1}-a_{1}\right) ;\)
            end
    end
    \(\left(d_{0}, d_{1}\right) \leftarrow\left(\left(2 d_{1}-d_{0}\right) / 2, d_{0} / 2\right) \quad /^{*}\) Final division by \(\tau^{*} /\);
    if \(\frac{m-1}{2} \equiv 0(\bmod 2)\) then
        | \(\gamma \leftarrow\left(b_{0}+d_{0}, b_{1}-d_{1}\right)\);
    end
    else
        \(\gamma \leftarrow\left(b_{0}-d_{0}, b_{1}+d_{1}\right) ;\)
    end
end
```


## A. 1 Improved double digit $\tau$ NAF generation

In [62], two consecutive $\tau$ NAF digits are generated in a single step from the reduced scalar $d_{0}+\tau d_{1}$ by performing divisions by $\tau^{2}$. The authors call the NAF as double $\tau N A F$. Table A. 2 shows how the consecutive $\tau$ NAF digits $r_{0}$ and $r_{1}$ are generated by observing the low order bits of $d_{0}$ and $d_{1}$. Similar to Section 3.2.1, we eliminate the subtractions of nonzero remainders from $d_{0}$ and $d_{1}$ during the $\tau$ NAF generation process.

From Table A.2, we see that for the cases 2, 3.B, 3.C, 3.D, 5.A, 5.B, 5.D, 6 and

Table A.2: NAF Generation for $\mu=-1$

| Cases | $d_{0}(\bmod 4)$ | $2 d_{1}(\bmod 4)$ | $d_{0}(\bmod 8)$ | $2 d_{1}(\bmod 8)$ | $r_{0}$ | $r_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 |  |  | 0 | 0 |
| 2 | 1 | 0 |  |  | 1 | 0 |
| $3 . \mathrm{A}$ | 2 | 0 | 2 | 0 | 0 | 1 |
| $3 . \mathrm{B}$ | 2 | 0 | 6 | 0 | 0 | -1 |
| $3 . \mathrm{C}$ | 2 | 0 | 2 | 4 | 0 | -1 |
| $3 . \mathrm{D}$ | 2 | 0 | 6 | 4 | 0 | 1 |
| 4 | 3 | 0 |  |  | -1 | 0 |
| $5 . \mathrm{A}$ | 0 | 2 | 0 | 2 | 0 | 1 |
| $5 . \mathrm{B}$ | 0 | 2 | 4 | 2 | 0 | -1 |
| $5 . \mathrm{C}$ | 0 | 2 | 0 | 6 | 0 | -1 |
| $5 . \mathrm{D}$ | 0 | 2 |  | 6 | 0 | 1 |
| 6 | 1 | 2 |  |  | -1 | 0 |
| 7 | 2 | 2 |  |  | 0 | 0 |
| 8 | 3 | 2 |  |  | 1 | 0 |

8 , the subtractions of nonzero remainders from $d_{0}$ or $d_{1}$ affect only the low order bits of $d_{0}$ and $d_{1}$. For the above cases, the long subtractions are replaced by cheaper bit alterations in $d_{0}$ and $d_{1}$. Subtraction of $r_{0}=-1$ in Case 4 in Table A. 2 can be handled in the same way we did for Case 4 in Table A. 1 (Sect. 20).

In Case 3.A, the subtraction of $r_{1}=1$ from $d_{1}$ involves borrow propagation and thus may affect all the bits of $d_{1}$. If we incorporate this subtraction in the next step where we perform the division by $\tau^{2}$, then by putting $d_{1}-1$ in place of $d_{1}$ in Eq. A.1, we have the following observation.

$$
\begin{align*}
\left(d_{0}, d_{1}\right) & \leftarrow\left(-\frac{2\left(d_{1}-1\right)+d_{0}}{4},-\frac{2\left(d_{1}-1\right)-d_{0}}{4}\right) \\
& \leftarrow\left(-\frac{2 d_{1}+\left(d_{0}-2\right)}{4},-\frac{2 d_{1}-\left(d_{0}+2\right)}{4}\right) \tag{A.6}
\end{align*}
$$

Thus we find that the subtraction of $r_{1}$ from $d_{1}$ is equivalent to the addition or subtraction of two with $d_{0}$. As $d_{0} \equiv 2(\bmod 8)$, the subtraction or addition of 2 changes only the three low bits of $d_{0}$.

In Case 5.C, the subtraction of $r_{1}=-1$ from $d_{1}$ involves carry propagation. When we put $d_{1}+1$ in place of $d_{1}$ in Eq. A.1, we have the following observation.

$$
\begin{align*}
\left(d_{0}, d_{1}\right) & \leftarrow\left(-\frac{2\left(d_{1}+1\right)+d_{0}}{4},-\frac{2\left(d_{1}+1\right)-d_{0}}{4}\right) \\
& \leftarrow\left(\frac{2 \bar{d}_{1}-d_{0}}{4}, \frac{2 \bar{d}_{1}+d_{0}}{4}\right) \tag{A.7}
\end{align*}
$$

```
Algorithm 21: New \(\tau\) NAF Generation Algorithm
Input: Reduced Scalar \(\gamma=d_{0}+\tau d_{1}\)
Output: \(\tau \mathrm{NAF}(\gamma)\)
begin
    \(S \leftarrow\rangle \quad / *\) Used to store \(\tau\) NAF */;
    Sign \(\leftarrow 0 \quad / *\) Used to keep sign of \(\left(d_{0}, d_{1}\right)^{*} /\);
    while \(d_{0} \neq 0\) or \(d_{1} \neq 0\) do
        \(\left(r_{0}, r_{1}\right) \leftarrow\) Table \(2 ;\)
        \(\left(d_{0}, d_{1}\right) \leftarrow\) AlterLowBits \(\left(d_{0}, d_{1}\right)\) in Sect. A. 1 ;
        \((B, C) \leftarrow(0,0) \quad / *\) Borrow and Carry Inputs */;
        if Sign \(=1\) then
            \(\left(r_{0}, r_{1}\right) \leftarrow\left(-r_{0},-r_{1}\right) ;\)
            end
            Prepend \(\left(r_{1}, r_{0}\right)\) to \(S \quad / * \tau\) NAF digits */;
            if Case 4 True then
                    \((B, C) \leftarrow(1,1)\)
            end
            if Case 5.C True then
                \(\left(d_{0}, d_{1}\right) \leftarrow\left(\frac{2 \bar{d}_{1}-d_{0}}{4}, \frac{2 \bar{d}_{1}+d_{0}}{4}\right) ;\)
                    Sign \(\leftarrow\) Sign ;
            end
            else
                \(\left(d_{0}, d_{1}\right) \leftarrow\left(\frac{2 d_{1}+d_{0}+C}{4}, \frac{2 d_{1}-d_{0}-B}{4}\right) ;\)
                    Sign \(\leftarrow 1 \oplus \operatorname{Sign} ;\)
        end
    end
end
```

So, using one's complement of $d_{1}$ in Case 5 .C, we eliminate the long subtraction of $r_{1}$ from $d_{1}$. Computing one's complement in hardware platform is easy as all the bits of $d_{1}$ can be altered in parallel.

Algorithm 21 describes the steps of the new $\tau$ NAF generation technique. Only one addition or subtraction operations are performed on $d_{0}$ and $d_{1}$ during division by $\tau^{2}$ in any iteration. Thus, for the $\tau$ NAF generation part of the scalar conversion, presence of only one adder/subtracter circuits in the critical paths of $d_{0}$ and $d_{1}$ is sufficient.

## A. 2 Hardware architecture

We use these optimizations to design a high-speed and pipelined scalar conversion architecture. The architecture is described in details our publication

Sujoy Sinha Roy, Junfeng Fan, Ingrid Verbauwhede. Accelerating Scalar Conversion for Koblitz Curve Cryptoprocessors on Hardware Platforms In IEEE Transactions on Very Large Scale Integration (VLSI) Systems, vol. 23,
no. 5, pp. 810-818, May 2015.

We would like to mention that the high-speed architecture is a proof of concept implementation and is not resistant against side channel attacks.

Table A.3: Performance results on Xilinx Virtex 4 FPGA

| Work | Slices | Freq <br> MHz | Reduction <br> Time $(\mu s)$ | Conversion <br> Time $(\mu s)$ |
| :---: | :---: | :---: | :---: | :---: |
| Brumley et. al.[62] | 1671 | 65.9 | 4.3 | 8.6 |
| Adikari et. al.[62] | 1998 | 65.1 | 2.2 | 4.4 |
| Our implementation | 1814 | 107 | 1.3 | 2.6 |

## A. 3 Implementation results

Table A. 3 shows the performance of our high-speed scalar conversion architecture for K-283. Results were obtained from Xilinx ISEv12.2 tool after place and route analysis with optimization for speed. The conversion time is the total time required for the scalar reduction and the complete $\tau$ NAF generation.

## Appendix B

## Implementation of operations used by algorithm 6

The operations required by Alg. 6 are implemented by combining an FSM and a program ROM. The program ROM includes subprograms for all operations of Alg. 6 and the FSM sets the address of the ROM to the first instruction of the subprogram according the phase of the algorithm and $t_{i+1}, t_{i}$.

Table B. 1 shows the contents of the program ROM. The operations required by Alg. 6 are in this ROM as follows:

- Line 0 obtains the next bits of the zero-free representation.
- Lines 1-23 perform the precomputation that computes $\left(x_{+1}, y_{+1}\right)=$ $\phi(P)+P$ and $\left(x_{-1}, y_{-1}\right)=\phi(P)-P$.
- Line 24 computes the negative of $Q$ during the initialization and Line 25 is the corresponding dummy operation.
- Lines 26-28 randomize the projective coordinates of $Q$ by using the random $r \in \mathbb{F}_{2^{283}}$ which is stored in $Z$.
- Lines 29-34 compute two Frobenius endomorphisms for $Q$.
- Lines 35-37 set $\left(x_{p}, y_{p}\right) \leftarrow\left(x_{+1}, y_{+1}\right)=\phi(P)+P$ and compute the $y$-coordinate of its negative to $y_{m}$.
- Lines 38-40 set $\left(x_{p}, y_{p}\right) \leftarrow\left(x_{-1}, y_{-1}\right)=\phi(P)-P$ and compute the $y$-coordinate of its negative to $y_{m}$.

Table B.1: The program ROM includes instructions for the following operations

| 0 Convert ( $k$ ) | $20 y_{-1} \leftarrow y_{-1} \times T_{1}$ | $40 y_{m} \leftarrow x_{-1}+y_{-1}$ | $60 T_{2} \leftarrow x_{p} \times Z$ |
| :---: | :---: | :---: | :---: |
| $1 x_{+1} \leftarrow X^{2}$ | $21 y_{-1} \leftarrow y_{-1}+x_{-1}$ | $41 x_{p} \leftarrow x_{+1}$ | $61 T_{2} \leftarrow T_{2}+X$ |
| $2 y_{+1} \leftarrow Y^{2}$ | $22 y_{-1} \leftarrow y_{-1}+Y$ | $42 y_{m} \leftarrow y_{+1}$ | $62 Y \leftarrow Y+Z$ |
| $3 x_{+1} \leftarrow X+x_{+1}$ | $23 y_{-1} \leftarrow y_{-1}+X$ | $43 y_{p} \leftarrow x_{+1}+y_{+1}$ | $63 Y \leftarrow Y \times T_{2}$ |
| $4 x_{-1} \leftarrow x_{+1}^{-1}$ | $24 Y \leftarrow X+Y$ | $44 x_{p} \leftarrow x_{-1}$ | $64 T_{1} \leftarrow Z^{2}$ |
| $5 T_{1} \leftarrow Y+y_{+1}$ | $25 T_{1} \leftarrow X+Y$ | $45 y_{m} \leftarrow y_{-1}$ | $65 T_{1} \leftarrow T_{1} \times y_{m}$ |
| $6 y_{-1} \leftarrow T_{1} \times x_{-}$ | $26 X \leftarrow X \times Z$ | $46 y_{p} \leftarrow x_{-1}+y_{-1}$ | $66 Y \leftarrow Y+T_{1}$ |
| $7 T_{1} \leftarrow y_{-1}^{2}$ | $27 T_{1} \leftarrow Z^{2}$ | $47 T_{1} \leftarrow Z^{2}$ | $67 x_{+1} \leftarrow Z$ |
| $8 T_{1} \leftarrow T_{1}+y_{-1}$ | $28 Y \leftarrow Y \times T_{1}$ | $48 T_{1} \leftarrow T_{1} \times y_{p}$ | $68 x_{-1} \leftarrow x_{+1}^{-1}$ |
| $9 x_{+1} \leftarrow T_{1}+x_{+1}$ | $29 Y \leftarrow Y^{2}$ | $49 T_{1} \leftarrow T_{1}+Y$ | $69 X \leftarrow X \times x_{-1}$ |
| $10 T_{1} \leftarrow x_{+1}+X$ | $30 Y \leftarrow Y^{2}$ | $50 T_{2} \leftarrow Z \times x_{p}$ | $70 x_{-1} \leftarrow x_{-1}^{2}$ |
| $11 y_{+1} \leftarrow T_{1}+y_{-1}$ | $31 X \leftarrow X^{2}$ | $51 T_{2} \leftarrow T_{2}+X$ | $71 Y \leftarrow Y \times x_{-1}$ |
| $12 y_{+1} \leftarrow y_{+1}+x_{+1}$ | $32 X \leftarrow X^{2}$ | $52 X \leftarrow T_{2}^{2}$ | $72 X \leftarrow x_{+1}$ |
| $13 y_{+1} \leftarrow y_{+1}+Y$ | $33 Z \leftarrow Z^{2}$ | $53 X \leftarrow X+T_{1}$ | $73 Y \leftarrow y_{+1}$ |
| $14 x_{-1} \leftarrow x_{-1} \times X$ | $34 Z \leftarrow Z^{2}$ | $54 T_{2} \leftarrow T_{2} \times Z$ | $74 X \leftarrow x_{-1}$ |
| $15 y_{-1} \leftarrow y_{-1}+x_{-1}$ | $35 x_{p} \leftarrow x_{+1}$ | $55 X \leftarrow X \times T_{2}$ | $75 Y \leftarrow y_{-1}$ |
| $16 T_{1} \leftarrow x_{-1}^{2}$ | $36 y_{p} \leftarrow y_{+1}$ | $56 Y \leftarrow T_{1} \times T_{2}$ | $76 T_{1} \leftarrow x_{+1}$ |
| $17 x_{-1} \leftarrow x_{-1}+T_{1}$ | $37 y_{m} \leftarrow x_{+1}+y_{+1}$ | $57 T_{1} \leftarrow T_{1}^{2}$ | $77 T_{2} \leftarrow y_{+1}$ |
| $18 x_{-1} \leftarrow x_{-1}+x_{+1}$ | $38 x_{p} \leftarrow x_{-1}$ | $58 X \leftarrow X+T_{1}$ |  |
| $19 T_{1} \leftarrow x_{-1}+X$ | $39 y_{p} \leftarrow y_{-1}$ | $59 Z \leftarrow T_{2}^{2}$ |  |

- Lines 41-43 compute $\left(x_{p}, y_{p}\right) \leftarrow-\left(x_{+1}, y_{+1}\right)=-\phi(P)-P$ and set the $y$-coordinate of its negative to $y_{m}$.
- Lines 44-46 compute $\left(x_{p}, y_{p}\right) \leftarrow-\left(x_{-1}, y_{-1}\right)=-\phi(P)+P$ and set the $y$-coordinate of its negative to $y_{m}$.
- Lines 47-66 compute the point addition $(X, Y, Z) \leftarrow(X, Y, Z)+\left(x_{p}, y_{p}\right)$ in López-Dahab coordinates using the equations from [5].
- Lines $67-71$ recover the affine coordinates of $Q$ by computing $(X, Y) \leftarrow$ $\left(X / Z, Y / Z^{2}\right)$.
- Lines $72-73$ and lines $74-75$ initialize $Q$ with $\left(x_{+1}, y_{+1}\right)$ and $\left(x_{-1}, y_{-1}\right)$, respectively, and lines $76-77$ perform a dummy operation for these operations.

Point addition and point subtraction are computed with exactly the same sequence of operations. This is achieved by introducing an initialization which sets the values of three internal variables $x_{p}, y_{p}$, and $y_{m}$ according to Table B. 2
(these are in lines 35-46 in Table B.1). This always requires two copy instructions followed by an addition. After this initialization, both point addition and point subtraction are computed with a common sequence of operations which adds the point $\left(x_{p}, y_{p}\right)$ to $Q$. The element $x_{m}$ is the $y$-coordinate of the negative of $\left(x_{p}, y_{p}\right)$ and it is also used during the point addition.

Table B.2: Initialization of point addition and point subtraction

| $t_{i+1}, t_{i}$ | 1 st | 2 nd | 3 rd |
| :---: | :---: | :---: | :---: |
| $+1,+1$ | $x_{p} \leftarrow x_{+1}$ | $y_{p} \leftarrow y_{+1}$ | $y_{m} \leftarrow x_{+1}+y_{+1}$ |
| $+1,-1$ | $x_{p} \leftarrow x_{-1}$ | $y_{p} \leftarrow y_{-1}$ | $y_{m} \leftarrow x_{-1}+y_{-1}$ |
| $-1,+1$ | $x_{p} \leftarrow x_{-1}$ | $y_{m} \leftarrow y_{-1}$ | $y_{p} \leftarrow x_{-1}+y_{-1}$ |
| $-1,-1$ | $x_{p} \leftarrow x_{+1}$ | $y_{m} \leftarrow y_{+1}$ | $y_{p} \leftarrow x_{+1}+y_{+1}$ |
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