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Manufacturers strive to rapidly develop novel products and offer solutions that 

meet the emerging customer needs. The Lead User Method, emerging from 

studies on sources of innovation by the scientific community, offers a validated 

approach to identify users with innovation ideas to support rapid and successful 

new product development process. The approach has been more recently applied 

on online communities, where collection and analysis of rich user data are 

performed by expert practitioners. In this paper, feature extraction techniques are 

outlined, that enable automated classification and identification of lead users that 

are present in online communities. The authors describe two case studies to 

construct a classification model that is then used to identify online lead users for 

confectionery products, and to evaluate the outlined feature extraction 

techniques. The presented research points to opportunities in automated 

identification within the lead user approach that further reduce the resource and 

time costs. 

Keywords: lead user identification; data mining; social networks; design 

management 

 

1 Introduction 

In a rapidly evolving marketplace, manufacturers strive to speedily uncover emerging 

customer needs, and to develop, and offer solutions that meet those needs. Defining 

future market needs is challenging to manufacturing teams, as explained by functional 

fixedness, where the understanding and evaluation of the product challenges are 



bounded by the person’s actual experiences in using a product (Allen & Marquis, 1964; 

Von Hippel, 1988; Chrysikou & Weisberg, 2005; Gavetti et al., 2005). Extensive 

research into consumer engagement in innovation activities has shown that a very small 

subgroup of customers called lead users, experiences needs ahead of the marketplace 

and stands to benefit greatly by finding solutions to meet those needs (Von Hippel, 

1988; Churchill et al. 2009). Lead users can provide an insight into the emerging trends 

and they invest time and effort in uncovering beneficial and successful and 

commercially attractive solutions (Lüthje & Herstatt, 2004), with a significant portion 

of innovation accomplished by this subgroup of customers (Olson & Bakke, 2001; 

Schreier & Prügl, 2008). 

As the product lifecycle is getting shorter and shorter (Guveritz, 1983; Pine, 

1993; Dodgson, 2000), the producers have little time to identify and engage human 

resources like the lead users. The direction maintained in the established methodologies 

is employment of human resources to manually collect and analyse vast amounts of user 

data, resulting in significant costs in time and resources in identification of lead users. 

Advancements in data mining techniques signal opportunities towards minimizing 

resource and time costs, where identification of valuable human resources is automated 

and can be a matter of minutes instead of several weeks. Therefore, an automated 

systematic approach utilizing data mining techniques to identify online lead users is 

advocated by the authors. The two main phases in identification are: (1) gathering of the 

appropriate criteria or features for the purpose of the innovation project; and (2) 

screening of users and identifying lead users that meet these criteria (Bilgram et al., 

2008). In this paper, the first phase is addressed, where the focus of the discussion is the 

set of techniques for automated extraction of user attributes or features from online data. 

To respond to the lack of automated and systematic user information retrieval for the 



purpose of identifying online human resources at the fuzzy front end of the product 

design, the aim of this paper is twofold:  

I. State and specify the techniques for extraction of user features through 

online media essential for the systematic identification of lead users. 

II. Present case studies for a systematic approach utilizing the outlined 

feature extraction techniques. 

The presented feature extraction techniques are meant to provide an example 

effective set for identification of online lead users. 

Based on a literature study, summarized in Section 2, the existing techniques for 

extracting lead user data and identifying lead users are examined. Thereafter, in Section 

3, a brief overview of the automated approach advocated by the authors is presented. A 

component of that approach, the extraction of the user features, and the entailed 

techniques are outlined. In Section 4, the execution and results of three case studies 

using the automated approach and the embedded feature extraction techniques are 

presented. The implications of the findings are discussed in Section 5, with the 

conclusions and outlook given in Section 6. 

2 Literature Overview 

Screening of a large number of potentially relevant users is the main method of lead 

user evaluation and identification (Belz & Bumbach, 2010). This offline approach is 

referred to as the Lead User Method (LUM). In the LUM approach, the screened 

individuals are evaluated utilizing survey questions or items measuring for validated 

lead user characteristics and engagement in innovation. Due to large population sizes 

and scarcity of lead users within the population, surveys or questionnaires are 

oftentimes not the most efficient approach to user information extraction and analysis 

(Belz & Baumbach, 2010). The smaller the number of lead users in a population, the 



lower the efficiency and the higher the search costs (Sudman, 1985). In a study 

performed by Lüthje (2000), out of 2000 persons screened, 22 were identified as lead 

users, which is a low sample efficiency of 1.1%. The effectiveness studies indicate 

significant opportunities in increasing the efficiency of customer information extraction 

(Belz & Baumbach, 2010; Pollok et al., 2014). 

To address the shortcomings of the screening approaches, like the low sample 

efficiency and the high search costs, more recently researchers have looked to web 

based lead user identification approaches. With the rapid development of Web 2.0 

applications, the perception is that monitoring online communities or weblogs could 

replace the survey based approach to collecting customer information (Bilgram et al. 

2008). Netnography, a fusion of Internet and ethnography concepts, is one such web 

based approach to systematically collecting and analysing data from online 

communities (Kozinets, 1998, 1999). In the Netnography approach, validated 

characteristics that allow for differentiation between lead users and other users in an 

offline context are extrapolated to the online context. Data collection and analysis entail 

direct copying of online user posts or exchanges, and the data researchers generate 

through observation of the users and their online behaviour. Belz and Baumbach (2009) 

demonstrate through the explorative study of the online community ‘utopia’ that a 

systematic online approach is a viable method of lead user identification. The 

identification efficiency was found to be greater than the efficiency of the mass 

screening searches. The researchers stipulate that for an experienced researcher it 

requires approximately 2-4 weeks to conduct an in-depth Netnography, still a 

significant amount of time that largely depends on the size of the online community. 

Formulation of a process for effective lead user identification remains a 

challenge to the researchers in the field. Combined with the growth of collaborative 



Web 2.0 based platforms like the social media and the reductions in communication 

costs, fast, systematic and automated analysis techniques can be utilized and evaluated 

towards identification of lead users, reducing the challenges faced by manufacturers to 

quickly deliver successful and radical solutions into the marketplace. In the following 

section, the automated and systematic Fast Lead User Identification (FLUID) approach 

for identification of lead users on social media, as developed by the authors in response 

to the perceived need for more resource efficient lead user identification, is briefly 

summarized. 

 

3 FLUID approach 

3.1 Methodology 

The FLUID approach makes use of information retrieval, text mining, network theory 

and machine learning techniques to automatically collect and analyse user online 

information. The focus of this paper is on one of the steps in the process; therefore, the 

approach is briefly summarized here based on the previously reported research by Pajo 

et al., 2015. The main steps of the FLUID approach are: (1) scope definition, (2) 

medium selection, (3) automated lead user identification and (4) lead user engagement, 

as shown in the Figure 1 below. 

 

 

Figure 1 FLUID phases. 

 



In the first phase, the stakeholders, i.e. the company R&D team, decide on the 

domain or the product for which to identify lead users. Similarly to the Lead User 

Method, together with the company stakeholders the objectives, the utility the expected 

outcomes of the research are defined. Thereafter, online communities that are suitable 

for the chosen domain or the product are selected by the stakeholders. Next, automated 

data retrieval and analysis is performed to identify lead users present online. The step 

consists of user data retrieval, storage, feature extraction, and the classification of users 

based on the extracted features. In an online and machine learning context, the retrieved 

users are classified based on the empirically validated lead user characteristics that are 

transposed into online user features. Finally, the identified lead users are evaluated by 

the stakeholders for a possible engagement in NPD processes. In the following section, 

the feature extraction techniques employed for the FLUID automated lead user 

identification are outlined. 

3.2 Lead User Feature Extraction Techniques 

In the third phase of the FLUID approach to analyse the collected user data and make 

predictions, significant and relevant features or attributes are extracted from the data. 

These features should provide a characterization of users and their behaviour on a social 

media site and in consequence, allow for a clear differentiation between lead users and 

other users. The features to be extracted are based on the available metadata and the 

observed and validated lead user characteristics reported by Bilgram et al., 2008. In the 

following subsections, the extracted features and how they stem from the validated lead 

user characteristics are described in detail.  The features can be logically classified into 

four distinct constructs: network centrality, activity, sentiment, and relevance measures. 



3.2.1 Centrality Measures 

One of the characteristics of lead users is the opinion leadership, the ability to facilitate 

the flow of information and in particular, diffuse the information, i.e. needs and 

solutions into the marketplace. A strong social relationship and engagement are 

necessary for a functioning exchange of ideas or knowledge transfer (Martínez-Torres, 

2014; Arenas-Márquez et al., 2014). In 68% of the cases, as compiled by Bilgram et al. 

(2008), innovators have collaborated with two or more partners during the development 

of a new product, with teams of six present in 21% of the cases (Shah, 2000; Franke & 

Shah, 2003; Kozinets, 2006). Guided by network theory, Kratzer and Lettl (2008) 

showed that individuals who are positioned as bridging links between different groups 

in social networks reveal a high level of creativity. There is a strong link between 

facilitating flow of information and creativeness. In the following subsections, three 

fundamental indicators in facilitation of information flow are described and advocated 

for characterizing the position of a user in the social network: degree centrality, 

betweenness centrality and closeness centrality (Scott, 2000; Latora & Marchiori, 

2007). 

Degree Centrality 

The degree centrality is the number of direct connections for a user to other users in the 

network. In the case of a social network, the graph network is generated by querying 

available relationships for each retrieved user. An example for a micro-blogging site is 

the retrieval of friend and follower ids for each user. Users are represented as nodes and 

directional edges are drawn depending on the type of friendship, follower or following. 

The degree centrality 𝐶𝐷  for a vertex 𝑣, for a given network graph 𝐺 is defined as 

(Newman, 2010): 



 𝐶𝐷(𝑣) =  deg(𝑣)  (1) 

The higher the degree of centrality, the greater that user’s reach. There are also more 

opportunities for information absorption and exchange, broadening that user’s product 

or domain related knowledge, which has been positively correlated to lead userness in 

previous studies (Lüthje, 2000; Schreier & Prügl, 2008). 

Betweenness Centrality 

To measure the ability of a user in facilitating information flow within the network, the 

betweenness centrality measure is calculated for each user in the constructed social 

network. The betweenness centrality 𝐶𝐵  for a vertex 𝑣, for a given network graph 𝐺 is 

defined as (Anthonisse, 1971; Freeman, 1977): 

 𝐶𝐵(𝑣) = ∑
𝜎𝑠𝑡(𝑣)

𝜎𝑠𝑡
𝑠≠𝑣≠𝑡∈𝑉  (2) 

In Equation 2, 𝜎𝑠𝑡 is the number of shortest paths from vertex 𝑠 to vertex 𝑡 and 𝜎𝑠𝑡(𝑣) is 

the number of those paths that pass through vertex 𝑣. Individuals with higher 

betweenness centrality are able to connect disparate groups of users within the network 

and they can help diffuse information or solutions throughout the entire social network 

(Kratzer & Lettl, 2008; Kratzer et al., 2015). 

Closeness Centrality 

The closeness centrality is the average social distance between a vertex and every other 

vertex in a network graph. The closeness centrality 𝐶𝐶 for a vertex 𝑣, for a given 

network graph 𝐺 ≔ (𝑉, 𝐸) where |𝑉| are vertices and |𝐸| are edges, is defined as 

(Bavelas, 1950; Sabidussi, 1966): 

 𝐶𝑐(𝑣) =  
1

∑ 𝑑𝐺(𝑣,𝑡)𝑡∈𝑉
 (3) 



In the above Equation 3, 𝑑𝐺(𝑣, 𝑡) is the distance between the vertices 𝑣 and 𝑡, i.e. the 

minimum length of the path connecting 𝑣 and 𝑡 in 𝐺 (Sabidussi, 1966; Brandes,  2001).  

Nodes that are at the centre of a cluster tend to have higher closeness centrality values, 

meaning that individuals with high closeness centrality tend to be influencers in their 

particular communities or clusters (Chen et al., 2012). 

Additional centrality measures that have been used in effectiveness studies, to 

give a more comprehensive depiction of the underlying network and the position of a 

user in the network, are: eigenvector centrality, farness centrality, hits centrality, 

eccentricity and page rank (Leskovec & Krevl, 2014). Their suitability may depend on 

the selected medium and the type of network data that is retrievable. 

3.2.2 Activity Measures 

The objective behind extracting activity measures is to depict user’s behavioural profile, 

which entails the type and volume of activity. The presumption, based on the existing 

research is that the activity differs between various customer groups, for example, 

product early adopters on the one hand and so-called laggards on the other (Bilgram et 

al., 2008). In an online community, this can be the number of online posts over a 

specified period of time or the number of users befriended in the network per select unit 

of time.  For each possible user action, the following is calculated: 

 𝑦𝑎 =  
|𝑥𝑎|

𝑡 − 𝑡0
 (4) 

In Equation 4, 𝑦𝑎  is the activity 𝑎 measure per time period, i.e. the number of posts, 

equal to the volume of the activity |𝑥𝑎| over a select period of time, in this case the 

difference in days from metadata retrieval and account creation, 𝑡0. In the example of 

the micro-blog, scores can be calculated for the number of posts, followers and 

following added, number of lists and favourite counts. Additionally, participation, i.e. 



frequency of contributions, and commitment to a social network are some of the 

indicators of intrinsic motivation (Bunz, 2006; Hemetsberger, 2001; Franke & Shah, 

2003; Füller et al., 2007). They are an expression of feelings of enjoyment, relatedness, 

exploration and creativity that have been positively correlated with lead userness 

(Lüthje, 2000; Lakhani, 2006; Jeppesen & Frederiksen, 2006). 

3.2.3 Relevance 

Extensive knowledge of the product and product use experience are other principal 

characteristics of lead users. Both have been positively correlated to engagement in 

innovation (Füller et al., 2006; Schreier & Prügl, 2008). User discussions and posts can 

be ample indicators of awareness and knowledge in a particular domain, so therefore a 

measure for relevance of user’s posts is extracted from the data. The relevance of user’s 

posts is measured in respect to a set of keywords, terms selected by the stakeholders due 

to their significant business value and target domain clarification. For the FLUID test 

platform effectiveness analysis, a numerical statistic named term-frequency-inverse 

document frequency or tf-idf (Spärck Jones, 1972; Rajaraman & Ullman, 2011) is used 

to measure the relevance of a post 𝑠𝑐𝑜𝑟𝑒(𝑄𝑡, 𝑝) to the collection of stakeholder 

keywords. The tf-idf score is computed as follows: 

 𝑝𝑜𝑠𝑡𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 =  𝑠𝑐𝑜𝑟𝑒(𝑄𝑡, 𝑝) =  ∑ 𝑡𝑓(𝑡, 𝑝) ∙ 𝑙𝑛
|𝑃|

𝑑𝑓(𝑡,𝑃)(𝑡)∈𝑄𝑡,𝑝  (5) 

In the above Equation 5, 𝑄𝑡 is the set of the selected stakeholder terms, |𝑃| is the size of 

the post collection 𝑃, 𝑡𝑓(𝑡, 𝑝) is the number of times the term 𝑡 appears in the post 𝑝 

and 𝑑𝑓(𝑡, 𝑃) is the number of posts in 𝑃 that contain the term 𝑡. User’s timeline 

relevance score or the relevance score for the retrieved collection of user 

posts 𝑠𝑐𝑜𝑟𝑒(𝑄𝑡, 𝑃𝑁) is computed as follows: 



 𝑠𝑐𝑜𝑟𝑒(𝑄𝑡, 𝑃𝑁) =  
∑ (𝑠𝑐𝑜𝑟𝑒(𝑄𝑡,𝑝))𝑝∈𝑃𝑁

|𝑃𝑁|
 (6) 

The expectation is that there is a transfer of use experience between the lead users 

(Bilgram et al., 2008), communication of relevant information in purchasing, use and 

modification of a market solution. 

3.2.4 Sentiment 

Whether excitement-driven, where for users development of a product is an enjoyable 

activity, or driven by dissatisfaction, due to unmet needs, sentiment measures are a 

crucial gauge indicator towards differentiating between lead and non-lead users. 

Emotional disposition of user’s posts is an indicator that can be measured. For example, 

the extraction process utilized for assessing the FLUID effectiveness makes use of a 

publicly available sentiment dictionary SentiWordNet (Esuli & Sebastiani, 2006) to 

calculate the overall sentiment expressed in online posts. In the lexicon, each synset or 

terms that are semantically equivalent, is assigned a triple score, i.e. positivity, 

negativity and neutrality score with a sum of these scores equal to 1 (Esuli & Sebastiani, 

2006). To measure the sentiment, first the stop words are removed from user’s post and 

each word in the post is stemmed. Then, each stemmed word is looked up in the 

SentiWordNet. Given 𝑛 corresponding synsets for a word 𝑊, the following formulas 

are used to determine triple scores, 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠, 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔 and 𝑠𝑐𝑜𝑟𝑒𝑛𝑡𝑟 (Denecke, 2009; 

Esuli & Sebastiani, 2006): 

 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠(𝑊) =
1

𝑛
∑ 𝑠𝑐𝑜𝑟𝑒𝑝𝑜𝑠

𝑛
𝑖=1 (𝑖) (7a) 

 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔(𝑊) =
1

𝑛
∑ 𝑠𝑐𝑜𝑟𝑒𝑛𝑒𝑔

𝑛
𝑖=1 (𝑖) (7b) 

 𝑠𝑐𝑜𝑟𝑒𝑛𝑡𝑟(𝑊) =
1

𝑛
∑ 𝑠𝑐𝑜𝑟𝑒𝑛𝑡𝑟

𝑛
𝑖=1 (𝑖) (7c) 



Thereafter, scores of all the terms in the post are added and divided by the number of 

terms in the post n. The results are positivity, negativity and neutrality values for each 

user’s post. Finally, the percentages of neutral, positive and negative posts are 

calculated for each user, to be added as sentiment features. 

The above outlined extracted features are not exclusive but allow for a distinctive 

depiction of user’s behaviour and characteristics on social media and can be 

theoretically linked to the offline traits attributed to the lead users. The authors stipulate 

that the extracted activity, sentiment analysis, relevance and network measures are 

sufficient enough to describe user’s behaviour online and to build a classification model 

that can be used effectively to predict lead userness.  The significance of the extracted 

measures in the identification of lead users will be evaluated in the effectiveness 

analysis, Section 4.5. In the following section, the effectiveness of utilizing the above 

indexed features in an online community is described. 

4 Case Studies 

To evaluate the effectiveness of the systematic FLUID approach and in turn, the 

outlined feature extraction techniques, three case studies were executed. The first two 

test case studies, ‘lens products’ and ‘scrap aluminium’, were used to produce a set of 

training data to build a lead user classifier. The third industrial case, confectionary 

products, was used to validate the generated lead user classification model and the 

extracted features. The selection of the cases was done based on the availability of 

experts and industrial partners in a domain. 

4.1 Social Network Selection 

The micro-blogging site Twitter was selected as the preliminary test medium to evaluate 

the FLUID approach. It is a social network rich in data, with a large user base of over 



300 million active accounts (Twitter, 2015). As an open network and with users with 

expertise in a variety of occupations, Twitter facilitates discussions on a wide spectrum 

of topics. The network affords sharing of multimedia content, i.e. text, image, video that 

can be effectively used for idea generation and sharing. It also provides an easy access 

Application Programming Interface (API) to retrieve structured user information, 

relevant posts or tweets and user metadata (Twitter Developers, 2015). More 

importantly, Twitter permits direct contact with users for future in-person interviews 

and users often include additional links and information on hobbies and professional 

background, as well as contact and location information in their profiles. 

4.2 Data Collection 

To find relevant discussions and users on the micro-blogging site Twitter, the FLUID 

test platform makes use of the Twitter search engine. For each test case, together with 

the experts in the field or the company innovation management team, a set of search 

terms has been defined to be used to collect relevant online data. As mentioned 

previously, terms were selected on the basis of the business value or significance they 

have to the stakeholders. The list of terms consists of bigrams and trigrams including 

product names, modifiers or parameters, to narrow down the search. Example bigrams 

for the confectionary products case are shown in Table 1 below. 

Table 1 Example confections search terms. 

Term A Term B 

Treat Chocolate 

Treat Biscuit 

Boost Snack 

Breakfast Biscuit 

 

To retrieve data from Twitter, the FLUID test platform iteratively requests relevant 

tweets and embedded user metadata through the Twitter search engine using the search 



terms. For each identified user, related metadata were downloaded and friend and 

follower IDs were also retrieved for the ensuing centrality analysis. To alleviate strain 

on resources, Twitter imposes restrictions on the number of API calls, which constrain 

the data retrieval process to 15 minute intervals with at most 180 requests per interval 

(Twitter Developers, 2015). Historical data is limited to 6-9 days as of the request. 

Additionally,  to ensure efficient and effective resource utilization; users with protected 

or private account were filtered and outlier users with more than 2000 connections were 

not stored in the database; Twitter users on average have 208 followers and follow 102 

users (Beevolve, 2015). After a collecting data, interactive hashtag analysis was 

performed with the stakeholders to expand the search query and to increase the number 

of relevant posts and users retrieved. The first part of the process is the extraction of all 

the hashtags from the retrieved tweets and the selection of the most relevant and novel 

trending hashtags by the stakeholders to be added to the set of search terms. The second 

part is the selection of retrieved relevant clusters of users to be expanded, by retrieving 

friend and follower metadata. Table 2 below shows the amount of retrieved social 

network data for the three cases, taking into account FLUID test platform limits and 

Twitter imposed API limits and restriction. 

Table 2 Retrieved Twitter users, messages and metadata. 

Case Users Tweets Friends 

and 

Followers 

Directed 

Connections 

Undirected 

Connections 

Lenses 2,490 648,485 1,229,351 2,254,047 478,542 

Scrap 

Aluminum 

4,535 1,183,779 1,598,847 4,110,988 772,803 

Confections 1,577 605,740 884,053 1,445,657 293,577 

 



4.3 Feature Extraction 

After user metadata were collected, centrality (Section 3.2.1), activity (Section 3.2.2), 

relevance (Section 3.2.3) and sentiment construct (Section 3.2.4) features were 

extracted for each case. For the activity construct, rates for the number of followers, 

friends, tweets, favourites, lists, etc. per day were calculated. For the centrality construct 

(Section 3.2.1), network centrality scores were calculated for betweenness, closeness, 

degree, eccentricity, eigenvector, farness, hubs, authorities, and page rank (Leskovec 

and Krevl, 2014). Tweet relevance was extracted by utilizing term frequency/inverse 

document frequency based on the query list and sentiment by making use of the 

SentiWordNet Lexicon (Esuli & Sebastiani, 2006). Additionally, the percent of relevant 

hashtags was extracted. In total, 25 features were extracted from the collected metadata 

for each retrieved user and all the values for each feature in the dataset were normalized 

in the range [0, 1] using the following formula: 

 𝑥𝑛𝑒𝑤 =  
𝑥− 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛 
 (8) 

Thereafter, a classification model was built using two of the datasets (Section 4.4) and 

tested on the data for confections (Section 4.5). 

4.4 Classification Model 

4.4.1 Training Data Generation 

After data extraction and normalization, training data were aggregated using two of the 

cases: lens products and scrap aluminium.  In a study by Pajo et al., 2014, the authors 

describe lead user identification through an online survey using validated questionnaire 

items that measure for characteristics of being a lead user. Metadata of lead users and 

non-lead users identified using the survey method were used as training data to 

construct the initial classification model. To gather additional training data, an expert 



evaluation approach was used for the urban mining case. First, the classification model, 

built using the lens training data, was used to classify users. Thereafter, two experts on 

lead user identification evaluated the predicted lead and non-lead user social network 

data. The experts were provided with a link to the Twitter profile page and the available 

blog or personal site of each user. An inter-rater reliability was computed to measure the 

level of agreement between the experts using the Fleiss’ Kappa statistic (Fleiss, 1971). 

The kappa, k is defined as: 

 𝑘 =  
𝑃 ̅− 𝑃̅𝑒

1−𝑃̅𝑒
 (9) 

Here, 1 − 𝑃̅𝑒 is the max degree of agreement possible and 𝑃 ̅ −  𝑃̅𝑒  is the actual degree 

of agreement for multiple raters. The strength of the agreement between the experts was 

found to be strong, with Fleiss’ Kappa for 39 cases with two possible classes, lead user 

and non-lead user, providing a score of 0.840, with standard error (SE) equal to 0.087 

and 95% confidence interval from 0.669 to 1. The percentage of observations for which 

experts were in agreement is 92.31%. The percentage of agreements expected by chance 

is 51.81%. 

4.4.2 Classification Model Building 

The lens and urban mining training data were combined to create a classification model 

to test and validate on an industrial case, for confectionary products. To create the 

classification model, cross validation was performed on the training data using a range 

of classification methods. Based on the cross-validation results given by the confusion 

matrix, two models were generated using Random Forrest (Breiman, 2001) and 

Sequential Minimal Optimization (SMO) algorithms in Weka (Hastie & Tibshirani, 

1998; Keerthi et al., 2001; Platt, 1998; Hall et al., 2009).  Based on the cross-validation, 

the selected Random Forrest model consists of 40 random trees where 5 random 



features were used to generate each tree with non-limited depth (Breiman, 2001; Hall et 

al., 2009). The resulting confusion matrix, shown in Table 3 for 103 instances of 

training data (Twitter users), shows 94 or 91.26% correctly identified instances and 9 or 

8.73% incorrectly identified instances with Kappa statistic 0.7819. The root mean 

squared error is 0.2706. 

Table 3 Cross-validation confusion matrix (Random Forrest). 

FLUID Classifier 

  LU NLU 

True 

Values 
LU 24 6 

NLU 3 70 

 

The precision for the lead user class is 0.889 and recall is 0.800. The precision for the 

non-lead user class is 0.921 and recall 0.959. Additionally, the implementation of John 

Platt’s SMO algorithm for training the support vector classifier was selected to build a 

model (Hall et al., 2009; Platt, 1998). The resulting confusion matrix, shown in Table 4, 

for 103 instances shows 86 or 83.50% correctly identified instances and 17 or 16.50% 

incorrectly identified instances with Kappa statistic 0.5796. The root mean squared error 

is 0.4063. 

Table 4 Cross-validation confusion matrix (SMO). 

FLUID Classifier 

  LU NLU 

True 

Values 
LU 19 11 

NLU 6 67 

 

The precision for the lead user class is 0.760 and recall is 0.633. The precision for the 

non-lead user class is 0.859 and recall is 0.918. 

4.5 Results 

The two classification models, Random Forrest and SMO were used to classify 1577 

retrieved users for the confectionary products case into lead and non-lead users. The 



classification resulted in 23 lead users where both classifiers were in agreement, with 

the remaining 1554 users classified as non-lead users. To validate the results of the 

classified data set, the 23 predicted lead-users and randomly selected 23 non-lead users 

were evaluated by two experts. The experts were selected based on their expertise in the 

lead user method, their in-depth knowledge of validated lead user traits and experience 

in performing user evaluations. They were asked to indicate in a questionnaire form, if 

an observed Twitter user is a lead user or a non-lead user. To make this decision, each 

expert was provided with a link to a user’s profile that included biographical 

information and the tweet timeline. Where available, links to other user profiles, for 

example blog sites, were also provided. Each expert was instructed to carefully examine 

a user’s profile and read and evaluate user's posts by using several criteria before 

classifying that user as a lead or a non-lead user. The first criterion is the ahead of trend, 

meaning that the user is ahead of others in recognizing and planning new solutions to 

problems. The second criterion is the high expected benefit: a user can benefit 

significantly by the early adoption and use of newly developed products. The next two 

criteria, assessed user’s engagement in innovative activities: user has ideas on how to 

improve products and makes improvements to the existing products. Finally, the last 

two criteria measured for dissatisfaction with the products offered in the marketplace: 

user has needs related to the products that are not covered by solutions offered in the 

market and user is constantly searching for improved products. The described criteria 

are validated traits that are used as a supplementary confirmation of lead userness 

(Bilgram et al, 2008) An inter-rater reliability was computed to measure the level of 

agreement between the experts. The strength of the agreement between the experts was 

found to be good, with Kappa for 46 cases with two possible classes, lead user and non-

lead user, 0.698 and SE equal to 0.110. The percent of observations for which experts 



were in agreement is 86.96%. The percent of agreements expected by chance is 56.81% 

of the observations. The level of agreement allowed for a comparison of the expert and 

FLUID platform classification results. The confusion matrix for the FLUID test 

platform results and expert evaluation results is shown in Table 5 below.  Only the cases 

where both experts agreed on the classification of an instance are included in the 

confusion matrix.  

Table 5 Experts vs. FLUID platform confusion matrix results for confectionary products. 

FLUID Classifier 

  LU NLU 

Expert 

Evaluation 
LU 11 0 

NLU 8 21 

 

The calculated overall accuracy for the confections case, based on the given confusion 

matrix is 0.80 with Kappa equal to 0.591. The calculated precision by which the FLUID 

platform predicted lead user is affirmed by experts to be a lead user is 0.579 and the 

calculated recall that a randomly confirmed lead user is retrieved by the test platform is 

1. The accuracy of the model is substantial, although the results should be interpreted 

cautiously as not all the FLUID platform non-lead user cases were evaluated by the 

experts. 

For evaluation of the features based on the training data, the Relief statistical 

selection algorithm was used to rank the constructs: centrality, activity relevance and 

sentiment (Kira & Rendell, 1992; Kononenko, 1994; Robnik-Sikonja & Kononenko, 

1997, Hall et al., 2009). The algorithm has a relatively fast learning speed; it is noise-

tolerant and selects only statistically relevant features (Kira & Rendell, 1992). Each 

feature is evaluated by repeatedly sampling an instance and considering the value of the 

given feature for the nearest instance of the same and different class. A feature is 

considered relevant when the relevance level is positive and irrelevant when the 



relevance level is negative. The four highest ranked features in order were: tweet 

relevance 𝑓𝑡𝑟𝑙 = 0.127, betweenness centrality 𝑓𝑏𝑐 = 0.119, degree centrality 𝑓𝑑𝑐 =

0.111, and page rank 𝑓𝑝𝑟 = 0.087. Of all the features, only two, the tweet rate or the 

number of posts per day 𝑓𝑡𝑟 = −0.01 and the negative sentiment 𝑓𝑛𝑠 = −0.009, were 

found to be irrelevant. Thereafter, the average construct relevance levels were also 

calculated. All the constructs were found to have a positive average relevance level, 

with relevance, 0.08, and centrality, 0.07, constructs most relevant. 

5 Discussion 

The results of the expert evaluation for the urban mining and the confections cases 

indicate that the constructed statistical classifier is an effective model for accurately 

classifying lead users present on a social micro-blogging site. Additionally, the 

effectiveness analysis results signal that the extracted user features from the users’ 

metadata, including centrality, activity, relevance and sentiment facilitate building an 

effective statistical classifier for online users. The extracted features are positively 

correlated with lead userness. Lack of high precision in the evaluation results 

necessitates an additional step of expert evaluation before the results are examined by 

the stakeholders. As is the case with other Netnography approaches (Belz & Baumbach, 

2010), the FLUID method can be combined with targeted screening, improving the 

precision of the advocated approach.  The sample efficiency is 0.7%, which is close to 

the sample efficiency of the lead user method approach, 1%, as reported by Lüthje 

(2000). The efficiency can possibly be improved by targeting online communities based 

around a single topic, as shown by Belz & Baumbach (2010). 

The results must be interpreted cautiously as the effectiveness studies were 

performed on one micro-blogging site, Twitter, and for specific target domains. Results 



might vary significantly depending on the producer’s innovation project and the types 

of users targeted. The interpretations are also based on the online content and not on 

behaviour and observations of consumers in real life. Depending on the limitation of the 

selected network, additional indicators may need to be investigated for effective lead 

user identification. Nevertheless, the outlined techniques and the model constitute a 

functioning classifier for the micro-blog Twitter, and can be adapted to similar social 

networks with differing metadata structures and restrictions. The outlined extraction and 

classification techniques offer a nearly instantaneous analysis of collected online user 

data and are expected to be further refined through additional studies. 

6 Conclusions 

In this work the authors advocate a systematic approach, with automated retrieval and 

analysis of social network data using statistical techniques, to identify online lead users. 

As is the case with other Netnography approaches, the presented systematic FLUID 

approach further expands the Lead User Method from an offline to an online context. 

The opportunities provided by access to large amounts of structured social network 

data, as shown in effectiveness analysis examples can be more efficiently and 

effectively utilized by means of data mining and machine learning techniques. The 

approach therefore also advances the current web based Netnography approaches, by 

reducing the effort and time required to collect and analyse swaths of user online data. 

Finally, the advocated approach offers support in addressing the fuzzy-front end of new 

product development through rapid identification of human resources, lead users, to 

uncover emerging trends and needs, and partial solutions that address those needs. The 

presented work supports systematic processes towards aligning companies’ activities 

with the emerging needs of the target consumers.  
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