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Abstract—Wireless communications are in general more
energy-consuming than wired ones because of the effects of
path loss and fading. However, it is well-known that multihop
techniques are effective for reducing the path loss cost, while
large antenna arrays can increase the diversity gain. Hence,
a joint-optimization of the number of hops and the antenna
array size would provide a useful scheme for designing energy-
constrained wireless applications. In this work we study this
joint-optimization in the context of low-power wireless networks,
focusing on the antenna selection scheme.

Results show that, regardless of their high power consumption,
receive antenna arrays of more than 60 elements are optimal for
long-range communications (more than 150 meters) from the
point of view of the overall energy budget. In contrast, using
a single transmit antenna is the best choice due to the channel
estimation cost. Results also show that the energy consumption
of optimized systems with large receive antenna arrays can be
up to 3.4 times smaller than the consumption of single antenna
multihop systems. Therefore, systems with large antenna arrays
can be attractive for reducing the traffic in crowded energy-
constrained wireless networks, as they can be more energy-
efficient using less but longer hops than single-antenna systems.

I. INTRODUCTION

Developing techniques for increasing the energy efficiency
of wireless communications is a central requirement for
wireless sensor networks (WSN) to prosper into large-scale
autonomous systems [1]. Wireless data transfer is the most
energy-consuming task that the nodes of these networks per-
form and, hence, increasing its efficiency has a direct impact
on the network lifetime [2]. The costs of wireless commu-
nications are specially critical when nodes have to send data
over long distances, as in networks that perform surveillance
over large areas like roads, industrial parks, battlefields, active
volcanoes or natural parks.

In general, wireless communications are more energy-
consuming than wired ones mostly because of the effects
of large-scale path loss and small-scale fading: the former
increases the irradiated power that is required to reach a
given destination, and the latter increases the variability of
the received signal strength resulting in a larger number of
retransmissions due to decoding errors [3]. Multihop tech-
niques can be used to reduce the costs of path loss by using
intermediate nodes as relays between sender and destination
[1]. Also, multiple-input multiple-output (MIMO) systems can
effectively reduce the impact of fading by increasing the
diversity gain of the channel [4].

The question that drives this work is how to jointly-optimize
the number of hops and the antenna array sizes of the nodes

of a MIMO multihop wireless network in order to maximize
the number of data bits that can be transferred per energy unit.
This manuscript constitutes a first step towards an answer to
that question, providing an analysis of the energy consumption
of MIMO multihop systems where the MIMO antenna selec-
tion scheme is used. Antenna selection allows to considerably
reduce the power consumption of the baseband electronic com-
ponents when compared to other spatial diversity techniques
like space time block codes or transmit/receive beamforming
[5]. Recently, it has been shown that antenna selection is an
attractive solution for energy-constrained single hop cellular
systems [6] and single hop cooperative WSN [7].

The idea of combining MIMO and multihop strategies was
previously presented in [8], where uncoded single-input single
output (SISO) and 2×2 MIMO transmissions were compared.
In [9] the energy efficiency of single-input multiple-output
(SIMO) multihop links using maximum ratio combining on
Rayleigh channels was studied. Recently [10], [11] have
addressed the issue of power allocation on MIMO multihop
networks. These works do not consider the effect of decoding
errors or the costs of the MIMO channel estimation rounds,
which are known to be critical issues [12].

As opposed to much of the existing literature, our energy-
modeling framework is not information theoretical but based
on signal models. Following [3], our approach accounts the
costs of retransmissions due to decoding errors of concrete
modulation and coding schemes. Our work is also, to the best
of our knowledge, the first to take into account the overall
impact of the costs of overhead and channel estimation periods
and the impact of the coding scheme in a MIMO multihop
scenario. Finally, our approach is also novel in including
simultaneously an arbitrary number of hops and arbitrary large
antenna arrays.

The rest of this article is organized as follows: Sections II
and III develop Link Layer and Physical Layer aspects of
our energy consumption model, Section IV presents numerical
results and finally Section V summarizes our conclusions.

II. ENERGY CONSUMPTION MODEL

Our goal is to determine the total energy that is necessary
for transferring one bit of data successfully in a point-to-
point packet-switched MIMO multihop link. Such a bit is
called a “goodbit”. Following [3], every frame transmitted
in the forward direction is matched by a feedback frame in
the reverse direction that acknowledges correct reception or



requests a retransmission. It is also assumed that all frames in
both directions are detected and that all feedback frames are
decoded without error.

We study the energy consumption of a MIMO multihop link
in which the nodes use the antenna selection scheme [13]. In
this MIMO scheme the receiver determines the receive and
transmit antenna pair with the highest signal-to-noise ratio
(SNR), and sends this information back to the transmitter via
a feedback channel. After the MIMO channel estimation has
been performed, both transmitter and receiver keep only one
active RF chain for doing the data transmissions. It is assumed
that each node of the multihop path uses the same transmission
scheme, and while they have Ntotal antennas they select the
best from subsets of Nt transmit and Nr receive antennas.

In the sequel, Section II-A (resp. Section II-B) presents
the analysis of the energy required for transmitting (resp.
receiving) a goodbit, and then Section II-C synthesizes the
total energy consumption model of a MIMO multihop link.

A. Components of Energy Consumption at the Transmitter

The energy consumption of the transceiver that transmits
forward frames and receives feedback frames is composed of
three terms, each one described next.

1) Communication costs: Following [3], the energy con-
sumption per goodbit for transmitting forward frames and
receiving feedback frames can be calculated as

Etx = [(Pel,tx + PPA)Tb + Pel,rxTfb] τtx , (1)

where PPA is the power consumed by the power amplifier
(PA) of the selected RF branch, Pel,tx (respectively Pel,rx)
is the total power consumed by the remaining baseband and
radio-frequency electronic components of the selected RF
branch that performs the forward transmission (respectively
the feedback frame reception) and Tb (respectively Tfb) is
the average air time per payload bit on a forward frame
(respectively a feedback frame). Finally, τtx is the number of
transmission trials until a frame is decoded without errors in
the receiver, whose properties are analyzed in Section III-B.

Let us now define expressions for Tb and Tfb. Define
r = k/n as the code rate, where n is the number of bits
per codeword and n − k is the number of added redundancy
bits. Then, each physical-layer forward frame carries Lh bits
of header and a payload composed by rLp bits of data and
(1 − r)Lp additional bits for coding. The total duration of a
forward frame is composed by Tp seconds for transmitting the
Lp bits of payload (with a suitable modulation), Th seconds
for the transmission of the header (with a binary modulation)
and To seconds for the transmission of overhead signals
(synchronization, etc). The average air time per data bit in
a forward frame is Tb = (Tp + Th + To)/(rLp). Let us define
Rs as the physical layer symbol-rate and b = log2M be
the number of bits per symbol in a M -QAM modulation. By
considering that header bits are sent using a binary modulation,
and noting that Lp/Tp = bRs, then one can express Tb as

Tb =
1

rRs

(
1

b
+
Lh

Lp
+
Lo

Lp

)
, (2)

where Lo is the length of the overhead measured in bits.
Analogously, one finds that

Tfb =
Lf

rbRsLp
(3)

is the feedback time per payload bit, where Lf is the number
of bits per feedback frame.

2) MIMO channel estimation rounds: For estimating the
MIMO channel a pre-defined sequence of symbols is trans-
mitted sequentially by each transmit antenna and received
simultaneously by all the receive antennas. This procedure
has to be updated every time the wireless channel changes
significantly, i.e. at least once per coherence time. Therefore,
the energy consumption of each channel estimation round per
goodbit can be calculated as

E (tx)
ch = (Pel,tx + PPA)Tchτch , (4)

where τch is the number of times a channel estimation round
has to be performed per goodbit and Tch is the time required
by the transmission of the channel estimation sequence per
data bit, which is calculated as

Tch =
NtLch

rRsLp
, (5)

where Lch is the number of bits of channel estimation sequence
that is sent by each transmit antenna.

3) Encoding costs: Most of the costs of encoding forward
frames, which are shared among the rLp data bits, are due to
the computations required for implementing the error correct-
ing code (ECC). This can be calculated as Eenc = Eopn

tot
enc,

where Eop is the energy consumption per operation of the
arithmetic processing unit (APU) and ntot

enc is a shorthand
notation for the total number of operations for encoding per
goodbit, which is calculated as

ntot
enc =

1

rLp

JAPU∑
j=1

cjn
enc,ECC
j (6)

where cj is the number of operations required by the j-th APU
instruction (addition, multiplication, etc) which is performed
nenc,ECC
j times during the ECC algorithm and JAPU is the

number of different instructions the APU performs.

B. Components of Energy Consumption at the Receiver

Let us now describe the terms which characterize the energy
consumption at the receiver. The energy that is required for
receiving one correct data bit can be calculated as

Erx = [Pel,rxTb + (Pel,tx + PPA)Tfb] τtx , (7)

where all the terms are as defined in (1). Following (4), the
energy consumption of the MIMO channel estimation round
in the receiver is given by

E (rx)
ch = NrPel,txTchτch , (8)

where the Nr factor in (8) comes from the fact that all the
receive antennas are actively working. Finally, the energy
consumption of decoding the forward frame can be expressed



as Edec = Eopn
tot
dec, where ntot

dec is the total number of operations
for decoding the frame which is calculated as

ntot
dec =

τtx

rLp

JAPU∑
j=1

cjn
dec,ECC
j , (9)

where all the terms are as defined in (6). Note that, in contrast
to (6), the decoding of the ECC has to be performed once per
transmission trial – which causes the extra τtx factor in (9).

C. Energy Consumption of a Multihop Network

Let us now assume that the multihop path contains H
hops of the same length. Using the notation introduced in
Sections II-A and II-B, the first node of the chain consumes
E0 = Etx + Ech,tx + Eenc, the intermediate nodes consume
Ei = Erx + Ech,rx + Edec + Etx + Ech,tx + Ecod (i = 2, . . . ,H − 1),
while the last node consumes EH = Erx + Ech,rx + Edec. Hence,
the total energy consumption is

EMH
b =

H∑
i=0

Ei (10)

= H[Eenc + Edec + E (tx)
ch + E (rx)

ch + Etx + Erx] (11)
= H(ntot

enc + ntot
dec)Eop

· · ·+H(Pel,tx + PPA)(Tbτtx + Tfbτtx + Tchτch)

· · ·+HPel,rx(Tbτtx + Tfbτtx +NrTchτch) . (12)

Let us introduce the following notation: ntot = ntot
enc + ntot

dec
as the total number of operations per goodbit, T = Tb + Tfb
as the total transmission time per bit, Tant = Tch/Nt for the
duration of the channel estimation round per transmit antenna
and χ = Tant/T . Let us further assume than an acquisition
round is required for each transmitted frame, and hence τch =
τtx := τ . Then, the energy consumption per goodbit is

EMH
b =HntotEop +HT (Pel,tx + PPA)(1 +Ntχ)τ

· · ·+HTPel,rx(1 +NrNtχ)τ . (13)

III. ENERGY CONSUMPTION AS FUNCTION OF THE SNR

The goal of this section is to further develop the energy
consumption model ir order to make explicit the role of the
SNR. In the following, Section III-A studies the PA power
consumption and Section III-B analyzes the retransmission
statistics. Finally, Section III-C syntetizes these results with
the ones presented in the Section II and presents a qualitative
analysis.

A. PA Consumption

Let us relate the power consumption of the PA with the
SNR. The selected transmit antenna radiates on average P̄rf
Watts provided by the corresponding PA. The PA’s power
consumption is modeled by

PPA =
1

η
P̄rf , (14)

where η the average efficiency of the PA. If we limit the
analysis to linear PAs (such as Class A or B PAs), then we
can approximate η with [14]

η =

(
P̄rf

Pmax

)β
ηmax , (15)

where Pmax is the maximal PA output and β and ηmax are
parameters which depend on the PA class. In these equations,
Pback-off = Pmax/P̄rf is the back-off of the PA. In general, one
can calculate the back-off as Pback-off = ξ/S, where ξ is the
peak-to-average power ratio of the modulation (which for M-
QAM modulations is calculated as ξ = 3[

√
M−1]/[

√
M+1])

and S accounts for any additional back-off that may be taken.
Hence, the relationship between the PA consumption PPA and
the average radiated power P̄rf is calculated as

PPA =
ξβ

ηmaxSβ
P̄rf . (16)

The transmission power attenuates over the air with path
loss and arrives at the receiver with a mean power given by

P̄rx =
P̄tx

A0(d/H)α
, (17)

where A0 is a parameter that depends on the transmit and
receive antenna gains and the transmission wavelength, d/H is
the distance between the original transmitter and final receiver
divided by the number of hops and α is the path loss exponent.
The total received signal power is P̄rx = σ2

n γ̄, where σ2
n

is the thermal noise power and γ̄ is the average SNR. In
general, σ2

n = N0WNfML, where N0 is the power spectral
density of the baseband-equivalent additive white Gaussian
noise (AWGN), W is the transmission bandwidth, Nf is the
noise figure of the receiver’s front end and ML is a link margin
term which represents any other additive noise or interference
[15]. Combining this with (16) and (17) one finds that

PPA =

(
ξ

S

)β
A0(d/H)α

ηmax
P̄rx (18)

=

[(
ξ

S

)β
N0WNfMLA0

ηmax

]
(d/H)αγ̄ (19)

= A(d/H)αγ̄ , (20)

with A defined by the term within square brackets.

B. Retransmission Statistics

A key contributor to the energy consumption is the need for
retransmissions due to frames that are decoded with errors.
By assuming that the transmitter is equipped with a deep
interleaver which completely decorrelates the channel between
any successive symbols, then it can be shown that the average
number of trials until a frame is decoded without error is [3]

τ̄ =
1

1− P̄f
, (21)

where P̄f is the mean frame error rate.



Let us now consider the use of error correcting block codes.
For n < Lp lets define nc = Lp/n (nc ∈ N) as the number of
codewords per payload. Then, to decode a frame correctly one
needs Lh correct header bits and nc codewords with at least
(n− t) = λ correct symbols, where t is the maximum number
of bits that the block code is able to correct per codeword.
Hence, by taking into account the various permutations, the
probability of correct decoding P̄ ∗f = 1− P̄f can be written as

P̄ ∗f =
[
1− P̄bin(γ̄)

]Lh

 t∑
j=0

(
n

j

)[
1− P̄b(γ̄)

]n−j
P̄b(γ̄)j

nc

,

(22)

where the mean bit error rate (BER) of the M -ary modulation
P̄b(γ̄) is used for the payload bits and the binary modulation
BER P̄bin(γ̄) is used for the header bits.

Finally, let us now calculate the BER of binary and M -
ary modulations using a Nt × Nr MIMO Antenna Selection
scheme. Let us assume that the SNR of the channel between
the i-th receiver and the j-th transmitter antennas γi,j are in-
dependent and identically distributed exponential random vari-
ables, which correspond to the SNR of Rayleigh fading chan-
nels∗. Therefore their p.d.f. is pγ̄(γi,j) = γ̄−1 exp(−γi,j/γ̄),
where γ̄ is the mean SNR per antenna pair. Then, the SNR of
the Antenna Selection scheme is given by

γ = max
i∈{1,...,Nr}
j∈{1,...,Nt}

γi,j . (23)

By using the shorthand notation N̂ = NtNr, the p.d.f. of γ
can be calculated as follows:

psel(γ) =
d

dγ

[∫ γ

0

pγ̄(x)dx
]N̂

(24)

=
N̂

γ̄
e−

γ
γ̄

N̂−1∑
k=0

CN̂−1
k (−1)ke−

kγ
γ̄ (25)

=

N̂−1∑
k=0

(−1)kN̂ !

(k + 1)!(N̂ − k − 1)!

(k + 1)

γ̄
e−

(k+1)γ
γ̄ (26)

=

N̂∑
k=1

(−1)k−1CN̂k pγ̄k(γ) , (27)

where Cnk = n!/[k!(n− k)!] is the binomial coefficient. This
proves that the p.d.f. of the SNR of Antenna Selection can
be expressed as a linear combination of NrNt p.d.f.s of the
SNR of single-antenna Rayleigh channels with mean SNR
γ̄k = γ̄/k, with k ∈ {1, . . . , NtNr}. Using this result and
the linearity of mathematical expecations, the BER of a given
modulation using MIMO antenna selection becomes

P̄b(γ̄) =

NtNr∑
k=1

(−1)k−1CNtNr
k P̄ ray

b

( γ̄
k

)
. (28)

∗The more general case of Gamma random variables, which correspond to
the Nakagami-m channel fading model, will be addressed in a future extended
version of this work

Above, P̄ ray
b denotes the exact BER of M -QAM modulations

under Rayleigh fading channels, which is given by [16]

P̄ ray
b (γ̄) =

1√
M log2

√
M

log2

√
M∑

k=1

· · · ×
(1−2−k)

√
M−1∑

i=0

w(i, k,M)

(
1−

√
1

1 + φ(i,M)

)
(29)

where φ(i,M) = 2(M − 1)/[3(2i+ 1)2 log2Mγ̄] and

w(i, k,M) = (−1)
b i2k−1
√
M
c
(

2k−1 −
⌊
i2k−1

√
M

+
1

2

⌋)
. (30)

C. Total Consumption

Using the results of this section, (13) can be re-written as

ĒMH
b =Hn̄Eop +HT [Pel,tx +A(d/H)αγ̄]

[
1 +Ntχ

1− P̄f(γ̄)

]
· · ·+HTPel,rx

[
1 +NrNtχ

1− P̄f(γ̄)

]
, (31)

where n̄ is the average total number of APU instructions,
which is calculated taking the mean value of (6) and (9) as

n̄ = ntot
enc +

ntot
dec

1− P̄f(γ̄)
(32)

In (31), the two ratios in square brackets measure the joint
impact of the retransmissions and the MIMO channel estima-
tion rounds. For short transmission distances the consumption
of the PA is negligible, and therefore it is advantageous to use
a large SNR for which P̄f ≈ 0. Assuming for simplicity that
Pel,tx ≈ Pel,rx := Pel, then we can write

ĒMH
b ≈ Hn̄Eop +HTPel[2 +Nt(1 +Nr)χ] , (33)

which shows that is better to use few hops and few antennas.
In contrast, when the total distance d is large, then the PA
consumption dominates over the electronic consumption. For
those cases, we can write

ĒMH
b ≈ H1−αTAdαγ̄

[
1 +Ntχ

1− P̄f(γ̄)

]
(34)

and hence it makes sense to use many hops (as α ≥ 2) and
receive antennas, as the latter reduces the value of P̄f almost
for free. Extra transmit antennas provide an equivalent benefit
over the error rates while requiring longer channel estimation.

IV. NUMERICAL RESULTS

This section presents a quantitative analysis of our energy
consumption model based on numerical evaluations of (31),
(22) and (28). The evaluations were performed using parame-
ters of state-of-the-art low-power devices, which are shown in
Table I. We considered Rayleigh fading statistics, Class B PAs
and BCH block codes with variable code rate; the consumption
of the latter has been calculated following [17]. For simplicity
we considered one codeword per frame (i.e. n = Lp).

By minimizing (31) the optimal number of hops, SNR, M -
QAM constellation size (from BPSK up to 64-QAM) and



TABLE I
GENERIC LOW-POWER DEVICE PARAMETERS

Parameter Description Value

Lp Payload size 1023 bites §

Lh Frame Header 5 bytes §

Lo Overhead 2 bytes §
Lch Channel estimation sequence length 1 byte per tx antenna
Lf Feedback frame length 5 bytes §

W Bandwidth 1 MHz §

Rs Symbol rate 125 KBaud §
α Path-loss coefficient 3.2
A0 Free space path loss 14.92 dB
ηmax Maximum PA efficiency 0.785 ‡
β PA exponent 0.5 ‡
S Additional back-off coefficient 0 dB

Pel,tx Tx electronic power consumption 11.2 mW †

Pel,rx Rx electronic power consumption 16.6 mW †

N0 Noise power density -174 dBm/Hz
Nf Receiver noise figure 4.4 dB †
Ml Link margin 20 dB
Eop Energy per APU operation 100 pJ ∗∗
cadd Addition cost 1 operation ∗
cprod Multiplication cost 1 operation ∗

ndec,ECC
add Number of sums - ECC (2n− 1)t+ 2t2 ∗

ndec,ECC
prod Number of products - ECC 2nt+ 2t2 ∗

*source: [17], ‡source: [14], §source: [18], †source: [19],
∗∗

source: [20]

code rate was determined for various antenna array sizes
(Nt, Nr ≤ 100 in our evaluations) and total transmit distances
(d ≤ 500m). For optimizing the SNR, we considered an upper
irradiation power limit of 10 dBm, which is a typical regula-
tory constraint value. For the code rate, one selects the optimal
among all the available BCH codes with n = 1023 [17].
Finally, the energy consumption of different antenna array
sizes while using their optimal SNR, M -QAM modulation
and code rate was evaluated.

In agreement with the analysis presented in Section III-C,
numerical results show that SIMO systems (i.e. Nt = 1) are
optimal for almost all transmission distances: small receive
antenna arrays are optimal for short link transmissions, while
large ones are good for long range communications (see
Figure 1). While the energy consumption of single-hop trans-
missions grows exponentially with the transmission distance,
the consumption tends to grow linearly when using multiple
hops (see Figure 2). This tendency holds to any antenna array
size, changing only the slope and the intercept. Large SIMO
systems have smaller slope and larger intercept than small
ones, which turns them into good choices for long range
transmissions.

We also found that SISO multihop systems can consume up
to 3.4 times more than MIMO multihop systems in long range
transmissions (see Figure 3). Remarkably, MIMO multihop
systems with large receive antenna arrays can consume less
energy while using longer hops than SISO systems (see
Figure 4). Therefore, by transferring the data using less
transmissions these systems could efficiently help to reduce
the congestion in energy-constrained wireless networks.
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Fig. 1. Optimal transmitter and receiver antenna array sizes for a MIMO
multihop link which uses the Antenna Selection scheme.
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Fig. 2. Performances of SISO singlehop (SH), SISO multihop (MH) and
various MIMO multihop links calculated using (31). Each system is evaluated
while using its own optimal number of hops, SNR, M -QAM constellation size
and code rate.

Results also show that the optimal constellation size and
the optimal code rate tend to grow as the transmition distance
shortens. A detailed analysis of these results will be presented
in a future extension of this work due to the lack of space.

Moreover, although one could argue that a WSN node could
not handle a large antenna array because of size and costs
restrictions, we believe that this could change in the near
future [21]. Nevertheless, results also show that most of the
energy savings can still be achieved by using only 2 or 4
receive antennas, as the performance of SIMO systems has
diminishing returns (see Figure 3).

V. CONCLUSIONS

Results show that, due to the costs of the MIMO channel
estimation rounds, SIMO systems are the optimal choice: sin-
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Fig. 3. Ratio of the consumption of various antenna arrays with respect
to the consumption of the optimal antenna array size for each total transmit
distance.
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Fig. 4. Optimal number of hops for various antenna array sizes. Large receive
antenna arrays can be more efficient than SISO systems while requiring
substantially less hops for reaching a given destination.

gle hop transmissions using devices with small antenna arrays
when the transmission distance is short, and multihop with
large receive antenna arrays for long-range communications.
This means that, for long multihop paths, the reduction of the
number of hops and irradiated power that large antenna arrays
allow compensate the higher power consumption introduced
by the more complex electronics that they require.

Results also show that the energy consumption of transmis-
sions using large receive antenna arrays can be up to 3.4 times
smaller than using SISO devices. Therefore, large antenna
arrays might provide an attractive solution for reducing the
traffic in crowded energy-constrained multihop networks, as
they can consume less energy while using fewer but longer
hops than SISO systems.
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