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Abstract

Retransmissions due to decoding errors have a big impact on the energy budget of low-power

wireless communication devices, which can be reduced by using hybrid automatic repeat request

(HARQ) techniques. Nevertheless, this reduction comes at the cost of extra energy consumption

introduced by the added computational load. No complete analysis of the trade-off between retrans-

missions reduction and baseband consumption of low-power communications over fading channels

has been reported so far.

In this article, we study the energy efficiency achievable by HARQ schemes when the code

rate of the error-correcting code is optimized. The analysis focuses on the case of simple HARQ

(S-HARQ) and Chase combining (HARQ-CC), which are studied under fast-fading and block-

fading scenarios with Nakagami-m fading. The retransmission statistics are analyzed and expressions

for the expected number of transmission trials are derived. Using this framework, it is shown

that transmission schemes with high diversity gain are the most efficient choice for long range

transmissions, which in our case corresponds to HARQ-CC and codes with low code rate. On the

other hand, schemes with good multiplexing capabilities are optimal for short link distances, which

in our analysis corresponds to S-HARQ and high code rates. It is also shown that HARQ-CC can

effectively extend the transmission range of a low-power communication device.
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I. INTRODUCTION

The development of techniques for reducing the energy consumption of wireless com-

munications is a central requirement for technologies like wireless sensor networks (WSN)

to prosper into large-scale autonomous systems. The main tasks that the nodes of these

networks perform are sensing the environment, processing the data and communicating it

wirelessly across the network. The latter task dominates the overall energy budget and,

therefore, optimizing it has a direct impact on the network lifetime [1]. In fact, battery

depletion has been identified as one of the primary causes of lifetime limitation of these

networks [2]. Replacing batteries regularly is impractical in large networks or even impossible

in hostile or remote environments [3].

The communication energy budget depends on choices such as the transmission power and

data framing structure, which have a direct impact on the frame error rate (FER) [1]. The

FER, in turn, determines the average number of necessary retransmissions and therefore also

affects the overall energy needed to convey successfully each bit of information from one

node to the next. In fact, it has been shown that retransmissions can be a dominant factor in

the energy budget of low-power communications [4], [5].

Automatic repeat request (ARQ) is an interesting tool for reducing the impact of retrans-

missions on the overall energy budget of low-power devices. In effect, the recent literature

reports an increasing interest on the energy efficiency of hybrid-ARQ (HARQ) schemes,

which handle the retransmissions using various channel coding techniques. Collaborative and

non-collaborative HARQ systems under an outage constraint are studied in [6], where it is

shown that the optimal irradiated energy depends both on the number of retransmissions

and on the consumption of the electronic components of the transceivers. In [7], simple

HARQ, HARQ with Chase combining (CC) and HARQ with incremental redundancy (IR) are

considered when either an outage constraint is imposed or the transmission rate is optimized

in order to maximize the throughput. HARQ in space-time coding (STC)-based systems has

been studied in terms of energy-limited outage probability in [8]. Results show that the

energy efficiency is substantially improved by the combination of retransmissions and STC

techniques when the transmitted power allocation is optimized.

The energy consumption models considered in the cited references are based on the notion

of channel capacity, which plays a key role in linking the rate of information transfer, the

signal-to-noise ratio (SNR) and the energy consumption. This link has been established
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in two alternative ways: one approach is to define energy efficiency as the ratio between

the link capacity and the average power required by the communication process [9], [10],

while the second alternative is to consider the system outage probability [6]–[8]. However,

using the channel capacity forces to assume that capacity-achieving error correcting codes

(ECC) are employed, whose significant processing costs should not be left out of the energy

consumption budget —as is usually done in the literature. In fact, while high-performance

codes provide better error correcting performance, they require more elaborated and hence less

energy-efficient decoders than simpler codes. An analysis which follows this line of thought

can be found in [11], where the authors examine the energy efficiency of specific ECC

implementations in WSNs. The approach focuses on complex iterative codes, such as turbo

or low-density parity-check codes (LDPC) which are not well suited to the computational

capabilities of WSN nodes, and only considers transmissions over additive white Gaussian

noise channels (AWGN).

The combined energy efficiency of simple HARQ and ECC over fading channels has been

investigated in [12] and [13] by analyzing a Bluetooth network, and in [14] where a general

approach for sensor networks is provided. Nevertheless, these works do not take into account

the power consumption of electronic circuits and the results are restricted to convolutional

codes. The combination of simple HARQ with convolutional codes is also considered in [15],

where the authors aim at the best configuration of the wireless link protocol in order to

guarantee a given performance at the transport layer with the TCP protocol. Nevertheless,

[16] showed that BCH codes can be up to 15% more energy-efficient than the best performing

convolutional code. However, the analysis presented in [16] focuses on the optimization

of the frame length for a fixed code rate and does not include the power consumption of

electronic circuits in the analysis. Finally, [17], [18] present an interesting analysis of the

energy efficiency of simple HARQ transmissions when using convolutional codes with rates

1/2 and 2/3, and turbo codes with rate 1/3 over Rayleigh channels. Unfortunately, it is not

clear how to extend that framework in order to study more complex HARQ transmissions.

In this paper, we study the energy efficiency of simple HARQ (S-HARQ) and Chase

combining (HARQ-CC) when the code rate is also a variable that can be optimized. Our

analysis includes the energy cost of the baseband operations required for encoding and

decoding, which is a relevant factor that has been over-simplified in most of the literature.

Our analysis is focused on BCH and convolutional codes with a wide range of code rates,

motivated by their flexibility while keeping the low-complexity requirements of WSNs. Also,
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we have chosen to analyze HARQ-CC over other types of retransmission schemes like HARQ-

IR, as the former gives more flexibility in terms of code choice.

In contrast to much of the available literature, our approach is not information theoretical

but based on signal models. Following [4], [19], our work provides a novel approach for

accounting for the costs of retransmissions due to decoding errors of concrete modulation

and channel coding schemes over various channel fading models. In particular, we provide

formulas for the retransmission statistics of S-HARQ and HARQ-CC in fast-fading and

block-fading Nakagami-m channels, which represent the efficiency of the retransmission

scheme. Note that our approach avoids using the channel capacity, but calculates directly the

energy consumption per data bit transferred without error considering the required number

of retransmissions. The results obtained with our model allow for practical interpretations,

providing guidance for the joint optimization of the irradiated power, modulation size and

code rate of concrete HARQ schemes. Moreover, we introduce the notion of energy-optimal

code rate, which represents the amount of redundancy required for achieving the highest

energy-efficiency in a given communication system. We show that the optimal code rate is

low for long transmission distances and high for short range communications.

The rest of this article is structured as follows. First, Section II develops a general model

of the energy consumption required for attaining error-free data transmission over a wireless

link. It is a general model, in the sense that it allows for analyzing systems with any type of

channel coding scheme and any kind of retransmission regulation policy. We illustrate the use

of the model for the particular cases of BCH and convolutional codes, for which we precisely

quantify the energy consumption of the encoding and decoding operations. Then, Section III

considers S-HARQ and HARQ-CC transmissions, analyzing their retransmission statistics

under Nakagami-m channels. Then, using these results, Section IV presents an optimality

analysis with regard to several transmission parameters captured by our energy consumption

model. The finding of this section are then confirmed by numerical evaluations, presented in

Section V. Finally, Section VI summarizes our conclusions.

II. ENERGY CONSUMPTION MODEL

The goal of this section is to determine the total energy that is necessary for transferring

one bit of data successfully, henceforth called a goodbit, in a point-to-point packet-switched

wireless communication. Following [4], it is assumed that every frame transmitted in the

forward direction is matched by a feedback frame in the reverse direction that acknowledges
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correct reception or requests a retransmission. It is also assumed that the irradiated power is

determined based upon knowledge of the statistics of the SNR at the decision stage of the

receiver. It is further assumed that all frames in both directions are always detected and that

all feedback frames are decoded without error.

In the sequel, Section II-A analyses the energy consumption from the standpoint of a

transceiver that transmits one forward payload frame and receives the corresponding feedback

frame (the reverse case —a transceiver that receives one payload frame and transmits the

corresponding feedback frame— follows by analogy). Section II-B then synthesizes the total

energy consumption model.

A. Components of Energy Consumption of the Forward Transceiver

The energy consumption of the transceiver that transmits forward frames and receives

feedback frames is composed of six terms, each one described next.

1) Consumption of Electronic Components of the Transceiver due to Pre-transmission

Processing: Let us define r = k/n as the code rate, where n is the number of bits per

codeword and n−k is the number of redundant bits. Then, each physical-layer forward frame

carries LH bits of header with essential transmission parameters and a payload composed by

rLP bits of data and (1− r)LP additional bits for coding.

The total duration of a forward frame is shared by TO seconds for the transmission of

overhead signals for acquisition and tracking (channel estimation, synchronization, etc.), TH

seconds for the transmission of the header (with a binary modulation) and TP seconds for

transmitting the LP bits of payload (with a suitable modulation). The average air time per data

bit in a forward frame is hence Tb = (TO +TH +TL)/(rLP). Let us assume that the payload is

encoded using an M -ary modulation, so that each payload symbol therefore carries log2(M)

bits. If Rs denotes the physical layer symbol-rate, then Tb can be formulated as

Tb =
1

rRs

(
1

log2(M)
+
LH + LO

LP

)
, (1)

where LO is a measure, in bits, of the total overhead per forward frame.

Following (1), one may write the energy per bit per forward frame used for transmit

processing as

Eel,tx = Pel,txTb , (2)

where Pel,tx is the power consumption of the baseband and radio-frequency electronic com-

ponents that perform the forward transmission. It is to be noted that Eel,tx is largely dominated
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by passband processing components such as filters, mixers and frequency synthesizers [20].

2) Energy Consumption due to Electromagnetic Irradiation: Each frame is emitted with a

transmission power Ptx provided by the power amplifier (PA). The PA’s power consumption

is modeled by

Ptx =
η

ξ
PPA , (3)

where ξ is the peak-to-average ratio of the transmitted signal and η is the drain efficiency of

the PA [21]. Thus, the energy per bit per forward frame due to electromagnetic irradiation

is

EPA = PPATb , (4)

where Tb is given by (1).

Let us express PPA as a function of the mean SNR γ̄. The transmission power attenuates

over the air with path loss and arrives at the receiver with a mean power given by

Prx =
Ptx

A0dα
, (5)

where A0 is a parameter that depends on the transmitter and receiver antenna gains and the

transmission wavelength, d is the distance between transmitter and receiver and α is the path

loss exponent [22]. At the input of the decision stage of the receiver, γ̄ is related to Prx as

γ̄ =
Prx

N0WNfMl

, (6)

where N0 is the power spectral density of the baseband-equivalent additive white Gaussian

noise, W is the bandwidth, Nf is the noise figure of the receiver’s front end and Ml is a

link margin term that represents any other unaccounted loss [21]. From (3), (5) and (6) it is

found that

PPA(γ̄) =

(
ξA0N0WNfMl

η

)
dαγ̄ = Adαγ̄ , (7)

with A being a constant.

3) Energy Consumption of Electronic Components due to the Processing of Feedback

Frames: For simplicity, feedback frames are assumed to be transmitted uncoded using a

binary modulation. Hence, the transmission of each feedback frame lasts LF/Rs seconds,

where LF is the number of bits that compose the feedback frame and Rs is as defined in

Section II-A1. During this time, the transceiver consumes Pel,rx Watts, which mainly includes

the power needed for energizing the passband receiver elements (low-noise amplifiers, mixers,
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filters, frequency synthesizers, etc.) [20]. Therefore, the energy per forward bit spent by the

transmitter for decoding the corresponding feedback frame is given by

Efb,rx =
Pel,rxLF

rLPRs
= Pel,rxTfb , (8)

where Tfb = LF/(rRsLP) is the feedback time per payload bit.

4) Baseband Electronic Consumption: Performing the encoding and decoding of each

frame can be a demanding baseband operation∗. Each encoding procedure involves J different

kinds of arithmetic operations, each of which has an energy consumption Ej and is performed

nenc
j (r) times during the encoding algorithm. Consider that the encoding has to be done once

for each frame, and hence its cost is shared among the rLP data bits. Therefore, the energy

consumption for encoding one frame, εenc, is given by

εenc =
J∑
j=1

εjn
enc
j (r) . (9)

If the operations are performed by an arithmetic processing unit (APU), the energy consump-

tion of the j-th operation can be modeled as εj = VddI0∆tj , where Vdd is the APU operating

voltage and I0 is the average current during the execution time of the arithmetic operations

[23]. It is to be noted that I0 depends on Vdd and on the APU’s clock frequency, fAPU. ∆tj is

the time required for executing the j-th operation, which is related to fAPU and to the number

of clock cycles required by the operation, cj , as ∆tj = cj/fAPU. By replacing these terms in

(9) the energy required for encoding normalized per data bit, Eenc, can be calculated as

Eenc =
εenc

rLP
=

VddI0

rLfAPU

J∑
j=1

cjn
enc
j (r) . (10)

Note that it is straightforward to write an equation for the decoding cost equivalent to (10).

As an illustration of how (10) can be used, Table I provides the number of operations

required for decoding BCH and convolutional codes with rate r = k/n that can correct up

to tc errors per codeword of n = LP bits. Table I also contains the number of operations

required for HARQ-CC transmissions in both fast- and block-fading scenarios, which will

be needed in Section (II-B). The corresponding analysis can be found in Appendix A.

∗Although other operations —e.g. the header and feedback processing— also consume energy, they are not included in

the analysis as their consumption presents no significant variations among the considered transmission schemes.
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TABLE I: Number of required operations per frame per transmission trial

Scheme Additions Products Integer comp. Binary comp.

BCH codes (2LP − 1)tc + 2t2c 2LPtc + 2t2c – –

Convolutional codes LP2k+ν – LP2ν(2k − 1)/n LP2k+ν

Punctured conv. codes LP2ν+1 – rLP2ν LP2ν+1

HARQ-CC (fast-fading) 2LP LP – –

HARQ-CC (block-fading) LP + 1 LP – –

5) Re-transmission Statistics: A key contributor to the energy consumption is the need

for retransmissions due to forward frames that get decoded with errors at the receiver. The

number of transmission trials needed until a frame is decoded without error, τ , is a random

variable, whose distribution depends on physical layer parameters such as the SNR, channel

statistics and modulation type, and on link layer parameters such as code rate, frame size

and retransmission scheme.

Let us define z to be the maximum number of successive transmission trials for transmitting

each forward frame before a channel outage event is declared. An outage declaration causes

the system to enter a sleep period (i.e. a low-power mode) for at least one channel coherence

time. After this, the system wakes up and attempts a new set of transmissions, which either

ends with a correctly decoded frame or with a new series of z consecutive frame decoding

errors. This process is repeated until the frame is decoded by the receiver without errors.

Therefore, by defining τout as the number of outage declarations that occur before a frame is

decoded without errors, one can express τ as

τ = zτout + τz , (11)

where τz is the trial index within the current set of transmission attempts. This variable is a

discrete random variable that takes values in {0, 1, . . . , z−1}, while both τ and τout can take

any non-negative integer value. Their mean values are defined as τ̄z, τ̄ and τ̄out respectively.

The statistics of τ and τout for S-HARQ and HARQ-CC are analyzed in Section III.

6) Startup Energy Consumption: The transmitter enters a low power consumption (sleep)

mode each time an outage event is declared. Hence, it must be brought online before it can

perform new transmissions. The time spent in the activation process, Tst, is largely dominated

by the stabilization of the phase-lock-loop (PLL) [21]. For simplicity, in this work the startup
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energy consumption is modeled as εst,tx = TstPel,tx. Therefore, the startup energy per data bit

per outage declaration can be calculated as Est,tx = εst,tx/(rLP), and the total startup energy

consumption per goodbit is given by Est,txτout.

B. Total Energy per Successfully Transferred Bit

The material presented in Section II-A allows for stating our model of the total energy

consumption. Concretely, the energy consumed per goodbit by the transmitter of forward

frames, which also decodes feedback frames, is given by

ET = Est,txτout + Eenc + (Eel,tx + EPA + Efb,rx) τ (12)

= Est,txτout + Eenc + [(Pel,tx + PPA)Tb + Pel,rxTfb] τ . (13)

By analogy, the total energy used by the receiver for demodulating τ forward transmissions

and for transmitting the corresponding τ feedback frames is

ER = Est,rxτout + [Edec + Pel,rxTb + (Pel,tx + PPA)Tfb] τ . (14)

Above, Est,rx is introduced as the startup consumption per data bit of the receiver, which is

calculated as

Est,rx =
TstPel,rx

rLP
. (15)

Also, (14) introduces Edec as the energy consumption of decoding the forward frame per data

bit, which is given by

Edec =
VddI0

rLfAPU

J∑
j=1

cj
(
ndec
j + narq

j

)
, (16)

where ndec
j and narq

j indicate how many times the j-th operation is performed during the

decoding algorithm and the retransmission method per transmission trial (c.f. Section II-A4).

The total energy consumption per goodbit, Eb, is the sum of (13) and (14). Because of τout

and τ , this quantity is a random variable that depends on the realizations of the channel and

of the thermal noise. By using (7) and (20), it can be found that

Ēb = E {ET + ER} (17)

= 2TstPelτ̄out + Eenc + [Edec + (Pel + Adαγ̄)T ]τ̄ , (18)

where E{·} denotes the expectation operator, Pel = Pel,tx +Pel,rx is the total power consumed

by electronic components and T = Tb + Tfb is the total time per data bit.
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III. RETRANSMISSIONS STATISTICS

This section presents an analysis of the statistics of the retransmissions in various HARQ

schemes. First, Section III-A studies S-HARQ statistics under fast-fading and block-fading

channels, deriving exact expressions for the average number of transmission trials, τ̄ , and the

average number of outage declarations τ̄out. It is also studied how these quantities depend on

the maximum number of transmission attempts before declaring a channel outage, z. Then,

Section III-B studies the retransmission statistics of HARQ-CC, developing approximations

for τ̄ and τ̄out for both fast-fading and block-fading conditions.

Most of the results of this section are stated in terms of the FER. The relationship between

the FER and the SER depends on the specific ECC used, and is addressed in Appendix B.

A. Simple HARQ (S-HARQ)

Let us first study the statistics of τout, defined in Section II-A5. Recall that, after an outage

event is declared, the transmitter waits for at least one coherence time before performing

further transmission attempts. If a transmission trial fails in S-HARQ then the received frame

is discarded, as there is no reuse of that signal with earlier or later retransmissions [24]. This

makes each transmission performed after an outage event independent of previous outage

declarations. This implies, in turn, that outage declarations are independent of each other,

and hence, that τout has a geometric distribution – i.e. its probability density function (p.d.f.)

is given by

P{τout = j} = (1− qz)qjz , (19)

where P{A} denotes the probability of the event A and qz = 1 − P{τ ≤ z} is the outage

probability. Note that qz does not require a time index because in S-HARQ the error statistics

are stationary. By a direct calculation, the mean value of τout can be shown to be:

τ̄out =
qz

1− qz
. (20)

Let us now study the statistics of τ . First, note that the p.d.f. of τz is given by (c.f. II-A5)

P{τz = t} = P{τ = t|τ ≤ z} =
P{τ = t}

1− qz
, (21)

where t is an integer such that t ≤ z. Its mean value is thus calculated as

τ̄z =
z∑
t=1

t · P{τz = t} =
1

1− qz

z∑
t=1

t · P{τ = t} . (22)
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Finally, by using (11), (20) and (22), it can be shown that the mean number of transmission

trials is given by

τ̄ = zτ̄out + τ̄z =
1

1− qz

(
zqz +

z∑
t=1

tP{τ = t}

)
. (23)

The search of explicit expressions for (20) and (23) for specific channels and transmission

schemes is carried out in the sequel.

1) Fast-fading case: Let us assume that the probabilities of frame error of successive

transmission trials,
{
P ff

f (1), P ff
f (2), . . .

}
, are a set of i.i.d. random variables, whose mean

value is denoted as P̄ ff
f := E{P ff

f (1)}. Note that the i.i.d. assumption holds when a deep

interleaver is used, which decorrelates the channel coefficients of successive symbols [25].

Then, using (69) from Appendix C, the outage probability under these conditions can be

found to be

qff
z =

(
P̄ ff

f

)z
. (24)

From (24), along with the fact that 0 ≤ P̄f < 1, one can conclude that qff
z+1 < qff

z . This, in

combination with (20), shows that

τ̄ ff
out(1) ≥ τ̄ ff

out(2) ≥ . . . lim
z→∞

τ̄ ff
out(z) = 0 . (25)

Now, using (74) from Appendix C, the mean number of transmission trials can be calculated

for this case to be†

τ̄ ff(z) =
1

1−
(
P̄ ff

f

)z z−1∑
t=0

(
P̄ ff

f

)t
(26)

=
1

1− P̄ ff
f
. (27)

This shows that τ̄ ff(z) gives the same value for any choice of parameter z. This result, in

combination with (29), reflects the intuitive fact that nothing is won in a fast fading scenario

by waiting in sleep mode for new channel realizations. Because of this, in the rest of this

work it will be assumed that for fast-fading schemes z =∞ and hence τ̄ ff
out = 0.

2) Block-fading case: Consider now a static channel, where the frame error probabilities,

defined now as
{
P bf

f (1), P bf
f (2), . . .

}
, are fully correlated and hence P bf

f (t) = P bf
f (1) for all

t ∈ {1, . . . , z}. Note that in this case all the symbols that compose a frame undergo channel

fading with the same channel realization, in contrast to the fast-fading scenario where each

symbol experiences an independent channel realization.

†Both (27) and (33) correspond to equivalent expressions reported in [4] for the case where z =∞.
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Under these assumptions, the outage probability can be found using (69) in the Appendix C

to be

qbf
z = E

{(
P bf

f

)z}
, (28)

where P bf
f := P bf

f (1) is just a shorthand notation. Following an analysis similar to the one

presented in Section III-A1, one can conclude that qbf
z+1 < qbf

z and therefore

τ̄ bf
out(1) ≥ τ̄ bf

out(2) ≥ . . . lim
z→∞

τ̄ bf
out(z) = 0 . (29)

also holds.

The mean number of transmission trials for block-fading channels can be calculated using

(28) with (74) from Appendix C:

τ̄ bf(z) =
1

1− E
{(
P bf

f

)z}E
{
z−1∑
t=0

(
P bf

f

)t}
(30)

=
1

1− E
{(
P bf

f

)z}E
{

1−
(
P bf

f

)z
1−

(
P bf

f

) } . (31)

It is interesting to notice that, for the case with z = 1, one can show that

τ̄ bf(1) = τ̄ bf
out(1) + 1 . (32)

This is a consequence of (20), (28) and (31), and is consistent with the fact that, when z = 1,

then each decoding error corresponds to an outage declaration.

In Appendix D we show that τ̄ bf(z) is an increasing function of z, and hence τ̄ bf(1) ≤

τ̄ bf(2) ≤ · · · ≤ τ̄ bf
∞. Therefore, by performing fewer transmission trials per coherence time (i.e.

small z), the system can exploit a diversity gain that improves the retransmission statistics,

albeit at the cost of decreasing the overall throughput. The last term of the succession can

be expressed as

τ̄ bf
∞ = lim

z→∞
τ̄ bf(z) = E

{
1

1− P bf
f

}
, (33)

which is an upper-bound τ̄ bf(z) for all z. Note that, above, the last equality can be rigorously

derived using the Lebesgue’s dominated convergence theorem [26] (which can be applied

because the condition 0 ≤ P bf
f ≤ 1 implies

(
P bf

f

)t ≥ (P bf
f

)t+1).

B. HARQ with Chase combining (HARQ-CC)

The idea of Chase combining is to use the information contained in previous transmission

attempts for reducing the outage probability [27]. Concretely, if the received signal for the
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symbol s during the t-th transmission trial has the form yt = hts + wt, where ht is the

narrowband complex baseband equivalent channel coefficient and wt is the corresponding

baseband equivalent additive white Gaussian noise term, then the u-th decoding of s is done

using maximum ratio combining (MRC, c.f. [25]) of all previous observations y1, . . . , yu, i.e.

ỹu =
u∑
t=1

h∗tyt (34)

=

(
u∑
t=1

|ht|2
)
s+

u∑
t=1

h∗twt (35)

:= h̃us+ w̃u . (36)

In the following, it is assumed that the channel coefficients ht follow the Nakagami-m

fading model [28]. This fading distribution is convenient because it is both mathematically

tractable and covers the entire range of fading scenarios from AWGN (m→∞) to Rayleigh

fading (m = 1) [29]. The squared magnitude of a Nakagami-m fading channel |h|2 = r is a

Gamma random variable Γ (m,µ), whose p.d.f. is given by

fµ,m(r) =

(
m

µ

)m
rm−1

Γ(m)
exp

(
−mr
µ

)
. (37)

Above, µ is the mean power gain and m is the diversity gain of the channel [29].

A direct calculation on (36) shows that the SNR at the output of the MRC combiner after

the u-th transmission trial is given by

γu =
u∑
t=1

|ht|2γ̄ , (38)

where γ̄ = Es/N0, with Es the symbol energy and N0 the noise power spectral density.

Above, each |ht|2 is a Gamma random variable with parameters µ = 1 and m. An analysis

of the cases of fast-fading and block-fading scenarios is provided in the sequel.

1) Fast-fading case: In a fast-fading scenario the terms |ht|2 of (38) are i.i.d. Gamma

random variables. By a standard argument involving the product of characteristic functions,

it can be shown that γu in this case is also Gamma distributed with parameters mu = u ·m

and µu = u · γ̄. Therefore, if PM(γ) denotes the symbol error rate (SER) of a given M-

QAM modulation with SNR γ, then the mean SER when looking at the output of the MRC

combiner is given by

P̄ cc,ff
M (u) =

∫ ∞
0

PM(γu)fuγ̄,um(γu)dγu (39)

:= P̄M(uγ̄, um) , (40)
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with fuγ̄,um(γ) as defined in (37). This shows that Chase combining yields both a power gain

and a diversity gain proportional to the number of transmission attempts.

Let us denote τ cc,ff as the number of transmission trials of Chase combining over a fast-

fading channel. By inspecting (35), it can be seen that the combined channel coefficients h̃u

and noise terms w̃u (c.f. (36)) for different values of u are correlated. However, simulations

show that the correlation becomes negligible for sufficiently long frames (e.g. more than 100

symbols). This “randomization” is a consequence of the large number of new independent

random variables which are involved in each new transmission trial (one channel and one

noise per symbol). Therefore, one can use the following approximation for the p.d.f. of τ cc,ff

for transmissions over a Nakagami-m channel:

P{τ cc,ff = t}

= 1− P̄ cc,ff
f (1) for t = 1

≈ [1− P̄ cc,ff
f (t)]

∏t−1
u=1 P̄

cc,ff
f (u) for t ≥ 2

(41)

where P̄ cc,ff
f (u) denotes the FER over a Nakagami-mu channel with power gain µu = u · γ̄,

like the one discussed above. Recalling that there is no reason for imposing an upper bound

on the number of retransmissions in a fast-fading scenario (c.f. III-A1), one can show that

τ̄ cc,ff =
∞∑
t=1

t · P{τ cc,ff = t} (42)

≈ 1 +
∞∑
t=1

t∏
u=1

P̄ cc,ff
f (u) . (43)

Above, (42) is obtained using the definition of the expected value operator, and (43) is

obtained by using (41) and some straightforward algebra. Is to be noted that if no limit for

the number is retransmissions is assumed (i.e. z =∞), then τ̄ cc,ff
out = 0 (c.f. Section III-A1).

By taking (43) as an equality, one can prove that HARQ-CC outperforms S-HARQ in a

fast-fading scenario in the sense that τ̄ cc,ff ≤ τ̄ ff. In effect, P̄ cc,ff
f (u) ≤ P̄ cc,ff

f (1) = P̄f for any

positive integer u due to the combining benefits of CC. By using this inequality for each

u = 1, . . . , t, one can show that
t∏

u=1

P̄ cc,ff
f (u) ≤

(
P̄f
)t

. (44)

Finally, the desired result follows from comparing (27) and (43), and noticing that the former

can be rewritten as τ̄ ff =
∑∞

t=0 P̄
t
f .
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2) Block-fading case: Let us consider now the case of a block-fading scenario, where

the fading coefficients ht (c.f. (34)) that belong to the same coherence time interval are

equal, while coefficients from different coherence times are independent. One may divide

the number of transmission trials u as u = vz + x, where z is as defined in Section II-A5,

v ≥ 0 is the number of previous channel coherence time intervals in which transmission

attempts have been run and x ∈ {1, . . . , z − 1} is the trial index within the current run of

transmissions. Then, for the case of block fading one finds that (38) can be re-written as

γvz+x =

(
x|hv+1|2 + z

v∑
i=1

|hi|2
)
γ̄ , (45)

where the index i represents the coherence time. This shows that although each retransmission

provides a power gain (as γ̄vz+x = (vz + x)γ̄ for any value of v and x), only transmissions

performed on different coherence times provides diversity.

Let us focus on the case of z = 1 (i.e. u = v and x = 0), which is the setup that gives the

highest diversity gain for a given number of transmission trials. Under these conditions, it can

be seen from (45) that during the u-th trial each transmitted symbol experiences a SNR that

corresponds to a Nakagami-mu channel with mu = u ·m and power gain µu = u · γ̄. As each

decoding error causes an outage declaration, this case has a similar SER than the fast-fading

case (c.f. (39)). Nevertheless, the FER is different because the whole frame experience the

same channel coefficient, while in the fast fading case symbol of the same frame experience

independent channel realizations (c.f. Section III-A2). As a consequence, the randomization

argument that leads to (41) is not valid in this case. However, the thermal noise coefficient

that corresponds to each received symbol is independent, and simulations show that a for

sufficient large frame length (more than 100 symbols) a randomization still happens with

respect to the noise conditioned on the channel realization. This allows us to use the following

approximation:

P{τ cc,bf = t|h}

= 1− P cc,bf
f (γ1) for t = 1

≈ [1− P cc,bf
f (γt)]

∏t−1
u=1 P

cc,bf
f (γu) for t ≥ 2

(46)

where h = (h1, h2, . . . ) is the vector of successive channel realizations, P cc,bf
f (γ) is the block-

fading FER of an AWGN channel with SNR γ and γu is the SNR of the u-th decoding trial,

which is calculated from h using (38). Then, using (46) and the fact that P{τ cc,bf = t} =
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E
{
P{τ cc,bf = t|h}

}
, a direct calculation shows that

τ̄ cc,bf =
∞∑
t=1

tE
{
P{τ cc,bf = t|h}

}
(47)

≈
∞∑
t=1

tE

{
t−1∏
u=1

P cc,bf
f (γu)−

t∏
v=1

P cc,bf
f (γv)

}
(48)

= 1 +
∞∑
t=1

E

{
t∏

u=1

P cc,bf
f (γu)

}
. (49)

Finally, it should be noted that (19) is not valid in the case of HARQ-CC, as the combina-

tion of old transmission trials make the outage probability smaller in each new coherence time.

Therefore, in this case τ̄ cc,bf
out does not distribute as a geometric random variable. Nevertheless,

for the case of z = 1 then the arguments that lead to (32) are still valid, and therefore one

can compute τ̄ cc,bf
out using the following relationship:

τ̄ cc,bf
out = τ̄ cc,bf − 1 . (50)

IV. OPTIMALITY ANALYSIS

In this section we consider the optimization problem of finding the values of the SNR, mod-

ulation size, code rate and retransmission scheme that allow for achieving the most energy-

efficient data transmission. First, based on results presented in Section III, Section IV-A

studies the optimization of the SNR. Then, Section IV-B analyzes the optimization of the

code rate, the modulation size and the retransmission scheme. The theoretical results derived

in these subsections are illustrated by the simulation presented in Section V.

A. Optimization of the SNR

Consider our energy model as stated by (17). Using (20), (17) can be re-written as

Ēb =
2Estqz
1− qz

+ Eenc + (Peff + Adαγ̄)T τ̄ , (51)

where Peff = Pel +Edec/T . A direct inspection of (51) reveals that the energy consumption of

a given transmission scheme is large at extreme values of the total SNR. In effect, low values

of SNR are not energy-efficient, because a large number of retransmissions are required for

achieving a correctly decoded frame in the receiver —which is reflected in large values of τ̄

and qz. On the other hand, high values of SNR are not efficient either, because they involve

a large power consumption of the PA, which is proportional to γ̄ (c.f. Section II-A2).
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Moreover, it can be shown that there exists a unique optimal SNR between these two

extremes, which represents the most favorable trade-off between irradiated power and con-

sumption due to retransmissions. Note first that qz, as derived in Section III, is expressed as

a combination of sums (averages) and products of FERs, and therefore it can be shown to

be a convex function of the mean SNR. In fact, this can be done by taking into account the

convexity of the FER (which is inherited from the convexity of the SER) and the fact that

the product of positive non-increasing convex functions is also convex [30, Ex. 3.23]. Using

a similar rationale, it can also be shown that the expressions found for τ̄ for HARQ-CC

(c.f. Section III-B) are convex. Finally, the expressions presented for S-HARQ in (27) and

(30) share a similar structure, namely, they are the product of two functions: a combination

of products and sums of FERs (and hence convex), and the reciprocal of one minus such a

combination. The later is the composition of a non-decreasing function (the reciprocal) and

a concave function, and is therefore also convex [30, Ch. 3]. Hence, for S-HARQ τ̄ is the

product of two non-negative non-increasing convex functions of the mean SNR and hence it

is also convex. Finally, following a similar argument one can also show that qz/(1 − qz) is

a convex of the mean SNR too.

The above discussion shows that Ēb is a convex function of γ̄, and therefore the optimal

SNR γ̄∗ is the unique value of γ̄ such that ∂Ēb/∂γ̄(γ̄∗) = 0. Using this condition on (51),

one can find the following implicit equation for γ̄∗:

a

[1− qz]2
∂qz
∂γ̄

(γ̄∗) + [b+ γ̄∗]
∂τ̄

∂γ̄
(γ̄∗) + τ̄ = 0 , (52)

where Pst = 2Est/T , a = Pst/(Ad
α) and b = Peff/(Ad

α). Note that the factor Adα represents

the power consumption of the PA, so a and b are related to the ratio between the PA power

consumption and the startup and baseband consumption, respectively. It is interesting to notice

that the optimal SNR depends only on qz, τ̄ , a and b.

It is insightful to study (52) for extreme values of the link distance. Indeed, by noting that

a, b ∝ d−α, it can be seen that if d→ 0 then a, b→∞ and hence (52) can be re-written as

∂

∂γ̄

{
qz

1− qz
+ δτ̄

}
= 0 , (53)

where δ = b/a = Peff/Pst measures the ratio between the baseband and startup power

consumption. Note that qz/(1− qz) is a decreasing function of γ̄ because qz is also so. As τ̄

is also decreasing on γ̄, then the left hand side term of (53) represents the slope of a positive

and decreasing function (the whole term inside the brackets) whose value tends to a constant
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(δ) monotonically as γ̄ grows. Hence, the optimal SNR is a value of γ̄ high enough such that

τ̄ ≈ 1 and qz ≈ 0 holds, as then the term inside brackets in (53) is practically a constant.

On the other hand, if d→∞ then a, b→ 0, and hence (52) can be re-written as

∂ log τ̄

∂γ̄
(γ̄∗) = − 1

γ̄∗
. (54)

Therefore, in this case the optimal SNR only depends on the shape of the τ̄(γ̄) curve, being

indifferent to electronic or baseband consumption terms.

Finally, it can be shown that the optimal SNR for large distances is smaller than the optimal

SNR for short ones. In effect, from the discussion after (53) is clear that for long transmission

distances the slope of τ̄ at the optimal SNR, and hence also the slope of log τ̄ ‡, has to be

approximately zero. On the other hand, (54) shows that the slope of log τ̄ evaluated at the

optimal SNR for short transmission distances is strictly negative. Note that log τ̄ decreases

monotonically to 1 as the SNR grows, and hence its slope is always negative but increases

towards zero as SNR → ∞. Hence, our claim follows from the fact that a slope closer to

zero implies a larger SNR.

B. Qualitative Analysis of the Optimization for Long and Short Range Transmissions

Let us denote as Ē∗b the energy consumption when the optimal SNR γ̄∗ is being used.

In the following, Ē∗b is studied for both large and small values of the link distance. For

simplicity of the analysis we consider no throughput constraints. However, the inclusion of

such constraints represent a straightforward extension of the presented framework that can

be done by introducing additional restrictions on the space of parameters.

1) Long range transmissions: When the link distance is large, then the consumption

of the PA dominates over the consumption of electronic components. Hence, (51) can be

approximated as

Ē∗b ≈ Adαγ̄∗T τ̄ (γ̄∗) . (55)

Let us recall that, for the case of long range communications, γ̄∗ only depends on the shape of

τ̄ as function of the SNR. Therefore, communication schemes with favorable error statistics

are an interesting alternative to explore, as they provide a τ̄ curve which when plugged in

(54) defines a low optimal SNR. This means, in connection to (55), that these schemes are

‡Note that as τ̄ ≥ 1 then ∂ log τ̄
∂γ̄

= 1
γ̄
∂τ̄
∂γ̄
≤ ∂τ̄

∂γ̄
.
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optimal for this case as they achieve a reduced number of retransmission while requiring

only a moderate PA consumption.

From the above discussion one can conclude that, when performing long range transmis-

sions, HARQ-CC is a good choice from an energy point of view, as it allows for improving

the error statistics while keeping all the other terms in (55) constant. Also small modulations

are attractive for this case, as they further improve the error statistics and hence decrease γ̄∗

(as in this case γ̄∗ only depends on τ̄ ) at the cost of a slight increase in T (c.f. Section II-A1).

On the other hand, the optimization of the code rate is less straightforward: while a lower

code rate also improves the error statistics, it causes a significant increase of the total time

per bit (T ∝ r−1, c.f. (1)). Therefore, reducing the code rate is only profitable if the benefit

of reducing the optimal SNR is larger than the loss for increasing the transmission time due

to the added redundancy.

2) Short range transmissions: In Section IV-A, it was shown that the optimal SNR

conditions for short range transmissions imply qz ≈ 0 and τ̄ ≈ 1. Hence, (51) can be

approximated in this case as

Ēb ≈ 2Est + Eenc + PeffT . (56)

From above is apparent that in this case the consumption of the PA becomes negligible

compared to the cost of the baseband electronic components. Therefore, under these circum-

stances simple transmission schemes are attractive, as they have small encoding and decoding

costs. HARQ-CC and low code rates are not a good choice for this case, as they increase

Eenc, Peff and/or T without providing substantial benefits. On the contrary, large modulation

constellations are desirable as they reduce T by packing many bits in each transmitted symbol.

V. ANALYSIS OF CHASE COMBINING WITH BCH AND CONVOLUTIONAL CODES

In this section we study the energy consumption of systems that use BCH or convolutional

codes with S-HARQ or HARQ-CC. These coding schemes were selected because of two

reasons: they are simple codes with a straightforward and viable implementation in low

power devices, and they are flexible enough to provide a good range of different code rates.

For the convolutional codes, we consider the regular codes of rate 1/n from [32], and the

punctured convolutional codes of rate k/n for k > 1 from [33]. The former are optimum

codes in terms of distance spectrum, while the latter are good codes in terms of distance

spectrum but with considerably reduced complexity when compared to regular codes of the
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same rate. For the BCH codes we consider the 106 codes with n = 1023, whose code rates

range from 1 to 0.01§.

For each transmission scheme the minimal energy consumption per bit is computed for

various link distances. This is achieved by optimizing the code rate, the irradiated power and

the size of the modulation constellation. The optimization of the modulation order was done

considering BSPK, QPSK and M -QAM with M ∈ {8, 16}. The optimization of the irradiated

power was performed considering an upper irradiation power limit of 10 mW, which is a

common assumption for WSN [31]. For computing (17) we used parameters of state-of-the-

art low-power devices, which are listed in Table II. Finally, for the cost of computations we

considered a dedicated APU with cadd = cprod = cint-comp = cbin-comp = 1 (c.f. Section II-A4).

TABLE II: Generic low-power device parameters

Parameter Description Value

LP Payload length 1023 bits

LH Frame Header 2 bytes ∗

LO Overhead 5 bytes ∗

LF Feedback frame length 11 bytes ∗

W Bandwidth 1 MHz §

Rs Symbol rate 125 kBaud §

Tst Wake-up time 20 mS †

α Path-loss coefficient 3.2 ∗

A0 Free space path loss 30 dB ∗

η PA efficiency 0.785 ||

Pel,tx Tx electronic power consumption 11.2 mW ††

Pel,rx Rx electronic power consumption 16.6 mW ††

N0 Noise power density -174 dBm/Hz

Nf Receiver noise figure 4.4 dB ††

Ml Link margin 30 dB ∗

fAPU APU frequency 20 MHz ‡

Vdd APU voltage 3 V ‡

I0 Average current 6.37 mA ‡

∗
source: [4], §source: [34],

†
source: [35], ‡source: [36],

||
source: [37],

††
source: [38].

Results obtained for a block fading scenario are presented in Figures 2 through 6, where

uncoded S-HARQ transmissions with z = 3 transmission trials per coherence time are

§The complete list of BCH codes for various values of n can be found in [40].
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compared with coded transmissions with S-HARQ and HARQ-CC considering z = 3 and

z = 1. The curves consider Nakagami-m fading with m = 1, which is equivalent to Rayleigh

fading and corresponds to the case of non line-of-sight links, reason for which this scenario

demands the highest number of retransmissions (simulations for fast-fading channels where

also performed, but the results are not discussed here due to lack of space).

The results for each retransmission scheme confirm the following general principle, already

discussed in Section IV-B and found as well in [39]: for long-range transmissions the

optimal schemes are the ones with high diversity gain, while for short link distances the

best are schemes with a large multiplexing gain (see Figure 1). This means that, for each

retransmission scheme, the best configuration for performing long range transmissions is an

computationally expensive code with a low code rate and a low order M -ary constellation;

for the studied cases, this means BPSK with convolutional codes (see Figures 2 and 3). On

the other hand, the most efficient solution for a short transmission range is to use codes with

high rate and large constellation orders —i.e. higher net throughput. In our case, this means

16-QAM with a BCH code with a high rate, or even uncoded transmissions for really short

link distances. Results also show that the optimal SNR decreases when the link distance

grows, confirming the discussion presented in Section IV-A (see Figure 4). Moreover, it

is worth noting that the optimal code rate decreases as the link distance grows for all the

studied retransmission schemes (see Figure 2), in agreement with the discussion presented in

Section IV-B. Nevertheless, the code rate drops slower in CC-HARQ than in the S-HARQ case

because of the retransmission statistics improvement delivered by the HARQ-CC diversity

gain (see Figure 5).

Following the same rationale, and also in agreement with Section IV-B, HARQ-CC trans-

missions are significantly more efficient than S-HARQ transmissions when the link distance

is large (see Figure 1). In fact, the choice of the HARQ scheme has a stronger effect on the

energy consumption than the choice of the ECC, as the diversity gain introduced by HARQ-

CC allows for a more graceful degradation of the performance as the link distance increases.

This, in turn, significantly extends the transmission range of a low-power communication

device. In contrast to plain error correction coding (i.e. S-HARQ), Chase combining improves

the error rates without introducing redundant bits (and therefore increasing the effective air

time per bit), and also without incurring in important additional computational costs. In fact,

it is interesting to observe that the decoding costs can dominate the overall energy-budget

for large link distances (see Figure 6).
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Uncoded S−HARQ (z=3)

BCH S−HARQ (z=3)

conv. S−HARQ (z=3)
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conv. S−HARQ (z=1)

BCH HARQ−CC (z=1)

conv. HARQ−CC (z=1)

Fig. 1: Minimum energy consumption per goodbit when the SNR, the modulation scheme and the coding rate

are optimized for each link distance. The energy efficiency is clearly impacted stronger by the chosen HARQ

scheme than by the error correcting code choice.
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BCH HARQ−CC (z=1)
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Fig. 2: The code rate at which the amount of introduced redundancy allows for achieving maximal energy-

efficiency. Low code rates are a good choice for long link distances because the code gain allows to achieve

a target bit error rate radiating less power, while they are suboptimal for short range communications because

the higher time per bit increases the consumption of the electronic components.

VI. CONCLUSION

We studied the effects of error correcting codes and HARQ retransmission schemes on

the average energy required for delivering one bit of data without error over a wireless

communication link. The analysis considered the consumption of electronic components of

the transceiver, the cost of the computations required for encoding and decoding the data
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Fig. 3: Optimal order of an M -ary constellation. Modulations with higher throughput are more energy-efficient

when the link distance is short, while schemes with lower throughput but better error statistics are optimal for

long range transmissions.
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Fig. 4: Optimal SNR, which relates directly to the level of irradiated power that achieves the most energy-

efficient balance between radiated power and number of retransmissions. Note that the discontinuities that exist

correspond to changes in the optimal modulation (c.f. Figure 3).

and the effects of retransmissions due to decoding errors that are beyond the correcting

capabilities of the code. We derived expressions for the mean number of transmission trials for

simple HARQ and HARQ with Chase combining for fast-fading and block-fading scenarios

under Nakagami-m channel fading statistics. We showed that diversity is in general beneficial

between successive transmission trials.

We found that HARQ-CC and codes with low code rates are better suited for long range
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Fig. 5: HARQ-CC can achieve a lower number of retransmissions over a wider range of distances, while keeping

a low power consumption at the PA. This is a consequence of the significant error-rate improvements provided

by the diversity gain of this scheme.
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Fig. 6: Decomposition of the energy consumption sources of S-HARQ with BCH coding over a block-fading

channel, using z = 3 transmission trials per coherence time period. The decoding cost — of codes with low

code rate (see Figure 2)— dominates the overall energy budget when the link distance is large.

transmissions, as they attain low error rates with less irradiated power. On the other hand,

S-HARQ and high code rates are optimal for short range transmissions, because they reduce

the computational load and the average air time spent per data bit which are relevant when the

irradiated power is not dominant. Moreover, we found that the choice of the retransmission

scheme impacts strongly the energy efficiency than the choice of ECC scheme.

Finally, we found that using HARQ-CC significantly extends the transmission range of a
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low-power communication devices compared to S-HARQ, because the more favorable error

statistics allow for a more graceful degradation of the performance as the link distance

increases.

APPENDIX A

COSTS OF ENCODING AND DECODING

In the following, we analyze the encoding and decoding operations of BCH and convolu-

tional codes of rate r = k/n that can correct up to tc errors per codeword of n = LP bits. All

the results for BCH codes and convolutional codes are summarized in Table I. In the case of

linear codes, is to be noted that choosing n < LP (so that there is more than one codeword

per frame) does not bring additional gains in terms of energy efficiency [19]. Therefore, and

for the sake of conciseness, we opted to present only the case of n = LP.

A. BCH codes

Let us assume an generator polynomial encoding strategy and a syndrome decoder [40].

Then, the number of required operations for encoding is at most kLP − k2 binary additions,

while decoding takes (2LP − 1)tc + 2t2c additions and 2LPtc + 2t2c multiplications over a

Galois Field (GF). If LP = 1023 as in Section V, the operations for decoding are over

GF(210), which leads to Edec � Eenc. Because of this, the term Eenc is neglected within the

simulation presented in Section V.

B. Convolutional codes

As in the case of BCH codes, encoding is not taken into account as it is considerably

less complex than decoding. For decoding, a Viterbi algorithm (VA) with hard decision is

considered in the following [40].

Let us consider a convolutional code of rate r = k/n where k is the number of binary

inputs, n is the number of binary outputs¶, and ν is the memory order [41]. The total

number of operations per frame required by the VA for decoding a regular (non-punctured)

convolutional code are LP2k+ν binary comparisons and integer additions and LP2ν(2k−1)/n

integer comparisons [42]. This shows that the complexity of the VA grows exponentially with

the code rate. Puncturing [40] is an alternative for reducing the decoding complexity of high

¶Note that, differently than in the case of BCH codes, for convolutional codes n is typically much smaller than LP.
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rate convolutional codes, while keeping a good error performance. In the case of punctured

convolutional codes, the total number of operations per frame required by the VA are [42]

LP2ν+1 binary comparisons and nint-comp = rLP2ν integer comparisons.

C. Cost of HARQ-CC

With respect to S-HARQ, the computations required for HARQ-CC require two additional

steps: (i) combining the symbols of the u transmission attempts of the frame and (ii) calcu-

lating the equivalent channel coefficient. For soft-combining the symbols of u transmission

attempts, u multiplications and u−1 additions per symbol are carried out, which is valid for

both fast fading and block fading channels (c.f. (34)). Then, for calculating the equivalent

channel coefficient (h̃u), u − 1 additions per symbol are required in the case fast fading

channel, while only u − 1 additions are required for the whole frame in the case of block

fading.

It is useful to adopt the following approximation for the total number of additions per

transmission trial (c.f. Section II-B) over fast- and block- fading channels:

nHARQ,ff
add =

2(u− 1)

u
LP ≈ 2LP, (57)

nHARQ,bf
add =

(u− 1)

u
(LP + 1) ≈ LP + 1 . (58)

This implies a slight overestimation, which is anyway clouded by the higher costs of the

ECC schemes. All this is summarised in Table I.

APPENDIX B

FER OF BCH AND CONVOLUTIONAL CODES

In the sequel, the FER calculations for both BCH and convolutional codes are presented.

A. BCH codes

Let us assume that n = LP, so that there is a single codeword per payload. Given the error

correcting capability tc of the code, the FER Pf can be written in terms of the bit error rate

of the M -ary modulation used for the payload, Pb(γ), and of the binary modulation used for

the header, Pbin(γ), as [19]

Pf(γ) = 1− [1− Pbin(γ)]H
[

tc∑
j=0

(
LP

j

)
[1− Pb(γ)]LP−j Pb(γ)j

]
. (59)
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B. Convolutional codes

In the case of convolutional codes with hard decision decoding, one can write the FER as

Pf(γ) = 1− [1− Pbin(γ)]H [1− Pe(γ)]LP . (60)

Above, Pe(γ) can be computed using

Pe(γ) ≈
∞∑

κ=dfree

βκP2(κ) , (61)

where βκ are the information weight of the codewords that are at a distance κ of the all zero

codewords, dfree is the minimum distance of the code, and [43, pg. 491]

P2(κ) =



κ∑
j=κ+1

2

(
κ
j

)
[1− Pb(γ)]κ−j Pb(γ)j if κ is odd, and

1
2

(
κ
κ
2

)
[1− Pb(γ)]κ/2Pb(γ)κ/2

+
κ∑

j=κ
2

+1

(
κ
j

)
[1− Pb(γ)]κ−jPb(γ)j if κ is even.

(62)

APPENDIX C

ANALYTICAL EXPRESSIONS IN TERMS OF THE FER

This section derives expressions for the mean number of transmission trials, τ̄ , and the

outage probability, qz (c.f. Section II-A5) for S-HARQ in terms of the FER of the t-th

transmission trial Pf(t).

In general, the event of needing τ = t ≤ z transmission trials to get a correctly decoded

frame is equivalent to have a correct transmission in the t-th trial and t−1 frames with errors

in the previous attempts. Let us define h = (h1, h2, . . . ) as the succession of random variables

which correspond to successive narrowband baseband-equivalent channel coefficients. Also,

let us denote as et (resp. st) the event of making an error while decoding the frame (resp.

having a successful transmission) during the t-th transmission attempt.

Each transmission trial is affected by both the realization of the channel and the thermal

noise. Note that the events e1, . . . , et−1, st are conditionally independent given the channel

realization, as successive realizations of the thermal noise are by definition independent of

each other. Therefore, the conditional p.d.f. of the random variable τ for a given channel
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realization h can be expressed as P{τ = 1|h} = 1− Pf(1) for t = 1, and

P{τ = t|h} = P{st ∪ et−1 ∪ · · · ∪ e1|h} (63)

= P{st|h}
t−1∏
u=1

P{eu|h} (64)

= [1− Pf(t)]
t−1∏
u=1

Pf(u) , (65)

for t ≥ 2. In the case of S-HARQ, the Pf(t) are random variables that depend on the frame

size, modulation type and received SNR during the t-th trial. In particular, the cases of

fast-fading and block-fading scenarios are analyzed in the following.

Let us now calculate an expression for qz, as defined in Section III-A. Using its definition

and (65) one can find that

qz = 1− E {P{τ ≤ z|h}} (66)

= 1− E

{
x∑
t=1

P{τ = t|h}

}
(67)

= E

{
Pf(1)−

z∑
t=2

(
t−1∏
u=1

Pf(u)−
t∏

u=1

Pf(u)

)}
(68)

= E

{
z∏

u=1

Pf(u)

}
. (69)

Let us now calculate τ̄z. Using its definition given in (22), it can be seen that τ̄z = 1 for

z = 1, and

τ̄z =
1

1− qz

z∑
t=1

t · E {P{τ = t|h}} (70)

=
1

1− qz
E

{
1− Pf(1) +

z∑
t=2

t

(
t−1∏
u=1

Pf(u)−
t∏

u=1

Pf(u)

)}
(71)

=
1

1− qz
E

{
1− z

z∏
u=1

Pf(u) +
z−1∑
t=1

t∏
u=1

Pf(u)

}
(72)

when z ≥ 2.

Finally, let us calculate τ̄ . When z = 1 it is clear, using (23) and (69), that τ̄ = 1/(1 −

E {Pf}). For the case of z ≥ 2, using (23), (69) and (72) one finds that

τ̄ = z
qz

1− qz
+ τ̄z (73)

=
E
{

1 +
∑z−1

t=1

∏t
u=1 Pf(u)

}
1− E {

∏z
u=1 Pf(u)}

. (74)
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APPENDIX D

MONOTONICITY OF (31)

Let us show that ∆(z) = τ̄ bf(z + 1)− τ̄ bf(z) ≥ 0 for all z ∈ N, with τ̄ bf(z) as defined in

Section II-A5. To do this, the following inequality is required (which is a direct application

of Jensen’s inequality):

E {P z
f } ≥ E {Pf}z , (75)

which is valid for any positive integer z. Note that two successive applications of (75) give
z−1∑
t=0

E
{
P t

f

}
≥

z−1∑
t=0

E {Pf}t =
1− E {Pf}z

1− E {Pf}
≥ 1− E {P z

f }
1− E {Pf}

. (76)

Now, by considering (30), one can show the following:

∆(z) =
E {P z

f }
1− E

{
P z+1

f

} + . . . (77)

. . .+

(
1

1− E
{
P z+1

f

} − 1

1− E {P z
f }

)
z−1∑
t=0

E
{
P t

f

}
(78)

≥ E {P z
f }

1− E
{
P z+1

f

} +
E
{
P z+1

f

}
− E {P z

f }
(1− E

{
P z+1

f

}
)(1− E {Pf})

(79)

=
E
{
P z+1

f

}
− E {Pf}E {P z

f }
(1− E

{
P z+1

f

}
)(1− E {Pf})

(80)

≥
E
{
P z+1

f

}
− E {Pf}z+1

(1− E
{
P z+1

f

}
)(1− E {Pf})

(81)

≥ 0 . (82)

Above, (79) is a consequence of (76), while (81) and (82) are applications of (75).
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