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Very Sparse LSSVM Reductions for Large Scale
Data

Raghvendra Mall and Johan A.K. Suykens

Abstract—Least Squares Support Vector Machines (LSSVM)
have been widely applied for classification and regression with
comparable performance to SVMs. The LSSVM model lacks
sparsity and is unable to handle large scale data due to compu-
tational and memory constraints. A primal Fixed-Size LSSVM
(PFS-LSSVM) was previously proposed in [1] to introduce
sparsity using Nyström approximation with a set of prototype
vectors (PV). The PFS-LSSVM model solves an over-determined
system of linear equations in the primal. However, this solution
is not the sparsest. We investigate the sparsity-error trade-off by
introducing a second level of sparsity. This is done by means
of L0-norm based reductions by iteratively sparsifying LSSVM
and PFS-LSSVM models. The exact choice of the cardinality for
the initial PV set is not important then as the final model is
highly sparse. The proposed method overcomes the problem of
memory constraints and high computational costs resulting in
highly sparse reductions to LSSVM models. The approximations
of the two models allow to scale the models to large scale datasets.
Experiments on real world classification and regression datasets
from the UCI repository illustrate that these approaches achieve
sparse models without a significant trade-off in errors.

Index Terms—L0-norm, reduced models, LSSVM classification
& regression, sparsity

I. INTRODUCTION

Least Squares Support Vector Machines (LSSVM) were
introduced in [2] and have become a state-of-the-art learning
technique for classification and regression. In the LSSVM for-
mulation instead of solving a quadratic programming problem
with inequality constraints as in the standard SVM [3], one has
equality constraints and the L2-loss function. This leads to an
optimization problem whose solution in the dual is obtained
by solving a system of linear equations.

A drawback of LSSVM models is the lack of sparsity as
usually all the data points become support vectors (SV) as
shown in [1]. Several works in the literature address this
problem of lack of sparsity in the LSSVM model. They can
be categorized as:

1) Reduction methods: - Training the model on the dataset,
pruning support vectors and selecting the rest for retrain-
ing the model.

2) Direct methods: - Enforcing sparsity from the beginning.
Some works in the first category are [4], [5], [6], [7], [8], [11],
[9] and [10]. In [5], the authors provide an approximate SVM
solution under the assumption that the classification problem
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is separable in the feature space. In [6] and [7], the proposed
algorithm approximates the weight vector such that the dis-
tance to the original weight vector is minimized. The authors
of [8] eliminate the support vectors that are linearly dependent
on other support vectors. In [9] and [10], the authors work on
a reduced set for optimization by pre-selecting a subset of data
as support vectors without emphasizing much on the selection
methodology. The authors of [11] prune the support vectors
which are farthest from the decision boundary. This is done
recursively until the performance degrades. Another work [12]
in this direction suggests to select the support vectors closer
to the decision boundary. However, these techniques cannot
guarantee a large reduction in the number of support vectors.

In the second category, the number of support vectors re-
ferred to as prototype vectors (PVs) are fixed in advance. One
such approach is introduced in [1] and is referred to as fixed-
size least squares support vector machines (FS-LSSVM). It
provides a solution to the LSSVM problem in the primal space
resulting in a parametric model and a sparse representation.
The method uses an explicit expression for the feature map
using the Nyström method [13] and [14]. The Nyström method
is related to finding a low rank approximation to the given
kernel matrix by choosing M rows or columns from the large
N ×N kernel matrix. In [1], the authors proposed searching
for M rows or columns by maximizing the quadratic Rènyi
entropy criterion. It was shown in [15] that the cross-validation
error of primal FS-LSSVM (PFS-LSSVM) decreases with
respect to the number of selected PVs until it does not change
anymore and is heavily dependent on the initial set of PVs
selected by quadratic Rènyi entropy. This point of “saturation”
can be achieved for M ¿ N but this is not the sparsest
solution. A sparse conjugate direction pursuit approach was
developed in [16] where they iteratively build up a conjugate
set of vectors of increasing cardinality to approximately solve
the over-determined PFS-LSSVM linear system. The approach
works most efficiently when few iterations suffice for a good
approximation. However, when few iterations don’t suffice for
approximating the solution the cardinality will be M .

In recent years the L0-norm has been receiving increasing
attention. The L0-norm is the number of non-zero elements
of a vector. So when the L0-norm of a vector is minimized
it results into the sparsest model. But this problem is NP-
hard. Therefore, several approximations to it are discussed
in [17] and [18] etc. In this paper, we modify the iterative
sparsification procedure introduced in [19] and [20]. The major
drawbacks of the methods described in [19] and [20] are that
these approaches cannot scale to very large scale datasets due
to memory (N×N kernel matrix) and computational (O(N3)
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time) constraints. We reformulate the iterative sparsification
procedure for LSSVM and PFS-LSSVM methods to produce
highly sparse models. These models can efficiently handle
very large scale data. We discuss two different initialization
methods for which in a next step the sparsification step is
applied:
• Initialization by Primal Fixed-Size LSSVM: Sparsifi-

cation of the primal fixed-size LSSVM (PFS-LSSVM)
method leads to a highly sparse parametric model namely
sparsified primal FS-LSSVM (SPFS-LSSVM).

• Initialization by Subsampled Dual LSSVM: The subsam-
pled dual LSSVM (SD-LSSVM) is a fast initialization to
the LSSVM model solved in the dual. Its sparsification
results into a highly sparse non-parametric model namely
sparsified subsampled dual LSSVM (SSD-LSSVM).

We compare the proposed methods with state-of-the-art
techniques including C-SV C, ν-SV C from the LIBSVM
[22] software, Keerthi’s method [23], L0-norm based method
proposed by Lopez [20] and the L0-reduced PFS-LSSVM
method (SV L0-norm PFS-LSSVM) [21] on several bench-
mark datasets from the UCI repository [24]. Below we mention
some motivations to obtain a sparse solution:
• Sparseness can be exploited for having more memory

and computationally efficient techniques, e.g. in matrix
multiplications and inversions.

• Sparseness is essential for practical purposes such as
scaling the algorithm to very large scale datasets. Sparse
solutions means fewer support vectors and less time
required for out-of-sample extensions.

• By introducing two levels of sparsity, we overcome the
problem of selection of the smallest cardinality (M ) for
the PV set faced by the PFS-LSSVM method.

• The two level of sparsity allows scaling to large scale
datasets while having very sparse models.

We also investigate the sparsity versus error trade-off.
This paper is organized as follows. A brief description of

PFS-LSSVM and SD-LSSVM is given in Section II. The L0-
norm based reductions to PFS-LSSVM, i.e., SPFS-LSSVM
and SD-LSSVM, i.e., SSD-LSSVM are discussed in Section
III. In Section IV, the different algorithms are successfully
demonstrated on real-life datasets. We discuss about the spar-
sity versus error trade-off in Section V. Section VI states the
conclusion of the paper.

II. INITIALIZATIONS

In this paper, we consider two initializations. One is based
on solving the least squares support vector machine problem
in the primal (PFS-LSSVM). The other is a fast initialization
method solving a subsampled least squares support vector
machines problem in the dual (SD-LSSVM).

A. Primal FS-LSSVM

1) Least Squares Support Vector Machine: We provide a
brief summary of the Least Squares Support Vector Machines
(LSSVM) methodology for classification and regression.

Given a sample of N data points {xi, yi}, i = 1, ..., N,
where xi ∈ Rd and yi ∈ {+1,−1} for classification and yi ∈

R for regression, the LSSVM primal problem is formulated
as follows:

min
w,b,e

J (w, e) =
1
2
wᵀw +

γ

2

N∑

i=1

e2
i

s.t. wᵀφ(xi) + b = yi − ei, i = 1, . . . , N,

(1)

where φ : Rd → Rnh is a feature map to a high dimensional
feature space, where nh denotes the dimension of the feature
space (which can be infinite dimensional), ei ∈ R are the
errors and w ∈ Rnh , b ∈ R.

Using the coefficients αi for the Lagrange multipliers, the
solution to (1) can be obtained by the Karush-Kuhn-Tucker
(KKT) [25] conditions for optimality. The result is given by
the following linear system in the dual variables αi:

[
0 1ᵀ

N

1N Ω + 1
γ IN

] [
b
α

]
=

[
0
y

]
, (2)

with y = (y1, y2, . . . , yN )ᵀ, 1N = (1, . . . , 1)ᵀ, α =
(α1, α2, . . . , αN )ᵀ and Ωkl = φ(xk)ᵀφ(xl) = K(xk, xl), for
k, l = 1, . . . , N with K a Mercer kernel function. From the

KKT conditions we get that w =
N∑

i=1

αiφ(xi) and αi = γei.

The second condition causes the LSSVM to be non-sparse as
whenever ei is non-zero then αi 6= 0. Generally, in real world
scenarios the ei 6= 0, i = 1, . . . , N for most data points. This
leads to lack of sparsity in the LSSVM model.

2) Nyström Approximation and Primal Estimation: For
large datasets it is often advantageous to solve the problem
in the primal where the dimension of the parameter vector
w ∈ Rd is smaller compared to α ∈ RN . However, one
needs an explicit expression for φ or the approximation of
the nonlinear mapping φ̂ : Rd → RM based on a sampled
set of prototype vectors (PV) from the whole dataset. In [15],
the authors provide a method to select this subsample of size
M ¿ N by maximizing the Quadratic Rènyi entropy.

Williams and Seeger [26] uses the Nyström method to
compute the approximated feature map φ̂ : Rd → RM , i =
1, . . . ,M for a training point, or for any new point x∗, with
φ̂ = (φ̂1, . . . , φ̂M )ᵀ, is given by

φ̂i(x∗) =
1√
λs

i

M∑

j=1

(ui)jK(zj , x
∗), (3)

where λs
i and ui denote the eigenvalues and the eigenvectors of

the kernel matrix Ω̄ ∈ RM×M with Ω̄ij = K(zi, zj), where zi

and zj belong to the subsampled set SPV which is a subset of
the whole dataset D. The matrix Ω̄ relates to a subset of the big
kernel matrix Ω ∈ RN×N . However, we should never calculate
this big kernel matrix Ω in our proposed methodologies. The
computation of the features corresponding to each point xi ∈
D in matrix notation can be written as:

Φ̂ =




φ̂1(x1) . . . φ̂M (x1)
...

. . .
...

φ̂1(xN ) . . . φ̂M (xN )


 . (4)

Solving (1) with the approximate feature matrix Φ̂ ∈ RN×M

in the primal as proposed in [1] results into solving the
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following linear system of equations:
[

Φ̂ᵀΦ̂ + 1
γ I Φ̂ᵀ1N

1ᵀ
N Φ̂ 1ᵀ

N1N

] [
ŵ

b̂

]
=

[
Φ̂ᵀy
1ᵀ

Ny

]
, (5)

where ŵ ∈ RM , b̂ ∈ R are the model parameters in the primal
space with y ∈ {+1,−1} for classification and y ∈ R for
regression.

3) Parameter Estimation for Very Large Datasets: In [15],
the authors propose a technique to obtain tuning parameters
for very large scale datasets. We utilize the same methodology
to obtain the parameters of the model (ŵ and b̂) when the
approximate feature matrix Φ̂ given by (4) cannot fit into
memory. The basic concept is to decompose the feature matrix
Φ̂ into a set of S blocks. Thus, Φ̂ is not required to be stored
into memory completely. Let ls, where s = 1, . . . , S, denote

the number of rows in the sth block such that
S∑

s=1
ls = N .

The matrix Φ̂ can be described as:

Φ̂ =




Φ̂[1]

...
Φ̂[S]


 ,

with Φ̂[S] ∈ Rls×(M+1) and the vector y is given by

y =




y[1]

...
y[S]


 ,

with y[S] ∈ Rls . The matrix Φ̂ᵀ
[S]Φ̂[S] and the vector Φ̂ᵀ

[S]y[S]

can be calculated in an updating scheme and stored efficiently
in the memory since their sizes are (M + 1) × (M + 1) and
(M +1)×1 respectively, provided that the size of each block,
i.e., ls can fit into memory. Moreover, the following also holds:

Φ̂ᵀΦ̂ =
S∑

s=1

Φ̂ᵀ
[s]Φ̂[s], Φ̂ᵀy =

S∑
s=1

Φ̂ᵀ
[s]y[s].

Algorithm 1 summarizes the overall idea.

Algorithm 1: PFS-LSSVM for very large scale data [15]
Divide the training data D into approximately S equal blocks
such that Φ̂[s] with s = 1, . . . , S, calculated using (4) can fit
into memory.
Initialize matrix A ∈ R(M+1)×(M+1) and c ∈ RM+1.
for s = 1 to S do

Calculate matrix Φ̂[s] for the sth block using Nyström
approximation (4)
A← A + Φ̂ᵀ

[s]Φ̂[s]

c← c + Φ̂ᵀ
[s]y[s]

end
Set A← A +

IM+1
γ

Solve the linear system (5) to obtain parameters ŵ,b̂.

Algorithm 2: Primal FS-LSSVM method
Data: D = {(xi, yi) : xi ∈ Rd, yi ∈ {+1,−1} for

classification & yi ∈ R for regression, i = 1, . . . , N}.
1 Determine the kernel bandwidth using the multivariate

rule-of-thumb.
2 Given the number of PV, perform prototype vector selection by

maximizing the quadratic Rènyi entropy.
3 Determine the learning parameters σ and γ performing fast

v-fold cross validation as described in [15].
4 if the approximate feature matrix (4) can be stored into

memory then
5 Given the optimal learning parameters, obtain the

PFS-LSSVM parameters ŵ and b̂ by solving the linear
equation (5).

6 else
7 Use Algorithm 1 to obtain the PFS-LSSVM parameters ŵ

and b̂.
8 end

B. Fast Initialization: Subsampled Dual LSSVM

In this case, we propose a different approximation instead of
the Nyström approximation and solve a subsampled LSSVM
problem in the dual (SD-LSSVM). We first use the active
subset selection method as described in [15] to obtain an initial
set of prototype vectors PV, i.e., SPV . This set of points is
obtained by maximizing the quadratic Rènyi entropy criterion,
i.e., approximate the information of the big N × N kernel
matrix by means of a smaller M ×M matrix and this can be
considered as the set of representative points of the dataset.

The assumption for the approximation in the proposed
approach is that this set of prototype vectors is sufficient to
train an initial LSSVM model in the dual and is sufficient
to obtain the tuning parameters σ and γ for the SD-LSSVM
model. Here the major advantage is that it greatly reduces
the computation time required for training and cross-validation
(O(M3) in comparison to O(NM2) for PFS-LSSVM). This
results in an approximate value for the tuning parameters close
to the optimal values (for the entire training dataset). However,
as the training of the LSSVM model is performed in the dual,
we no longer need explicit approximate feature maps and can
have the original feature map of the form φ : Rd → Rnh

where nh denotes the dimension of the feature space which
can be infinite dimensional.

Thus, the SD-LSSVM problem of training on the M pro-
totype vectors selected by Rènyi entropy is given by:

min
w̄,b̄,ē

J (w̄, ē) =
1
2
w̄ᵀw̄ +

γ

2

M∑

i=1

ē2
i

s.t. w̄ᵀφ(zi) + b̄ = yi − ēi, i = 1, . . . , M,

(6)

where zi ∈ SPV and SPV is a subset of the whole dataset D.

III. SPARSIFICATIONS

We propose two L0-norm reduced models starting from
the initializations explained in Section II: One for the primal
FS-LSSVM method namely the sparsified primal FS-LSSVM
(SPFS-LSSVM) and the other one for the SD-LSSVM method
namely sparsified subsampled dual LSSVM (SSD-LSSVM).
Both models can handle very large scale data efficiently.
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A. L0-norm Reduced PFS-LSSVM - SPFS-LSSVM

In this section, we propose an approach using the L0-norm
to introduce a second level of sparsity resulting in a reduced
set of prototype vectors SSV whose cardinality is M ′ and
is giving a highly sparse solution. We modify the procedure
described in [19] and [20]. The methodology used in [19] and
[20] cannot be extended to large scale data due to memory
constraints (O(N × N)) and computational costs (O(N3)).
The L0-norm problem can be formulated as:

min
w̃,b̃,ẽ

J (w̃, ẽ) = ‖w̃‖0 +
γ

2

N∑

i=1

ẽ2
i

s.t. w̃ᵀφ̂(xi) + b̃ = yi − ẽi, i = 1, . . . , N,

(7)

where w̃, b̃ and ẽi, i = 1, . . . , N are the variables of the
optimization problem and φ̂ is the explicit feature map as
discussed in (3).

The weight vector w̃ can be approximated as a linear com-
bination of the M prototype vectors, i.e., w̃ =

∑M
j=1 β̃j φ̂(zj)

where β̃j ∈ R which don’t need to be the Lagrange multipliers.
We apply the regularization weight λj on each of these β̃j

to iteratively sparsify such that most of the β̃j move to zero
leading to an approximate L0-norm solution as shown in [19].
The L0-norm problem can then be re-formulated in terms of
reweighting steps of the form:

min
β̃,b̃,ẽ

J(β̃, ẽ) =
1
2

M∑

j=1

λj β̃
2
j +

γ

2

N∑

i=1

ẽ2
i

s.t.
M∑

j

β̃jQ̂ij + b̃ = yi − ẽi, i = 1, . . . , N.

(8)

The matrix Q̂ is a rectangular matrix of size N ×M and is
defined by its elements Q̂ij = φ̂(xi)ᵀφ̂(zj) where xi ∈ D,
zj ∈ SPV . The set SPV is a subset of the dataset D. This
problem (8) is similar to the one formulated for SVMs in [19]
and guarantees sparsity and convergence. It is well known
that the Lp-norm problem is non-convex for 0 < p < 1. We
obtain an approximate solution for p → 0 by the iterative
sparsification procedure and converge to a local minimum.

We propose to solve this problem in the primal which
allows us to extend the sparsification procedure to large scale
datasets along with incorporating the information about the
entire training dataset D. Thus, after eliminating the ẽi the
optimization problem becomes:

min
β̃,b̃

J(β̃, b̃) =
1
2

M∑

j=1

λj β̃
2
j +

γ

2

N∑

i=1

(yi − (
M∑

j=1

β̃jQ̂ij + b̃))2.

(9)
The solution to (9) resembles the ridge regression solution

(in case of zero bias term) and is obtained by solving:
[

Q̂ᵀQ̂ + 1
γ diag(λ) Q̂ᵀ1N

1ᵀ
N Q̂ 1ᵀ

N1N

][
β̃

b̃

]
=

[
Q̂ᵀy
1ᵀ

Ny

]
(10)

where diag(λ) is a diagonal M × M matrix with diagonal
elements λj . The iterative sparsification method is presented
in Algorithm 3.

Algorithm 3: SPFS-LSSVM method

Data: Solve PFS-LSSVM (5) to obtain initial ŵ and b̂
β̃ = ŵ
λi ← β̃i, i = 1, . . . , M
if the Q̂ matrix can be stored into memory then

Calculate Q̂ᵀQ̂ once and store into memory.
else

Divide into blocks for very large datasets computing
Q̂ᵀ

[s]Q̂[s] in an additive updating scheme similar to
procedure in Algorithm 1.
Calculate once and store the M ×M matrix into memory.

end
while not convergence do

H ← Q̂ᵀQ̂ + diag(λ)/γ ;
Solve system (10) to give β̃ and b̃ ;
λi ← 1/β̃2

i , i = 1, . . . , M ;
end
Result: indices = find(|β̃i| > 0), β′ = β̃(indices), b′ = b̃.

The procedure to obtain sparseness involves iteratively solv-
ing the system (10) for decreasing values of λ. Considering the
tth iteration, we can build the matrix H ← Q̂ᵀQ̂+diag(λ)/γ
from the in-memory matrix Q̂ᵀQ̂ and the modified matrix
diag(λt) and solve the system of linear equations. From this
solution we get λt+1 and the process is restarted. It was shown
in [19] that as t→∞, β̃t converges to the L0-norm solution
asymptotically. This is shown in Algorithm 3. Since, this β′

depends on the initial choice of weights, we set them to the
PFS-LSSVM solution ŵ and b̂ to avoid ending up in very
different local minima. For this procedure we need to calculate
Q̂ᵀQ̂ matrix just once and keep it into memory. The final
predictive model is:

f(x∗) =
M ′∑

i=1

β′iφ̂(zi)ᵀφ̂(x∗) + b′.

We use f(x∗) for regression and sign[f(x∗)] for classification.
Table I provides a conceptual and notational overview of the
steps involved in SPFS-LSSVM model.

Initial 1st Reduction 2nd Reduction
SV/Train N/N M/N M ′/N

Primal w, D Step 1 → ŵ, SPV Step 2 → β′, b′, SSV
φ(x) ∈ Rnh PFS-LSSVM φ̂(x) ∈ RM SPFS-LSSVM

TABLE I: Given the dataset D we first perform the primal FS-
LSSVM in Step 1. We obtain the prototype vector set SPV , the
weight vector ŵ along with the explicit feature map φ̂ : Rd →
RM . In Step 2 we perform the SPFS-LSSVM, i.e., we use an
iterative sparsifying L0-norm procedure in the primal where
w̃ =

∑M
j=1 β̃j φ̂(zj) and regularization weights λj are applied

on β̃j . We construct the Q̂ matrix which has information about
the entire training set D. After the 2nd reduction we obtain
the solution vector β′ and b′. The solution vector relates to
prototype vectors of the highly sparse solution set SSV .
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B. L0-norm reduced subsampled dual LSSVM - SSD-LSSVM

The subsampled dual LSSVM (SD-LSSVM) performs a
fast initialization on a subsample obtained by maximizing the
quadratic Rènyi entropy. The SD-LSSVM model as described
in Section II results in ᾱ, i = 1, . . . , M and b̄ as a solution
in the dual. However, we have not seen all the data in the
training set for this case. Also, we don’t know beforehand
the ideal value of the cardinality M for the initial PV set.
In general, we start with a large value of M for fixing the
initial cardinality of the PV set. But we propose an iterative
sparsification procedure for the SD-LSSVM model leading to
an L0-norm based solution. This results in a set of reduced
prototype vectors SSV whose cardinality is M ′ which can be
much less than M . We use these reduced prototype vectors
along with the non-zero ᾱi, i = 1, . . . , M and b̄ obtained as
a result of the iterative sparsification procedure for the out-
of-sample extensions (i.e. test data predictions). The L0-norm
problem for the SD-LSSVM model can then be formulated as:

min
w̄,b̄,ē

J (w̄, ē) = ‖w̄‖0 +
γ

2

N∑

i=1

ē2
i

s.t. w̄ᵀφ(xi) + b̄ = yi − ēi, i = 1, . . . , N,

(11)

where w̄, b̄ and ēi, i = 1, . . . , N are the variables of the
optimization problem and φ is the original feature map.

One of the KKT conditions of (6) is w̄ =
M∑
i=1

ᾱiφ(zi) where

ᾱi are Lagrange dual variables. We apply the regularization
weight λj on each of these ᾱj to iteratively sparsify such that
most of the ᾱj move to zero leading to an approximate L0-
norm solution as shown in [19]. In order to handle large scale
datasets and obtain the non-zero ᾱj leading to the reduced
set of prototype vectors SSV , we formulate the optimization
problem by eliminating each ēi. Thus, the optimization prob-
lem can be reformulated as:

min
ᾱ,b̄

J(ᾱ, b̄) =
1
2

M∑

j=1

λjᾱ
2
j +

γ

2

N∑

i=1

(yi − (
M∑

j=1

ᾱjQij + b̄))2.

(12)
The matrix Q is a rectangular matrix of size N × M and
is defined by its elements Qij = φ(xi)ᵀφ(zj) = K(xi, zj)
where xi ∈ D, zj ∈ SPV . The variables xj and zj which are
part of the PV set SPV are used interchangeably. This marks
the distinction between (12) and (9) where we use explicit
approximate feature maps. The solution to (12) is obtained by
solving:

[
QᵀQ + 1

γ diag(λ) Qᵀ1N

1ᵀ
NQ 1ᵀ

N1N

] [
ᾱ
b̄

]
=

[
Qᵀy
1ᵀ

Ny

]
. (13)

Here diag(λ) is a diagonal M × M matrix with diagonal
elements λj . We train the SD-LSSVM only on the PV set
(cardinality M ) but we incorporate the information from the
entire training dataset (cardinality N ) in the loss function
while performing the iterative sparsification algorithm. This
results into an improvement in performance as more informa-
tion is incorporated in the model. The approach to perform an
iterative sparsification procedure for the SD-LSSVM model is
presented in Algorithm 4.

Algorithm 4: SSD-LSSVM method
Data: Solve SD-LSSVM (6) on actively selected PV set to

obtain the initial ᾱ and b̄
λi ← ᾱi, i = 1, . . . , M
if the Q matrix can be stored into memory then

Calculate QᵀQ once and store into memory.
else

Divide into blocks for very large datasets computing
Qᵀ

[s]Q[s] in an additive updating scheme similar to
procedure in Algorithm 1.
Calculate once and store the M ×M matrix into memory.

end
while not convergence do

H ← QᵀQ + diag(λ)/γ ;
Solve system (13) to give ᾱ and b̄ ;
λi ← 1/ᾱ2

i , i = 1, . . . , M ;
end
Result: indices = find(|ᾱi| > 0), α′ = ᾱ(indices), b′ = b̄

The procedure to obtain sparseness works similarly as
described in Section III-A. Once we obtain the indices
corresponding to the non-zero ᾱi, we can obtain the reduced
set of prototype vectors SV corresponding to those non-zero
ᾱi. We can then use α′ and b′ (as defined in Algorithm 4)
along with these SV to perform the test predictions. The final
predictive model is:

f(x∗) =
M ′∑

i=1

α′iK(zi, x
∗) + b′.

We use f(x∗) for regression and sign[f(x∗)] for classification.
Table II provides a conceptual and notational overview of the
steps involved in SSD-LSSVM model.

Initial 1st Reduction 2nd Reduction
SV/Train N/N M/M M ′/N

Dual α, D Step 1 → ᾱ, SP V Step 2 → α′, b′, SSV

φ(x) ∈ Rnh SD-LSSVM φ(x) ∈ Rnh SSD-LSSVM

TABLE II: Given the dataset D we first perform the SD-
LSSVM as a fast initialization in Step 1. We obtain the dual
Lagrange variables ᾱi, i = 1, . . . , M . In Step 2 we perform
the SSD-LSSVM, i.e., we use an iterative sparsifying L0-
norm procedure in the primal resulting in a reduced set of
vectors SSV . We construct the rectangular matrix Q which
incorporates information about the entire training set. After
the 2nd reduction we select the non-zero ᾱi and b̄ to obtain
the solution vector α′ and b′.

Figure 1 and 2 compare the proposed SPFS-LSSVM method
and SSD-LSSVM method with the normal PFS-LSSVM
method for classification on the Ripley dataset and for re-
gression on the Boston Housing data. For the Boston Housing
dataset we display the projection of all the data points on the
first eigenvector (for visualization purpose) along the x-axis
while the estimator value is plotted along the y-axis since the
dataset has dimensions d > 3. From Figure 1, we can observe
that the PFS-LSSVM method results in a better decision
boundary with lower prediction error. However, the cardinality
of the SV set is much higher in comparison with the SPFS-
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LSSVM and SSD-LSSVM methods. The proposed approaches
result in a much sparser model without any significant trade-
off in error and have good decision boundaries.

From Figure 2, we observe that the SPFS-LSSVM method
results in better prediction errors than the SSD-LSSVM using
a fewer number of prototype vectors. In the SSD-LSSVM
method during the training phase, we train just over the SV
set, in comparison to the SPFS-LSSVM technique where we
train over the entire training set. So, we might end up with
an under-determined model in the SSD-LSSVM case as less
information is incorporated in the model. Figure 2 also shows
that the proposed methods select points with high and small
predictor values as prototype vectors for the set SSV . However,
the difference in errors between the proposed approaches is
not very significant and when compared to the PFS-LSSVM
method, the trade-off in error with respect to the amount of
sparsity gained is not significant.

IV. COMPUTATIONAL COMPLEXITY & EXPERIMENTAL
RESULTS

The convergence of Algorithm 3 and 4 is assumed when
the difference ‖ β̃t − β̃t+1 ‖ /M and ‖ ᾱt − ᾱt+1 ‖ /M
respectively is lower than 10−4 or when the number of
iterations t exceeds 50. The result of the two approaches is the
indices of those SVs for which |β̃i| > 10−6 and |ᾱi| > 10−6

which provides us the reduced set of prototype vectors SSV .
We perform an analysis of the computation time required for
the proposed approaches and are futher described.

A. Computational Complexity

The computation time of the PFS-LSSVM method involves:
• Solving a linear system of size M + 1 where M is the

number of prototype vectors selected initially (PV).
• Calculating the Nyström approximation and eigenvalue

decomposition of the kernel matrix of size M once.
• Forming the matrix product ΦᵀΦ.

This computation time is O(NM2) where N is the dataset
size as shown in [15].

The computation time for the SPFS-LSSVM method com-
prises a v-fold cross-validation time (O(vNM2)), time for
matrix multiplication Q̂ᵀQ̂ (O(NM2)) once and iteratively
solving a system of linear equations whose complexity is
(O(M3)). Since M ¿ N , the overall complexity of SPFS-
LSSVM is O((v + 1)NM2).

The computation time for the SD-LSSVM method of train-
ing on M prototype vectors is given by the time required
to solve a system of linear equations with M variables
and is equivalent to O(M3). For the proposed SSD-LSSVM
approach the computation time is O(NM2) for the matrix
multiplication QᵀQ once and then iteratively solving a system
of M linear equations (O(M3)). Thus the overall time com-
plexity of SSD-LSSVM method is much less in comparison
with the SPFS-LSSVM technique. The major part of the
computation time is required for cross-validation to obtain the
tuning parameters γ and σ for the proposed approaches.

Since there is no widely accepted approach for selecting
an initial model selection value M , in our experiments we

selected M = dk × √Ne where k ∈ N, the complexity of
SPFS-LSSVM can be re-written as O(k2N2). The parameter
k is a user-defined parameter and is not a tuning parameter.
However, k should be chosen carefully such that the N ×
M matrices can fit into memory. For smaller datasets like
Ripley, Breast-Cancer, Diabetes, Spambase, Magic Gamma,
Boston Housing, Concrete, Slice Localization and Adult, we
experimented with different values of k. For each value of k,
we obtained the optimal tuning parameters (σ and γ) along
with the prediction errors. In Table III, we report the value of
k corresponding to which we get the lowest classification and
regression errors for these smaller datasets.

B. Dataset Description

All the datasets have been obtained from the UCI bench-
mark repository [24]. A brief description about the datasets is
given in Table III.

Classification
Dataset N Dims Ntest PV k

Ripley(RIP) 250 2 84 60 4
Breast-Cancer(BC) 682 10 227 155 6

Diabetes(DIB) 768 8 256 167 6
Spambase(SPAM) 4061 57 1354 204 3

Magic Gamma(MGT) 19020 11 6340 414 3
Adult(ADU) 48842 14 16281 664 3

Forest Cover(FC) 531012 54 177004 763 1
Regression

Dataset N Dims Ntest PVs k
Boston Housing(BH) 506 14 169 135 6

Concrete(Con) 1030 9 344 192 6
Slice Localization(SLC) 53500 385 17834 694 3

Year Prediction(YP) 515345 90 171780 718 1

TABLE III: Classification & Regression Data Description and
initial number of prototype vectors (PV) selected such that
M = dk ×√Ne.

C. Numerical Experiments

All experiments are performed on a PC machine with Intel
Core i7 CPU and 8 GB RAM under Matlab 2008a. We use the
RBF-kernel for the kernel matrix construction in all cases. As a
pre-processing step, all records containing unknown values are
removed from consideration. All given inputs are normalized
to zero mean and unit variance. The codes for the proposed
method and FS-LSSVM method are available at http://www.
esat.kuleuven.be/sista/ADB/mall/softwareFS.php.

We compare the performance of our proposed ap-
proaches with methods including normal PFS-LSSVM clas-
sifier/regressor, SV L0-norm PFS-LSSVM proposed in [21],
C-SVM and ν-SVM, L0-norm method of Lopez [20] and
Keerthi’s method [23] for classification. The latter SVM and
ν-SVM methods are implemented in the LIBSVM software.
All methods use a cache size of 8 GB. Shrinking is applied
in the SVM case. All comparisons are made on the same
10 randomizations of the methods. The SV L0-norm PFS-
LSSVM method tries to sparsify the PFS-LSSVM solution
by an iterative sparsification procedure but its loss function
only incorporates information about the set of PV vectors (M )
while performing this operation. Thus, it results in solutions
having more variations in error and more variations in the
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Fig. 1: Comparison of best results out of 10 randomizations for the PFS-LSSVM method with the proposed approaches for
the Ripley dataset.

Fig. 2: Comparison of best results out of 10 randomizations for the PFS-LSSVM method with the proposed approaches for
the Boston Housing dataset projected on the first eigenvector as the dimensions of the dataset (d > 3). We use 337 training
points whose projections are plotted for all the methods. This projection is only for visualization purposes.
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number of reduced prototype vectors (SV). Details of the
method are provided in [21]. The Lopez method cannot scale
to large scale data. Keerthi’s method greedily finds a set of
basis functions of a specified size using a Newton optimization
technique. However, if the number of iterations required for
the Newton method to converge increases, the time complexity
increases and becomes even worse than the time required for
the SVM methods as shown in Table IV.

For all the approaches, we use the method of coupled
simulated annealing (CSA) as described in [34] to obtain
the optimal tuning parameters namely γ, σ for PFS-LSSVM,
LSSVM, SVM, Lopez, Keerthi, SV L0-norm PFS-LSSVM,
SPFS-LSSVM and SSD-LSSVM methods. We start by using
5 multiple random starters for each tuning parameter. For each
combination of tuning parameters we evaluate the cost. The
cost is defined as the accuracy in the case of classification
and mean squared error (mse) in the case of regression. This
cost is obtained by performing one iteration of 10-fold cross-
validation of the corresponding method. These costs along
with the combination of parameters are provided to CSA to
obtain the optimal tuning parameters as illustrated in [34]. We
fixed the ν parameter in ν-SVM to a value of 0.5 because
if we tuned for ν then the method becomes computationally
very expensive. Thus, the number of 10-fold cross-validations
performed for PFS-LSSVM, LSSVM, SVM, Lopez, Keerthi
and the two proposed approaches is 25 (5 × 5) for each
randomization of these methods. The time reported in Table
IV includes the time required for performing all these cross-
validations.

All comparisons are performed on an out-of-sample test
set depicted as Ntest in Table III consisting of 1/3 of the
data. The first 2/3 of the data is reserved for training and
cross-validation. Several techniques [27], [28], [29] use cross-
validation for estimating the model parameters as it optimizes
the bias-variance trade-off. For each algorithm, the average
set performances and sample standard deviations on the same
10 randomizations are reported. Also the mean total time
(training, cross-validation and testing) and the corresponding
standard deviation, the mean number of prototype vectors for
each method is depicted in Table IV.

Table IV provides a comparison of the mean estimated
error, mean value of cardinality of prototype vectors (PV or
SV, denoted in Table IV by SV) and a comparison of the
mean run time computations of the proposed approaches with
Keerthi’s, Lopez method, PFS-LSSVM and SVM methods for
various classification and PFS-LSSVM and SVR methods for
different regression datasets. Figure 3 represents the estimated
error, run time performance and variations in the number of
prototype vectors for Adult dataset (ADU). From Figure 3,
we observe that Keerthi’s method result in best prediction
errors but requires the maximum computation time as well.
The variations in the prediction errors by the proposed SPFS-
LSSVM and SSD-LSSVM method are insignificant and their
estimated errors are comparable to that of the PFS-LSSVM
method though they require a much smaller prototype vectors
set. An important observation was that the SSD-LSSVM
method produces the maximum amount of sparsity and has
the least computation time without significant trade-off in error

and thus making it highly suitable for very large scale datasets.
The SSD-LSSVM method works well because the initial set
of prototype vectors (PV) that it selects is only helping to
construct a basis set where this basis set is maximizing the
quadratic Rènyi entropy criterion. We also observe that the
number of reduced prototype vectors (SV) can vary a lot for
L0-norm based methods as during each randomization we
start with a different initialization and after performing the
iterative sparsification procedure we end up in a different local
minimum. This results in variations in the number of reduced
support vectors (SV) for these methods.

D. Performance Analysis

In case of classification datasets, the proposed approaches
called SPFS-LSSVM and SSD-LSSVM work much better in
comparison with SVM methods both in terms of sparsity and
prediction errors as observed from Table IV. Their errors are
comparable to those of PFS-LSSVM and Keerthi’s method
and in the case of the Forest Cover dataset even better than
PFS-LSSVM method. The amount of sparsity introduced is
quite high for the proposed approaches, which is consistent
with the fact that the L0-norm leads to highly sparse solutions.
However, an observation shows that the number of prototype
vectors is reduced to a maximum extent in most of the datasets
for the SSD-LSSVM approach. The SPFS-LSSVM method
results in best prediction error for Breast-Cancer(BC) dataset
while the SSD-LSSVM method gives best results for the
very large scale FC dataset as highlighted in Table IV. The
amount of sparsity introduced varies for different datasets. For
example, for the BC dataset the PFS-LSSVM method uses
33.65%, Keerthi’s method uses 6.59%, SPFS-LSSVM and
SSD-LSSVM method use 5.71% and 1.76% of the training
data respectively as SV without significant trade-off in errors.

From Figure 4, we observe the performance for the Forest
Cover (FC) dataset. PFS-LSSVM uses 0.22% while SV L0-
norm PFS-LSSVM uses 0.1%, SPFS-LSSVM uses 0.14% and
SSD-LSSVM method uses 0.18% of the training data as SV.
This suggests that for the FC dataset the amount of sparsity
achieved by the proposed approaches is much less in compar-
ison to that for the BC dataset. The SSD-LSSVM results have
less variations while the SV L0-norm PFS-LSSVM method
has maximum variance in error predictions which can be
attributed to the lack of information in the loss function that
the technique was incorporating while performing the itera-
tive sparsification procedure. This results in more variations
in the number of SV obtained for the 10 randomizations.
The computation time for PFS-LSSVM, SV L0-norm PFS-
LSSVM, SPFS-LSSVM are higher in comparison to that of
SSD-LSSVM which follows the line of the reasoning provided
in Section IV-A. Another important observation is that since
SPFS-LSSVM and SSD-LSSVM result in much fewer number
of prototype vectors SV , the time required for out-of-sample
predictions (testing time) for these methods is much less in
comparison to the other methods.

For datasets like Boston Housing and Concrete, the esti-
mated error by the proposed methods is larger than for the
PFS-LSSVM method, but the amount of sparsity introduced is
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Fig. 3: Comparison of the proposed approaches with PFS-LSSVM, SV L0-norm PFS-LSSVM and Keerthi’s method for the
Adult dataset.

quite significant. This is because regression in general requires
a large number of support vectors as observed for the different
SVR approaches in Table IV. From Table IV, we observe
that for the proposed approaches the higher the mean value
of SV, the lower is the estimated error. An exception is the
case of Slice Localization dataset which can be attributed to
the non-parametric nature of SSD-LSSVM as we are not using
an explicit feature map in this method and thus information
about all the features (dimensions) are intact. From Figure
4, we observe the performance of the various approaches
for the large scale Year Prediction dataset. The PFS-LSSVM
method has the least error estimates, but the SSD-LSSVM
approach results in comparable prediction errors with a much
lower computation cost. We also observe that the number
of reduced prototype vectors (SV) can vary a lot for the
L0-norm based methods as during each randomization, we
start with a different initialization and after performing the
iterative sparsification procedure, we end up in a different local
minimum.

V. SPARSITY VERSUS ERROR TRADE-OFF

In this section, we perform additional experiments to illus-
trate the sparsity versus error trade-off between PFS-LSSVM
and SPFS-LSSVM techniques and between SD-LSSVM and
SSD-LSSVM methods.

A. Additional Experiments

Table V provides a comparison between the error variations
and the mean number of prototype vectors for PFS-LSSVM
and SPFS-LSSVM and SD-LSSVM and SSD-LSSVM tech-
niques. For PFS-LSSVM and SD-LSSVM methods, we report

the value of M as the number of prototype vectors PV. For the
proposed techniques we report the mean value of M ′ as the
number of reduced prototype vectors SV. From Table V, we
observe that the PFS-LSSVM performs the best with respect
to error variations but the amount of sparsity introduced by the
proposed techniques is quite significant without much trade-
off in error. An interesting observation is that the SD-LSSVM
method results in poor prediction errors in comparison with the
SSD-LSSVM method for most of the datasets. This is because
the SD-LSSVM works with only M PV vectors while training,
cross-validating and testing. But the SSD-LSSVM uses the
information about the entire training set N in its loss function
while performing the iterative sparsification procedure. Thus,
it results in a set of prototype vectors SV which improves
prediction errors particularly for large scale datasets like Adult,
Forest Covertype for classification, Slice Localization and Year
Prediction datasets for regression.

B. Trade-off Analysis

Table VI illustrates the sparsity versus error trade-off for
the proposed L0-norm based reductions to PFS-LSSVM and
SD-LSSVM methods for various classification and regression
datasets of different sizes.

Sparsity is calculated as the fraction between the change in
the number of prototype vectors to the total number of pro-
totype vectors, i.e., |SP V |−|SSV |

|SP V | . We use the metric fractional
change in error for classification. For the PFS-LSSVM and
SPFS-LSSVM it is defined as (errSPFS − errPFS)/errPFS

where errSPFS is the error corresponding to SPFS-LSSVM
and errPFS is the error corresponding to PFS-LSSVM. Sim-
ilarly, for the SD-LSSVM and SSD-LSSVM it is defined
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Fig. 4: Comparison of performance of the proposed approaches with PFS-LSSVM, SV L0-norm PFS-LSSVM method for FC
& Year Prediction datasets.

as (errSSD − errSD)/errSD where errSSD is the error
corresponding to SSD-LSSVM and errSD is the error cor-
responding to SD-LSSVM. For regression we report the mean
squared error (mse). It is sufficient to investigate the change
in error, i.e., errSPFS − errPFS and errSSD − errSD w.r.t.
the sparsity introduced by the proposed approaches.

From Table VI we observe that for some datasets the
fractional change in error or the change in error takes neg-
ative values. This means that by introducing sparsity the
performance of the model has improved. This is seen only
for the case of the SD-LSSVM and SSD-LSSVM methods.
The reason for this improvement is that the subsampled
dual LSSVM (SD-LSSVM) model is built by incorporating
information about only the M prototype vectors selected by
maximizing the quadratic Rènyi entropy. On the other hand for
the sparsified subsampled dual LSSVM (SSD-LSSVM) during
the sparsification process we incorporate the information about
the entire training set (N data points) and thus it results

in a better predictive model. This method works particularly
well for large scale datasets as can be observed from the
results corresponding to SPAM, MGT, ADU, FC, SLC and YP
datasets. In case of classification, the sparsity introduced for
these datasets by the SD-LSSVM and SSD-LSSVM methods
is quite substantial as shown in Table VI.

For the PFS-LSSVM and SPFS-LSSVM methods, if the
amount of sparsity increases then the change in error also
increases. This is reflected for datasets like RIP, DIB and
Con in Table VI. However, for large scale datasets like MGT,
ADU, FC, SLC and YP a considerable amount of sparsity
is introduced without much change in error estimation of the
model as highlighted in Table VI.

The PFS-LSSVM can scale to large datasets but the result-
ing models are not the sparsest due to the problem of selection
of smallest cardinality value (M ) for the PV set. We overcome
this problem by the means of the proposed SPFS-LSSVM.
The LSSVM model in general cannot scale for large scale
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Classification
Intial Step Final Step Initial Step Final Step

Dataset PFS-LSSVM SPFS-LSSVM SD-LSSVM SSD-LSSVM
Error PV Error SV Error PV Error SV

RIP 0.1± 0.01 58 0.15± 0.03 11 0.12± 0.03 58 0.13± 0.02 11
BC 0.02± 0.0 153 0.02± 0.01 26 0.02± 0.03 153 0.03± 0.01 8
DIB 0.2± 0.01 167 0.27± 0.04 8 0.22± 0.01 167 0.23± 0.02 6

SPAM 0.08± 0.0 204 0.082± 0.0 169 0.15± 0.01 204 0.083± 0.01 63
MGT 0.13± 0.0 414 0.14± 0.0 163 0.19± 0.01 414 0.135± 0.0 280
ADU 0.15± 0.0 664 0.15± 0.0 464 0.16± 0.0 664 0.15± 0.0 102
FC 0.20± 0.03 763 0.22± 0.03 505 0.26± 0.0 763 0.19± 0.01 635

Regression
Intial Step Final Step Initial Step Final Step

Dataset PFS-LSSVM SPFS-LSSVM SD-LSSVM SSD-LSSVM
Error PV Error SV Error PV Error SV

BH 0.13± 0.0 113 0.18± 0.03 50 0.12± 0.0 113 0.19± 0.02 43
Con 0.11± 0.0 193 0.24± 0.04 46 0.16± 0.2 193 0.16± 0.02 54
SLC 0.06± 0.0 694 0.06± 0.0 651 0.08± 0.0 694 0.06± 0.0 577
YP 0.4± 0.03 718 0.44± 0.05 595 0.49± 0.0 718 0.42± 0.0 688

TABLE V: Error & mean SV comparisons for PFS-LSSVM
(Initial) and SPFS-LSSVM (After Sparsification), SD-LSSVM
(Initial) and SSD-LSSVM (After Sparsification).

Classification
Intial Step Final Step Initial Step Final Step

Dataset PFS-LSSVM & SPFS-LSSVM SD-LSSVM & SSD-LSSVM
Sparsity Fractional Change Sparsity Fractional Change

in Error in Error
RIP 0.81 0.50 0.81 0.08
BC 0.63 0.00 0.95 0.50
DIB 0.95 0.35 0.96 0.05

SPAM 0.17 0.03 0.69 -0.45
MGT 0.61 0.08 0.32 -0.29
ADU 0.30 0.00 0.85 -0.06
FC 0.34 0.10 0.17 -0.27

Regression
Intial Step Final Step Initial Step Final Step

Dataset PFS-LSSVM & SPFS-LSSVM SD-LSSVM & SSD-LSSVM
Sparsity Change in Error Sparsity Change in Error

BH 0.56 0.05 0.62 0.07
Con 0.76 0.13 0.72 0.00
SLC 0.07 0.00 0.17 -0.02
YP 0.17 0.04 0.04 -0.07

TABLE VI: Sparsity versus Error trade-off for PFS-LSSVM
(Initial) and SPFS-LSSVM (After Sparsification), SD-LSSVM
(Initial) and SSD-LSSVM (After Sparsification). Negative
change in error means that by introducing sparsity the per-
formance of the model has actually improved or remained
unchanged. These results are highlighted. This is explained
in detail in Section V-B.

datasets as it creates and N ×N kernel matrix. To overcome
this problem we introduced the SD-LSSVM which trains on
the smaller PV set. We further incorporate the information
about large training set (N ) while performing the L0-norm on
top of it. This results in the SSD-LSSVM. By doing this we
prevent loss of information in the final model. Thus, the two
levels of sparsity allows to scale to large scale datasets while
having very sparse models.

VI. CONCLUSION

In this paper, we proposed two techniques namely SPFS-
LSSVM and SSD-LSSVM resulting in very sparse solutions
for mining large scale datasets. The problem of selection of
smallest cardinality M for the PV set faced by the PFS-
LSSVM method is solved by using an iterative sparsifying L0-
norm procedure resulting in very sparse solutions. The compu-

tation time required by one of the proposed approaches (SSD-
LSSVM) is quite low due to lower training, cross-validation
and most importantly out-of-sample extension time because
of fewer prototype vectors. We compared the error predic-
tions of proposed approaches with the recent approaches like
Keerthi’s method, SV L0-norm PFS-LSSVM, Lopez method
and traditional approaches like ν-SVM and C-SVM with good
performance and sparser models. We also investigated the
trade-off between sparsity versus performance and showed that
a significant amount of sparsity can be obtained without much
change in error.
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