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Abstract

This chapter focuses on computational approachésetautomatic extraction of terms from
domain specific corpora. The different subtask&8utbmatic Term Extraction are presented
in detail, including corpus compilation, unithodelmhood and variant detection, and system

evaluation.

1. Introduction

The general aim of Term Extraction (TE) is to idignthe core vocabulary of a specialised
domain. Traditional Manual Term Extraction (MTE)c&rried out by a terminologist who lists
potential Term Candidates (TC) and then consultls aidomain expert to arrive at a final list
of validated terms. However, in a rapidly changivgld with an ever growing technical
vocabulary, the manual maintenance, or in the chsew technological fields, the manual
exploration, indexation and description of a dorisatore vocabulary is a labour-intensive
enterprise. Automatic Term Extraction (ATE) is metrst and foremost as a computerised
aid to alleviate this time-consuming task. For nAWE concentrates on automating the
preliminary identification of Term Candidates. hetlong run, ATE might replace MTE

completely.



ATE is also known as Terminology Extraction, Terology Mining, Term Recognition,
Glossary Extraction, Term Identification and Teregdisition. It is based on the
computerised analysis of text corpora. ATE offensie advantages to MTE. Firstly, ATE
involves a computerised agent, which bases itégéabively on corpus evidence. Because an
expression’s terminological status is often a mattelegree and open to individual variation,
ATE can circumvent an expert’s subjectivity thatgutially influences the TE-process.
Secondly, ATE saves the expert the effort of mdguavestigating the full text and serves as
a first filter to preselect TC'’s, a task well sdit®r an automatic agent. Despite these
advantages of ATE, it must be noted that termsrdmerentlysemanticallydefined, as

referring to a domain specifeoncept and the full automatic modelling of semanticstil

out of reach for computers. The final confirmataran expression’s term status therefore
still has to be done manually by domain specialists

ATE is a well-established research domain withinuxi Language Processing and Information
Retrieval since the early 1990s (see Cabré CastEktopa, and Vivaldi 2001 for a review of early

systems). It consists of a number of modular slbttsat are typically carried out consecutivelyeTh

following subtasks can be distinguished:

1. Corpus Collection the compilation of a representative domain dpecorpus. If
contrastive approaches to term extraction are wdsd,a general language corpus is required.
Depending on the requirements of methods usedeiuath in the ATE-process, the corpora
undergo pre-processing such as lemmatisation gbapeech tagging, chunking or full
syntactic parsing;

2. Detection of Unithood (UH) The identification of linguistic elements thanstitute a
Multiword Unit (MWU) and refer to one conceptualityn

3. Detection of Termhood (TH)A method that ranks, or classifies, the extrdcbeits in

terms of the likelihood that they constitute a ¢daérm for the domain at hand;



4. Detection of Term Variants (TVhe identification of different linguistic reaétions

of the same domain specific concept;

5. Evaluation and Validation A procedure to assess the quality of the autienetm
extraction relative to manual extraction by a danmapert.

Term Extraction is usually not a goal in itsel§ ¢tutput, the Term Candidate (TC) list, is the
input for other tasks in Terminology Managemente ERact interpretation and importance
given to each of the modules above, largely dependke intended further use of the TC list.

In general, three practical applications can batifled (Thurmair 2003):

1. Terminography The TC list is used as input for compiling arerological dictionary
or an electronic term database of a domain’s sjeethvocabulary. This type of terminology
work is the focus of this handbook and relies cadamically underpinned, concept-based
criteria for termhood. As such, validation and degection of term variants referring to the

same concept are important subtasks;

2. Translation Support The TC list functions as an ad-hoc glossaryaf@manual or
automatic) translation project and aims to identifiknown words whose translation needs
looking up, or helps to maintain translation cotesisy throughout the project. What counts
as a term is quite flexible and often determineplosfunistically. Whereas the detection of
multi-word units, which need to be translated csiasitly, is quite important in this

application, termhood detection and validation guigy a minor role;

3. Information Retrieval (IR) The TC-list is the basis for indexing a document
collection, so that users can query or browse tiieation for domain-specific topics. The
relevance of TCs is defined based on the usergtlseeeds and the validation is often
external and application-based. The compilatiodafument collections is an important

aspect of IR and if the IR is concept-based, vadatection is an important subtask as well.



From these potential applications, it becomes dleatrATE is strongly related to some
neighbouring disciplines: in a translation settilngs closely related to Term Alignment, also
called Bilingual Term Extraction. Alignment in geakis the task of matching equivalent
sentences, words and phrases in parallel corperm @lignment focuses on the pairing of
domain specific terms in two or more languages terminography or IR setting, ATE is
often the first step in Ontology Construction. Qagyy Construction then, is the discipline
that identifies the relationships that hold betwesms in a certain domain. Those relations,
like synonymy, type-of relations or part-whole tedas, are used to construct a relational
network that offers the user an accessible overakthie domain’s terminology.

In the remainder of this chapter, we concentrat&Tdn proper, leaving Bilingual Term
Extraction and Ontology Construction aside. Morecsiically, we focus on the theoretical

and methodological foundations of each of the Sasks identified above.

2. Corpus Collection

Any ATE method has to be based on a text corpusginapresentativef the specialised
domain whose terminology is to be charted. In s&TE applications, the specialised
domain is quite restricted and the relevant textset analysed form a finite and well defined
set. For example, when a company or organisationsaan inventory of its in-house
terminology, the text corpus corresponds natutallthe document collection that the
company or organisation provides to the termina@bgiowever, when a project aims to
analyse the terminology of a domain at large, 1Marine Biology” or “Aeronautics”, corpus
compilation necessarily involves teamplingof texts from that domain and both design and

practical issues come into play. For contrastiyeraaches (Section 3.5), the acquisition of a



representative corpus of general language usaualggmportant. For a detailed discussion
of corpus design issues in both the compilatiogesferal and specialised corpora, we refer to
the previous chapter and to the overviews in B{h&83) and McEnery, Xiao and Tono
(2006, 13-21). Rizzo (2010) offers a practical guid specialised corpus compilation.

In the remainder of this section, we only brieflgaliss some recent online corpus
compilation approaches that are explicitly aimed8E and that follow an incremental
procedure to collect large corpora of specialisedjlage use with relative ease and speed, be
it at the expense of rigorous design and text guedintrol.

Baroni and Bernardini’s (2004) BootCat systestarts from a small set of manually selected
seed termghat are highly representative of the intendecisfised domain. The seed terms
may also come from a preliminary ATE analysis dsraall) domain specific corpus. In a

first phase, random combinations of seed termsaanitted as a query to a general purpose
search engine like Google in order to retrieve darspecific URLs. The URLS’ web pages
are downloaded and their content is checked agdiasteed term list to ensure they indeed
belong to the intended domain. If so, they are dddehe incrementally compiled corpus.
The newly added texts are submitted to ATE andriti@l term list is extended with

additional terms. This extended term list is theutnto a second phase of URL retrieval. The
procedure is repeated until the corpus is largaigmoor until no new URLs and/or terms can
be retrieved. In de Groc 2011, this approach isredeéd with a web crawling phase, in which
the retrieved URLs are used as seeds to recurdnasigrse linked web pages that are also
checked for domain specificity and added to th@esr These online collected corpora are

then the input for the next steps in the ATE predbsat are described below.

! Available for download at http:/bootcat.ssimiimit/. Also available as part of The Sketch Emgfhttp://www.sketchengine.co.uk).



3. Unithood

3.1 Introduction

Unithood is defined as “the degree of strengthtabisty of syntagmatic combinations and
collocations” (Kageura and Umino 1996). Historigathe detection of UH was the first
(sub)task to be covered by ATE when it establistssdf as a discipline in the late 1980s and
early 1990s. There are several reasons for thes tdeal point.

First of all, multiword units, mostly in the fornf noun phrases, are argued to be highly
prevalent in technical domains. They are thereforesidered to be the most important target
for ATE. Nakagawa and Mori (1998, 2002) claim tB&% of the TC targets are identified as
technical noun phrases consisting of 2 or more word

Secondly, the theoretical terminological ideal thaérm has a one on one relationship with
the concept it represents, serves as an immedepisgstone to the practical focus on
multiword terms. Multiword terms are by definitisemantically more specified than their
single word counterparts. The semantic scope ofi¢tael narrows down due to semantic
restrictions imposed by its modifier. Bourigauldaracquemin (1999) claim that “single-word
terms are too polysemous and too generic” wheresdis-word terms “represent finer
concepts in a domain”.

Thirdly, also more practical considerations plagaale initially. The lack of easily available,
extensive general language corpora in the earties meant that probabilistic, frequency
based techniques could not be readily applied ¢taddeon the TH of simplex words through
comparison of in and out-of-domain corpora. Thed@n of multiword units on the other
hand relies solely on technical documents supfiiethe interested parties. In this type of

research, termhood was considered to be impliadhiiftood (e.g. Kit 2002). However,



recent approaches to term extraction considerébection of UH as a separate step from the
assessment of TH and most term extractors alsaadimplex TC’s.

In most terminological approaches, multiword conaliions constitute a terminological
expression if and only if they refer to a conceptuat. However, access to the conceptual
level is not straightforward. Therefore, the degsanithood is determined on the basis of
linguistic and statistical properties observablénguistic surface forms. So-called linguistic
approaches use morpho-syntactic patterns as eddenanithood. Statistical approaches
rely on corpus frequency information about word borations. Current term extractors
combine the strengths of both methods, in whatalled hybrid approaches (e.g. Vivaldi and
Rodriguez 2001, Pazienza, Pennacchiotti and Zam26@5). Here, we discuss these two

basic approaches separately.

3.2 Linguistic Approaches

Linguistic approaches to ATE are based on the ptppeat multiword terms tend to follow
specific morpho-syntactic patterns. They rely as tamplatic behaviour to determine the
validity of a word combination as a linguistic yrand if so, as a TC. The advent of more
powerful corpus pre-processing methods enablemthgsion of linguistic information in a
semi-automatic detection process: Part-of-speeCisjRaggers automatically process large
guantities of text and provide words with their R@§s. This allows the ATE-process to
incorporate a templatic extraction of admissibldaste forms, which are calleyntactic
templatesand which consist of a sequence of POS patterns.

The domain expert defines the relevant syntactiptates based mainly on linguistic criteria
(French combines words into units differently tianglish does) and domain relevance. For a

car manufacturer interested in the names of cds plagre is an obvious point to focus on



objects, and therefore on noun phrases. A lawyerasted in which subjects are involved in
legal processes and how these subjects interdecteath other, benefits from including
templates that allow for verb phrases. Table 1 shibv patterns of the POS filter that
Justeson and Katz (1995) proposed for Engligith examples from the domain of
Mathematics. However, also practical consideratfayg a role in the selection of valid
templates. The amount of templates and the leniamtywhich they are applied directly
influences the accuracy the ATE. More specificalifferences in accuracy motivate the
choice for what are called open class, or closasisdilters. Open class filters allow many
optional POS elements and result in more surfacadoThis has the advantage of allowing
the extraction to include many TC's, but the disatage of yielding many false candidates.
The manual correction of lists provided by operssltlters are therefore more labour-
intensive. However, if coverage is the expert'smw@ncern this method is preferred. Closed
class filters are more restrictive in the choicalddwed patterns. This has the clear benefit of

boosting precision, but comes at the cost of cayeerd possible TC’s.

Adjective Noun linear function
Noun Noun regression coefficients
Adj. Adj. Noun Gaussian random variable
Adj. Noun Noun cumulative distribution function
Noun Adj. Noun mean squared error
Noun Noun Noun class probability function
Noun Preposition Noun degrees of freedom

Table 1.Examples of POS-templates from Justeson and Kag5)

The candidates of a POS-tagged corpus are strarglatfdly compared and matched to the
final selection of syntactic templates. For insggntanAdjective Nourcombination is

defined as a valid surface form, and this filteajpplied to the candidates occurring in a

2 Taken from Schiitze (1999: 154)



fashion corpus, it will yield instances such aggthheels”, “high expectations” and “high
building”.

Because the use of templates does not differerietteeen general, everyday words and
technical words, a list of unwanted words is used aecondary filter to eliminate non-
technical candidates. Such a list, which is oftemiled on the basis of a list of high
frequency words obtained from a general corpusalied a stopword list. For instance, by
including the word “high” on such a stopword ligte TC’s extracted from the fashion
magazines would be filtered out. This procedurelm@rst precision, but it can also falsely

remove valid TC’s, as is the case with “high heels”

3.3  Statistical Approaches

Statistical approaches make use of two propetti@sare typical of multiword terms and that,
in principle, require no linguistic information:rBtly, multiword terms are relatively fixed
word combinations, and secondly, they occur withtreely high frequency. Because most
multiword terms exhibit a high degree of syntagmatability, without variation in word

order, statistical approaches can in principletltmemselves to analysing n-grams, i.e.
continuous word sequences, without taking into antthe underlying linguistic structure.
Unithood of the n-grams is measured as some fundfitheir corpus frequency. Again, this
requires no linguistic analysis, only a corpusudfisient size. Additionally, n-gram extraction
and quantitative analysis are highly amenable toptder processing, making this approach
very scalable to large document collections. Nawwédver that there are few examples of pure
statistical approaches (Pantel and Lin 2001). Mtae-of-the art term extractors combine the

strengths of statistical methods with the knowleddeantage of the linguistic approach.



3.3.1 Collocation Measures

Basic frequency information is obtained from cogby counting words and words co-
occurring together. The frequent co-occurrencevofdr more words in sequence is an
indication that these words belong together anchfarmultiword term. However, raw
frequency counts are only used in combination Vumtuistic filters, as with the Justeson and
Katz (1995) POS-filter cited above. In purely sttial approaches, raw co-occurrence
frequencies are typically rescaled based on sonasune of informativeness. These
collocation measuresompare the frequency of a word combination whithfrequencies of

the individual words making up that combination. &#uas the regular co-occurrence of two
frequent words (e.g. “new” and “thing”) is not vesyrprising, a frequent co-occurrence of
two not so frequent words (e.g. “diesel” and “emg)rdoes indicate that the word
combination could be a fixed expression and paénta term. More formally, these
collocation measures quantify how much the obseceedccurrence of two words deviates
from what is expected by chance given the individiegjuencies of the words. Table 2 shows
for a toy example how the observed co-occurrencdiesel” and “engine’(60) is

considerably higher than the expected frequenashlayice (24.76). The latter is calculated by
multiplying the individual frequencies of “dies€P58) and “engine(96), and dividing that

product by the corpus size (1000).

diesel - diesel diesel - diesel

engine | 60 36 96 engine | 24.76 71.23

| 198 706 | 904 - engine| 233.23  670.76
engine

258 742 1000

with: Ei=(R*Cj)/N




Table 2. Observed Frequencies (left) and Expected Fregegifaght) of the collocation

“diesel engine”

There are many ways to quantify the divergence éetvobserved and expected frequencies
and there is plethora of collocation measuresabiailaA well-known example is the?

statistic, used in term extraction experiments /floylxouin (2006) and Matsuo aighizuka
(2004). It measures the difference between obsd@@nd expected frequencies)(in the
rows (r) and columns (c) of a contingency tableoading to the following formula:

T c
¥2 _ Z Z (0ij — Eij)?
1 j=1 Eij

i=1 j=

For our “diesel engine” example, this givegZavalue of 74.7156. Doing this calculation for
every word combination in the corpus then allowskinag all word combinations by unithood
and selecting only those above a certain thresitlier collocation measures for unithood
include t-score, log likelihood ratio (Dunning 1998wutual information (Church and Hanks
1990 and the phi coefficient. Manning and Schit899) offer an introduction to collocation
measures and a more comprehensive overview anématital background can be found in
Evert (2004) and Wiechmann (2008). Pecina and Siciger discuss how different
collocation measures can be combined. Again, itilshioe noted that these co-occurrence
measures are usually combined with a linguisticaggh and they are then only calculated

for word combinations that have passed a lingufgter first.

3.3.2 Paradigmatic Modifiability
As a consequence of their relative fixedness, timstituting parts of multiword terms cannot
easily be replaced by other words. Whereas “newhénon-term combination “new things”

can be easily replaced by “novel”, this is notthse for “diesel” in “diesel engine”. Wermter



and Hahn (2005) use this property of reduced pgnaaliic modifiability to determine the
unithood of a word combination. For each candidatétiword combination that has come
out of an initial linguistic filtering step, theyltect the frequencies of all word combinations
that have the same length and share at least omewith the candidate, but that also have
one or more constituting parts replaced by anatloed. The accumulated frequency of these
modified versions is then compared with the freqyesf the actual multiword term
candidate, resulting in the P-Mod measure of pgradtic modifiability for unithood.

Wermter and Hahn (2005) show that their P-Mod mesasutperforms C-value and t- score in

the task of term candidate extraction from biomaldiexts.

3.3.3 Lexical Bundles.

A number of approaches focus on the detectionrajdo sequences of words, with no a priori
limitation of length or restriction to predefine®B patterns like noun phrases. This is
especially important for domains that are charggsdrby phraseological expressions like the
legal domain and its formulae like “Do you sweatdlb the truth, the whole truth, and
nothing but the truth?” In their analyses of registpecific expressions, Biber and Conrad
(1999) refer to such longer word sequences asdkekimdles and use relative frequency per
million words as a selection criterion. Simpson-8Hand Ellis (2010) build upon Biber’s
lexical bundles for the extraction of formulaic eggsions, but to reduce the list of candidates,
they combine a frequency cut-off of 10 occurrerasmillion with a collocation measure,
viz. Mutual Information (MI). Based on psycholingtic judgments of unithood, a regression
analysis then determines the contribution of reéatrequency and M to final unithood
measure.

Da Silva et al. (1999) propose a more complex #lgorto detect lexical bundles that uses

nestedness information next to relative frequemzyiaformation measures.



4. Termhood

4.1 Introduction

By the late 1990s, the notion of Termhood (TH) waibduced into ATE to refer to “the
degree to which a stable lexical unit is relateddme domain-specific concepts” (Kageura
and Umino 1996). Termhood and unithood are consditr be separate properties of a TC
and unithood does not necessarily imply termhoohutiword expression like “most of the
time” has a high degree of unithood but low ternthooany specialised domain. On the other
hand, a single word expression like “hypoglyceenaaks the unithood associated with
multiword units, but it does have high termhoodha medical domain.

The earliest and simplest approach to measure Teiase of domain internal frequency as
an indicator of a TC’s importance within a givemdon and hence its likelihood to be a valid
term (e.g. Daille 1994 and Daille, Gaussier andgéah994). However, while domain internal
frequency is to some extent correlated with THtazaly when longer multiword units are
involved- it is not informative enough to decidetbe termhood of single words or of highly
frequent word combinations: General language wardsword combinations are among the
most frequent elements in any corpus, specialisew) but they are not very interesting
from a terminological point of view.

A second approach therefore looks at the distiomati properties of TCs within the domain,
and more specifically the dispersion over differ@mtuments. A third approach goes beyond
pure frequency by looking at the contextual usdgeGs. A fourth method is specifically

intended for single word TCs and analyses thenalenorphological structure of a TC.



Finally, a fifth family of methods contrast domairternal with domain-external information.

Below we discuss in more detail the four approathasgo beyond mere frequency.

4.2 Distributional Approach: TF-IDF

A distributional approach looks at the dispersibteom candidates across the different
documents that make up a domain-specific corpusd$vor word combinations that occur in
almost every text are assumed to be not very spegitl probably general language elements
that also happen to occur frequently in the spiseidicorpus. On the other hand, TCs that
only occur in a limited subset of documents areiaesl to be truly domain specific.

Formally, this termhood property is measured amTerequency multiplied by Inverse
Document Frequency (TF-IDF: Salton, Wong, and Y&9itp; Evans Milic-Frayling, and
Lefferts 1995; Medelyan and Witten 2006): If the TC’s frequency is spreadr many
documents TF-IDF will be low, whereas a high T@Qjfrency in a limited number of

documents results in a high TF-IDF.

4.3 A Contextual Approach to TH: C/NC value

Maynard and Ananiadou (1999) and Frantzi, Ananieaiudl Mima’s (2000) widely used
contextual approach starts from TCs coming outlofauistic filter and then analyses how
these co-occur with additional context words. TW@approach works in two steps. First,
the C-value analyses to what extent TCs occurarctntext of other TCs. More specifically,
the C-value quantifies to what extent multiword Ta€s nested. Nested terms appear as
substrings of longer terms (whether or not theyeapps a standalone term as well). TCs that

only occur nested, i.e. as part of longer terms\lee also extracted with the linguistic filter,



are deemed to be incomplete term fragments thabttioccur independently and hence
receive a low C-value. For example in an ophthatmickl corpus, “contact lens” occurs
independently from “soft contact lens” and is cdesed a ternwhereas “soft contact” does
not. Additionally, some nested terms occur in mdifferent longer sequences and this also is
an indication of termhood. For example, “floatimgnd” occurs nested in “floating point
arithmetic”, “floating point constant”, “floatinggnt operation”, “floating point routine”,
“floating point number” etc. and can be considemgdrm even though it does not occur
solely by itself. “Point arithmetic” on the otheautd occurs only nested in one longer

sequence and is an incomplete fragmEatmally, the C-valugis calculated as follows:

log,|alf (a) if aisnotnested

C —value(a) = log,lal(f(a) — P(;" ) ZbET f(b)) if aisnested

With  ais the candidate string
f(.) is the corpus frequency
T, is the set of extracted TC’s that contain

P(T,) is the number of these TC’s

In a second step, Frantzi, Ananiadou and Mima (R@&floit another characteristic of how
terms typically co-occur with context words. The N&ue models the importance of certain
context words as indicators of termhood. More dpadly, the NC-measure relies on the fact

that terms are generally quite strict about theifresd they accept:

Extended term units are different in type from exlied word units in that they cannot
be freely modified. There is a very limited randejoalifiers which can be used with

the term “heat transférthe word “heat wave” can be modified by such hyperbolic

% Note that C-value by itself is sometimes considereinithood measure (Foo 2012) because it onlgmnea TC independence.



expressions as “suffocating” or “never ending” angreat number of other qualifiers.
Extended terms are linguistic representations ém@$al characteristics whereas in
words such collocations are inessential in thag ttaa be omitted without affecting

the denotation of the head of the nominal group Exeme (Sager 1978).

The criterion they use for considering a word &sra-indicative context word is the number
of different terms it appears with, divided by tb&al number of terms that are identified.
Frantzi, Ananiadou and Mima (2001) use this NC-gads a complement to C-value to co-
determine the TH of a given string: they combinthbueasures using a different weight, 0.8
for C-value and 0.2 for NC-value, resulting in emtbood measure that also attributes context

a certain role in the ATE-process.

4.4  Morphological Approaches

A more linguistically informed approach to termhaathlyses the internal morphological
structure of TCsAubin and Hamon 2006). Some domains, like the medical domain, make
heavy use of neoclassical terminology with terntéved from Latin or Greek. This
characteristic can be used as an indication ofttead. Ananiadou (1994) provides a
morphological description of medical terms and &&sion typical Latin or Greek affixes that
are indicative of termhood. A second morphologaggbroach is specifically designed for
compounding languages like German, Dutch, Swedigapanese, which typically make new
terms by combining existing words into one orthgiuia unit. De-compounding approaches
do the opposite of unithood detection and try it sp complex terms in their constituting
parts (Nakagawa 2000). Although the mere propdrbemg a compound might already
increase the termhood of a TC (Foo and Merkel 2ah@se approaches typically try to infer

the termhood of the compound as a whole from theheod properties of the constituting



parts. The later can be any type of termhood in&tion, for example productivity of the
compound’s semantic head (Kageura 2009, AssadBandgault 1996, Nakagawa and Mori

2002).

4.5 Contrastive Approaches to TH

So-called Contrastive Term Extraction (CTE) apphasccome in a wide variety of flavours
but all methods rely on the fact that terms aredadinition domain-specific, and as a
consequence are hypothesised to occur more frdguretheir proper domain than they do in
other domains or in general language use. Theseagmes therefore compare the frequency
of a TC in a domain-specific corpus with its freqag in a reference corpus (either a
balanced, general language corpus, or a corpusdrmther domain). A number of
approaches use measures that are very similae toollocation measures from Section 2.2. In
this case, the observed domain-internal frequesicpinpared to the expected frequency if a
TC would have an equal probability of occurrencéhmdomain-specific and the reference
corpus. Table 4 shows single word TCs in Dutchthed association with a legal corpus by
using the X2 statistic as a contrastive termhoodsuee and a general newspaper corpus as
reference corpus. This approach has much in conwtbrkeyword extraction (Scott 1997)

in corpus linguistics.

Dutch English X2
uitstsellen to delay 166,75
ontvangstbericht acknowledgment 114,83
hoofdfunctie principal function 94,75
Staatsblad Official Gazette 34,92
inrichtingskosten costs of setting up 16,62

validiteitsperiode period of validity 8,56




Table 4.Ranked TC'’s from a Belgian Dutch legal corpus

Many other approaches in ATE (see Drouin 2003, Drand Doll 2008 for an overview) use
the same underlying idea of association to theqgardpmain but come to different
operationalizationsl he contrastive weighinethod by Basili et al.(2001) is an adaption TF-
IDF where the dispersion over different documeassifidication of non-termhood) is
replaced by dispersion over different domains. Atingaillam and Tostevin. (1999) use a
measure they refer to as theirdnessof a word, which is defined as the result of the
comparison of the word’s normalised frequenciesvbeh a specialised corpus and a general
language corpus. In this manner they “identify atgnes of a specialism”. Those words
which combine high frequency and high weirdnesémost interest when it concerns term
identification. Kit and Liu (2008) quantify the treahood of a term candidate as its rank
difference between a domain and a reference cofjis rank is based on the word’s
frequency for both types of corpora and is nornedlisy the total number of types in the
corpus’ vocabulary. Chung (2003) uses a normahsgpiency ratio to decide on termhood.
Wong, Liu and Bennamoun (2007) propose a similerigue that uses distributional
behaviour of a word in opposing corpora to meastrat he calls intra-domain distribution
and cross-domain distributional behaviour. The fiistribution is then used to calculate a
domain prevalencscore, which measures the extent of the term'gauisathe target domain.
The second distribution is the basis fatamain tendencgcore, which measures the extent of
term usage towards the target domain. Drouin (20666)pares precision and recall for the
ranking of different hypothesis testing methodgng to determine which method works

best.

5. Term Variation



Ident Base Term Variant

NAInsAv  Nounl Adj2 Nounl ((Adv? Adj)0-3 Adv) Adj2

NAINsA] Nounl Adj2  Nounl ((Adv? Adj)1-3 Adv?) Adj2

Nounl ((Adv? Adj)? (Prep? Det? (Adv? Ad))? Nounp@® Adj)? Adv?)

NAInsN Nounl Adj2 )
Adj2

ANInsAv  Adjl1 Noun2  (Adv) Adjl Noun2

Nounl Prep2

NPNSynt Nounl ((Prep Det?)? Noun3
Noun3
Nounl Prep2

NPDNSynt Noun ((Prep Det?)?) Noun3
Det4 Noun3

Table 5. Transformational rules for the detection of tenariants”

The classical approach to terminology defines i &$ a domain-specific concept that ideally
has a one on one relationship with a linguisticregpion. However, this ideal situation of
univocity is more complicated in reality becauseeri variation, i.e. the expression of a
single concept by means of several linguistic srfarms. Daille (1996) states that “a
variant of a term is an utterance which is semalyi@and conceptually related to an original
term” and Daille (2005) reports that between 15%58&6 of the concepts are variants of each
other. In order to meet classical terminology sntiteoretical assumptions, one subtask of TE
is therefore the identification and clusteringerinh variants after the extraction process.
Daille (2005) proposes a typology of term variaars focuses on typical patterns of
deletion, insertion or adjective-PP modifier altgrans. Similarly, Bourigault and Jacquemin
(1999) in their FASTR system for French use trams&dional rules exploiting shallow
syntactic information to detect term variationsbl€&b exemplifies these transformational
rules which can be classified in two families: mia insertion of modifiers and/or preposition

switch, and determiner insertion. Instead of grogpiariants post hoc,Nenadic, Ananiadou



and McNaught 2004 integrate pattern-based varieteiction in the extraction step to enhance

performance.

6. Evaluation and Validation

The final subtask of ATE is the evaluation step Hssesses how well an ATE method
performs relative to Manual Term Extraction. ListSTC’s are evaluated according to an
established gold-standard glossary of domain testogy, or ad hoc, by a domain expert
and/or a terminologist engaged in a specific pitojased on this gold standard or the
expert’'s judgements, the ATE process is evaluaiddseveral measureBrecisionof the TC

list is the percentage of correctly identified teraut of a total of all proposed TCs. Often top
n-thousand lists are chosen to show the extragier®rmance. Note that gold standards
term glossaries are rarely exhaustive in their cxye and often this type of evaluation
underestimates the real precision because somectgndentified TCs are incorrectly
classified as mistakes. If an exhaustive manuaigmled list of terms for a document
collection or an exhaustive gold standard glosgara domain is available, it is also possible
to calculateecall, i.e. the proportion of terms identified out ofterms that appear in the
specialised corpus. Note that manual validatioa lidt of TC’s by definition excludes the
possibility to calculate recall. In general, higleg@sion comes at the expense of recall and
vice versa. In practice, choices have to be madeaengineering process of the ATE
whether to favour high recall or high precisiond aften the latter is preferred. Zhang et al.
(2008) evaluate the precision (but not the recdl number of methods to extract terms from
large corpora. Precision is measured in tiers best-lists, i.e. precision for the top 100, 1000,

5000 etc. 10k. Korkontzelos, Klapattis, and Manard2008) compare the performance of



unithood and termhood measures and concludedirahbod measures achieve superior
results. Vivaldi and Rodriguez (2007) point outttlaspite many years of research, generally
accepted gold standards and evaluation methodwareadily available and this still
complicates an objective and qualitative comparaihe performance of different ATE

systems.

7. Conclusion

Automatic Term Extraction is well-established dudicie within Natural Language Processing
and many different approaches and systems havedesetoped. Yet for all, a number of
recurrent subtasks can be distinguished: corpugitation, unithood, termhood and variant
detection, and evaluation. The earliest systemg usgd linguistic information to identify
terms but gradually, increasingly sophisticatetistiaal methods have been developed to
extract terms from large corpora. Most state-ofsgstems are hybrids, combining both types
of information (e.g. Sclano and Velardi 2007. Désfie large body of research, there is no
generally agreed standard of what a good autortetit extractor should achieve. This
depends both on the specific application that el textraction is intended for, be it
terminography, translation support or informatietrieval, as well as on the specific

language, domain and corpus.
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