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Abstract

Shape analysis is a static analysis of the source code of a program
to determine shapes and manipulations of the dynamically allocated
data structures at each point which that program can reach in an
execution. In this report, we give a detailed presentation and sound-
ness proof of a shape analysis method which uses separation logic to
represent program memory.
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1 Introduction

Shape analysis is a static analysis of the source code of a program to determine shapes
and manipulations of the dynamically allocated data structures at each point which that
program can reach in an execution.

To do so, the analysis presented in this report computes (an overapproximation of) the
set of states that the program can possibly be in, at each point in the program. This is
done by computing all possible states that the program can be in, before execution of each
statement of the program, i.e., that statement’s invariant.

Here, we use a denotational style semantics to define semantics of programs. In denota-
tional semantics, we consider a domain set D. The semantics of statements (also that of the
whole program) is then defined as a function on that domain; i.e., the semantics of a state-
ment cis [¢] : D - D. Here, we use the power set, 2%, of a set of states, G, as the domain. As
a result, given the invariant of a statement, computing the invariant of the next statement
is straightforward. We simply apply the statement’s semantics to its invariant and get the
invariant of the next statement !. We assume that the set of all states that the program can
possibly be in before execution of the program begins (program’s precondition) is provided
together with the program being analyzed. The analysis then computes invariants of all
program statements and also the postcondition of the whole program.

As the set of states that the program can be in is generally not computable, accurate
computation of invariants is impossible. Therefore, we compute a sound overapproximation
of them. We compute an overapproximation so that we have a guarantee that whenever a
state is part of an invariant, it is also represented as part of the overapproximation of that
invariant computed by the analysis. Here, the word sound is put to emphasize the fact that
if a program has a reachable faulty state, so does the overapproximation. This assures that
whenever the analysis indicates that a program is free of memory faults it is indeed the

case 2.

*Based on [DOYO06], a paper with the same title by Dino Distefano, Peter W O’Hearn, and Hongseok Yang.
Here, we give a rigorous presentation and soundness proof of the shape analysis approach they presented.

1In case the next statement is a loop, the result is not the invariant of the next statement (the loop) but, as we
shall see, can be used to compute the invariant of that loop

2The other direction, of course, does not hold (the analysis can indicate that a program is unsafe while it is not)
as a sound and complete analysis is non-computable as mentioned above
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The term “program state”, as repeatedly referred to above, is generic and can cover a
wide range of possibilities. The states of a program may simply be representations of its
store (assigning values to program variables) and heap or they can be describing properties
about data structures residing in the heap such as sortedness of a linked list, it being the
reverse of another linked list, etc. In this regard, there are shape analyses that can be
used to obtain a wide range of information about the programs they analyze, e.g., those
presented in [LRS04, OCDY06, CR08, CRNO7]. In this report, we consider a very simple
programming language, SimpleLang, in which all program variables are assumed to be
pointers pointing to heap cells. Heap cells, then, are themselves considered as pointers
pointing to other heap cells. In other words, this programming language can be used to
write programs manipulating singly-linked lists where the data field(s) of the linked lists
are abstracted away, i.e., each linked list cell is considered to only point to the next cell in
the linked list.

As we will discuss shortly, we will define three semantics for this language. One is a
low-level semantics considered as the reference semantics. This semantics simply repre-
sents states as stores and heaps, respectively, a mapping from program variables to heap
cells and a partial mapping from heap cells to where they point to (in case allocated). The
other two are high level semantics, representing states with a variant of symbolic heaps.
Symbolic heaps are a special form of separation logic formulas defined for symbolic execu-
tion [BCOO05]. This representation uses (separation logic) predicates to indicate fragments
of heap containing acyclic linked list segments of length at least one. Choosing to represent
states in this symbolic way, not only does it allow to confirm lack of memory faults from
a successful analysis but also gives information about different linked lists residing in the
heap and their cyclicities.

In the rest of this report, we describe the syntax of SimpleLang and define three differ-
ent semantics for programs expressed in this language, namely, concrete semantics, sym-
bolic semantics and abstract semantics.

In concrete semantics (Sem,), we use a low level representation of a store and a heap
to describe states. In other words, a state is a pair of a heap and a store, or an error state
representing a state where a memory fault has occurred. Heap cells are represented by
natural numbers, their memory address. A store is represented by a mapping that maps
program variables to heap cells or nil (the null pointer), and a heap is represented by a
partial mapping that maps heap cells to heap cells or nil if they are allocated. Concrete
semantics is the basic semantics defined to correspond to a low level interpretation of the
language.

In symbolic semantics (Sem, ), program states are defined with help of symbols. We use
nil and program variables as symbols to stand for themselves, i.e., the null pointer and
where program variables point respectively. We, in addition, introduce primed variables, to
represent heap cells that are (possibly) not pointed to by program variables, or nil. Primed
variables are by definition assumed to be existentially quantified in a state. A symbolic
state then, is either an error state or consists of a pair of a spatial part and a pure part.
The spatial part expresses spatial assertions, e.g., Ls(z,y’), which asserts that there is a
linked list segment starting from the heap cell pointed to by program variable x to some
other heap cell or nil as represented by primed variable y’. The pure part, on the other
hand, expresses equalities between symbols, e.g., asserting y’ equals nil.

In abstract semantics (Sem,,), on the other hand, we introduce an abstraction that is a
mapping from symbolic states to (abstract) symbolic states. The abstract semantics, then,
is symbolic semantics after which the abstraction is applied to the resulting states.

We will establish a modeling relation between concrete and symbolic states and show



Sem,, Sem,, Sem,,
pairs of heaps and pairs of spatlgl and Abstracted symbolic
States pure (equality)
stores or error . states
assertions or error
Overapproximates - Sem,, Sem,,
| States | Infinite Infinite Finite
Compgtmg Non-computational | Non-computational Computational
Invariants

Table 1: Summary of properties of concrete, symbolic and abstract semantics

T € Vars

stm == mnewl(x) | free(r) | exp := exp | while(bexp) {stm} | stm; stm
exp-s = x | nil

exp u= exp-s | z.next

berp == exp-s == exp-s | exp-s != exp-s

Figure 1: The grammar of the programming language

that symbolic semantics and abstract semantics are both sound overapproximations of con-
crete semantics. Furthermore, we show that the set of abstract states is finite which means
abstract semantics can be used to compute invariants and ultimately for shape analysis.
Table 1 shows a summary of properties of concrete, symbolic and abstract semantics and
their relation.

In the rest of this report we assume that the reader is familiar with basic notions of
lattice and domain theory, e.g., complete lattices, the fact that the power set of any set with
subset relation forms a complete lattice, (Scott-)continuous functions, etc.

2 The Programming Language

Here, we define the simple language (SimpleLang) that we are going to use throughout
the rest of the report. This language is minimally designed for the purpose of formaliz-
ing concepts presented in this report. SimpleLang can express programs that manipulate
singly-linked lists where data field(s) are abstracted away, i.e., linked lists only have a
“next” field. Here, we give the syntax of SimpleLang and discuss its general semantics.

2.1 Syntax

The BNF grammar of SimpleLang is given in Figure 1. In this figure, the words in bold are
keywords and Vars is the set of program variables. A program is simply a statements (rep-
resented as stm in the grammar). In the sequel, we use z,y, z, ... to refer to program vari-
ables. In addition, we use ¢, E/, b and c (possibly indexed) to represent simple expressions
(exp-s in grammar), expressions (ezp in grammar), boolean expressions (bezp in grammar)
and statements (stm in grammar), respectively.



while(z != nil) {

y = r.next;
free(z);
Ti=y

Figure 2: Dispose program: a program disposing a list

All program variables are assumed to be pointers that can be nil (the null pointer) or
pointing to some memory location corresponding to a structure (in the sense of C struc-
tures) that has a next field. A program variable can be followed by a dot and the next key-
word which indicates accessing the next field of the structure pointed to by that variable.
Keywords new and free respectively allocate and deallocate memory cells. The new(x)
statement changes the value of variable = so that it points to the newly allocated memory
cell and the free(z) statement requires variable x to be pointing to some allocated memory
cell which will be deallocated after its execution.

Effectively, this language can express programs that represent manipulations of singly
linked data structures, e.g., cyclic or acyclic linked lists. As an example, Figure 2 depicts a
program that disposes a list whose head is pointed to by .

2.2 General Semantics

Here, we give a general account of semantics, we discuss how a semantics for SimpleLang,
independent of the set of states, is defined. We use denotational semantics to define the
semantics of programs. Assuming & is the set of states, we define the domain of interpre-
tation as 2® (the power set of &). Hence, for a statement ¢, the semantics of ¢ is a function
[c] : 2° — 2%. In defining the semantics for a basic statement c (allocation, deallocation
and assignment), we define a preliminary semantics [¢]’ : & - 2° and define the actual
semantics of ¢ based on that.
[el(S) = U [l (st)

steS

The semantics of the composition of statements is then defined as the composition of the
semantics functions of those statements. In other words,

[ers 2] = [ea] o [er]

Given the semantics of the basic statements and the composition of statements, we de-
fine the semantics of the while loops, independent of the set of states chosen. To do so, we
use the function

filter : bexp - 6 - &

which, given a boolean expression (bexp) and a set of states, filters out all states that are
not compatible with the given boolean expression.

Assuming Sy ¢ S is the set of states before a while loop while(b){c}, we define the
function fg,(S) as follows:

f50(S) = Sou[c] o filter(b)(S)
fs,, 1s the function that assuming that states in S are some states that the program can be
in before the while loop (e.g., resulting from previous iterations of the loop), gets the new set



of states that the program can be in before the loop. In other words, considering Sy as a set
of states that we already know that the program can be in before entering the while loop,
it evaluates the effect of one iteration of the while loop on members of S and considers the
resulting states to also be part of the states that the program can be in before entering the
while loop. In particular, assuming Sy is the set of states that the program can be in before
entering the while loop for the first time, fg;l () is the set of states that the program can
be in before the while loop assuming the loop has already been evaluated up to n times.

Given the definitions above, we can see that:

fSO (@) = S
3,(2) So u [] o filter(b)(So)
f3,(2) So u [c] o filter (0)(So) u ([€] o filter(b))*(So)

Hence, the set of all states that the program can be in before the while loop is:
B U fs,(2) U 2, (@)U fE (D) U... (1)

On the other hand, our domain, 2, together with ¢ relation forms a complete lattice. More-
over, it is obvious, according to the definition of semantics as given above, that [c] for any
basic statement ¢ is continuous. For composition of statements, we will shortly discuss
that the semantics defined below for the while loops (Formula 2, below) is also continuous,
which shows continuousness of the semantics of the body of while loops; even if they contain
other while loops. Hence, according to Kleene’s fixpoint theorem, the Formula 1, above, is
the least fixpoint of the function fg,. Therefore, we define the semantics of while loops as
follows:

[while(b){c}](S) = filter (=b)(Lfiz(AS".S U [c] o filter(b)(S"))) (2)

where, -0 is simply the negation of b, i.e., the result of swapping “==" and “! =” in b.
Moreover, as alluded to earlier, the semantics definition of the while loops given above,
is continuous. This we can see from the fact that:

vx 2% [while(b){c}]( | X) = U [while(5){c}J(X)

XeX

This means that the definition above for the semantics of the while loops can be used to
give an inductively defined semantics for all of SimpleLang.
It is worth noting that the fg (@) is increasing with respect to ¢, i.e.,

VnelN. f§ (2) < f5 ()

This can be easily shown with an induction over n. Hence, one can try to compute the
fixpoint of the semantics of the while loop by computing fs, (@), fgo (@), ... until reaching
the least fixpoint, i.e., some n for which fg* Yo) = f§,(@). Although, in the general case,
there is no guarantee that there is such a finite n for which fg () is the least fixpoint.
However, for the case of abstract semantics, as we will discuss, since the set of states (and
hence the domain which is its power set) is finite, such a finite n always exists. Throughout
the rest of this report, we show example programs for which we compute the fixpoint using
this approach and also discuss some examples for which no finite n exists such that f5 (@)
is the least fixpoint.



The way the semantics of the while loops are defined here is not the conventional way
in denotational semantics. There, usually the fixpoint is applied to the semantics function
itself; i.e., a lattice of (partial) semantics functions is defined for the while loop together with
a completion operation on those partial functions (adding to the domain of the definition of
the partial semantics functions). The semantics of the loops, then, is defined as the least
fixpoint of this completion operation over the lattice of partial functions. Here, the choice to
define the semantics of the while loops differently, is so that the fixpoint is applied to sets
of states rather than (partial) semantics functions.

Here, we have shown a way to define the semantics of the language using the prelimi-
nary semantics for basic statements and the filter function, independent of the set of states
chosen. Hence, in the rest of the report, in order to define a semantics, we simply define
the set of states, the preliminary semantics for basic statements and the filter function for
that semantics. Furthermore, to define the preliminary semantics of basic statements, we
define a relation of the form st,c =" st’ where ¢ is a basic statement and st, st’ € &. We then
derive the preliminary semantics as follows:

[c](S) = {st'| st e & nst,c=" st'}

3 Concrete Semantics

In order to give a basic definition of the behavior of programs written in our simple lan-
guage, we define a denotational semantics called concrete semantics (Sem,). A state of
Sem,, is either an error state T, or a simple representation of program memory, i.e., a map-
ping from program variables to heap cells and a representation of the program heap.

Definition 3.1 (Concrete States). Let Vars be the set of program variables. Then, we define
concrete program heaps, concrete stores and concrete states as follows:

— A heap h € H, is a partial function h : IN — Values
— A store s € ST,. is a function s : Vars — Values
— The set of concrete states is S, = (H,, x ST,) U {T,}

Where, Values = N U {nil}. Furthermore, for a heap h € H,, we use dom(h) to refer to all
natural numbers for which / is defined. Where a € IN is a natural number for which h(a) is
undefined, we write h(a) = L. ]

Note that, nil and memory location 0 are different; the former is the null pointer while
the latter is a valid memory address that can be allocated to and accessed, just like any
other memory address.

To depict concrete states, we use a table to represent heap and store. As an example, the
following table represents a concrete state (h,s) € &, of the program depicted in Figure 2.
In this state, program variables x and y are respectively pointing to heap cell 10 and nil;
while heap cell 10 points to heap cell 13 which in turn points to nil, i.e., = points to a linked
list of length 2.

h s
address | value | variable | value
10 13 x 10
13 nil Y nil




As we explained earlier, we only need to define the preliminary semantics for basic state-
ments and the filter function and we do this by establishing a relation = on statements
and states.

In the sequel, we use f[a — b] to denote the result of updating function f such that it
maps a to b. In particular, f[a — 1] denotes the updating of partial function f such that it
has no value for a. ;

b ifd=a
flamb](d) = { f(d) otherwise

Definition 3.2. The rules defining the relation = used to define the preliminary concrete
semantics for basic program statements are as follows:

any basic statement ¢ leIN~N dom(h) and n € Values
Te =k Te (h,s),new(x); = (h[l ~n],s[z~1])

s(z) € dom(h) s(zx) ¢ dom(h)

(h,s),free(z) = (h[s(z) ~ L],s) (h,s),free(z) =5 T,
s(y) € dom(h)

(h,s),x := e =5 (h,s[z — val.(s,e)]) (h,s),x := ynext = (h,s[z~ h(s(y))])
s(y) ¢ dom(h) s(x) € dom(h)
(h,s),z = ynext = T, (h,s),znext := e = (h[s(z) ~ val,.(s,e)],s)
s(x) ¢ dom(h) s(x),s(y) € dom(h)
T

(h,s),z.next :=e =] T, (h,s),z.next := ynext = (h[s(z) ~» h(s(y))],s)

s(x) ¢ dom(h) or s(y) ¢ dom(h)

(h,s),z.next := ynext =, T,

Where val.(s,e) for e, a simple expression, and s € ST, is the concrete valuation of e
under s. It is defined as follows:

val,(s,e) = {

Definition 3.3. The concrete filter function filter,, is defined as follows:

filter . (e1 == e3)(9) {(h,s) €S |val(s,e1) =val(s,e2)} U{Tx | Tx €S}
filter .(e1 !=e2)(S) {(h,s) € S|val(s,e1) #val.(s,e2)} U{Tx|Tx €S}

s(e) if ee Vars
nil if e = nil

This concludes the definition of concrete semantics. As an example, Figure 4 depicts
a computation of the least fixpoint for the while loop of the dispose program depicted in
Figure 2 by assuming an initial set Sy of states that the program can be in before entering
the loop. It also shows the result of the semantics of the while loop of this program applied
to S().

On the other hand, Figure 5 shows that the least fixpoint of the semantics of the while
loop in the program depicted in Figure 3 is not obtainable with iterations of computing

f5,(2).



while(nil == nil) {
new(z);
}

Figure 3: Infinite allocation: a program that allocates heap cells indefinitely

h s h s
Sy = adll((i)lr. vla?}. VZI‘. Vla(}. [dispose].(Sy) = addr. | val. Vzr. vnzj.
13 nil Y nil Y nil
n ] /5.(2)
0| @
h s
1 addr. | val. | var. | val.
10 13 x 10
13 nil Y nil
h s h s
9 addr. | val. | var. | val. || addr. | val. | var. | val.
10 13 x 10 7| 13 nil T 13
13 nil Y nil Y 13
h s h s h s
3 addr. | val. | var. | val. || addr. | val. | var. | val. || addr. | val. | var. | val.
10 13 T 10 7| 13 nil x 13 | T nil
13 nil Y nil Y 13 Y nil

Figure 4: Computation of the least fixpoint of the while loop semantics for the dispose
program (Figure 2) in the concrete semantics. In this case, fgo is the least fixpoint. In
addition, [dispose],; is the concrete semantics of the whole dispose program (while loop).

10



h s
So addr. | val. | var. | val.
T 10
75.(2)
%]
h
addr. | val. | var. | val.
T 10
h h s h
addr. | val. | var. | val. ||| addr. | val. | var. | val. || addr. | val. | var. | val.
1 nil T 1 1 0 T 1 2 nil T 2
h h S h
addr. | val. | var. | val. || addr. | val. | var. | val. || addr. | val. | var. | val.
1 nil T 2 1 0 T 10 | 2 nil T 10
2 0 10 nil 10 13

Figure 5: Computation of the least fixpoint of the while loop semantics for the infinite
allocation program (Figure 3) in the concrete semantics. In this case, there does not exist
an n € IN such that fg is the least fixpoint.

4 Symbolic Semantics

In this section we introduce symbolic semantics for programs of SimpleLang. Symbolic
states are high-level representations of program memory where actual addresses of cells
are represented by symbols. Since we are using a symbolic representation of memory, we
do not need stores and need only to represent heaps. To do so, we use a variant of symbolic
heaps. Symbolic heaps are special separation logic formulas presented in [BCOO05] to be
used for symbolic execution. A symbolic heap is a separation logic formula consisting of
conjunctions of a spatial formulas and pure assertions (assertions on equalities of symbolic
expressions). Here, we define symbolic states to be pairs of separation logic formulas of
spatial assertions and pure parts which represent equalities by explicit representation of
equivalence classes over symbols.

The spatial assertions we use for the spatial part of symbolic states express facts of the
form z — y which signifies that the memory location indicated by symbol x represents a
heap cell pointing to symbol y or Ls(x,y) which signifies the fact that there is a linked
list segment in the heap starting from memory location represented by symbol = ending in
symbol y. We denote the set of symbols with Sym and it is defined as follows:

Sym = Vars u Vars' u {nil}

where, Vars is the set of programs, they stand for memory locations pointed to by them,
Vars' is a countably infinite set of primed variables z’,%’, ... that represent some memory
location (potentially) not pointed to by program variables and nil stands for the null pointer.

Definition 4.1 (Symbolic States). Symbolic states are defined as follows:

11



— A spatial part X € SP, is a separation logic formula defined below:

1,2 € Sym

) = Ls(s1,%) | st~ | Junk | emp | & x P

— A pure part Il ¢ PR, is a set IT: 922" of equivalence classes of symbols
— The set of symbolic states is &, = (SP, x PR, ) u{T,}

Furthermore, we use ¢; =11 ¢ to stand for the fact that ¢; = ¢ or ¢; and ¢ belong to the
same equivalence class in IT and use ¢; #7 <2 as its negation. In cases where we do not
distinguish between Ls and —, we use capital letter P (possibly indexed) to denote them,
i.e., we implicitly assume that P € {Ls,—}. [

We assume that the primed variables that appear in a symbolic state are all existen-
tially quantified. That is to say, by a symbolic state (,1II) € &, in which primed variables
xY,..., 2, appear, we mean:

3z, ... 2. (3,10)

In the above definition, * is the separating conjunction. We later discuss the relation
between concrete and symbolic semantics and give the exact interpretation of separating
conjunction. For now, suffice it to say that a separation logic formula A * B means that the
heap of the program can be divided into two disjoint subheaps (no address is given a value
in both subheaps) such that one is represented by A and the other is represented by B. A
separation logic formula with no separating conjunction (a single instance of a predicate)
is called a (heap or memory) chunk. As the intuitive meaning of separating conjunction
explained here suggests, the separating conjunction (similarly to classical logic’s conjunc-
tion connective) is commutative and associative. Therefore, in the sequel we consider two
spatial parts of symbolic states equal if they only differ in the order of chunks. For further
reading on separation logic, refer to the seminal paper [Rey] by J. C. Reynolds, where he
introduces separation logic.

Intuitively, the heap chunk Ls(¢1,¢2) represents (part of) a heap where a non-empty
(i.e., ¢1 # ¢2) acyclic linked list in the heap starting in the memory location represented by
¢; ending in the memory location (if ¢; # nil) represented by ¢;. The heap chunk ¢ ~ ¢
represents (part of) a heap where memory location represented by ¢; points to memory
location (if ¢; # nil) represented by ¢2. The heap chunk Junk, on the other hand, represents
(a part of) heap that contains at least one allocated memory location. This chunk simply
signifies memory leaks. Finally, the emp chunk represents (a part of) heap that is empty,
i.e., no memory location is allocated. As emp chunk represents an empty (part of) heap, in
the sequel, we assume two spatial parts ¥ and ¥ * emp equal.

As we discussed earlier, all primed variables are implicitly assumed to be existentially
quantified. Therefore, we consider two symbolic states equal if they are equal up to renam-
ing of primed variables. That is, in addition to the fact that spatial parts are equal up to
reordering of their chunks and addition of emp chunks.

Definition 4.2 (Symbolic State Equality). Let st{, sto € &, be two symbolic states. Then,
st1 and sty are equal (st; = sty) if and only if
Stl = St2 =Ty

or
sty = (21,1_[1) and Sty = (227H2) such that st1 = f(Stz)

12



for some bijection 7 : Vars’ — Vars’. Where #(X,1I) is the simultaneous renaming of primed
variables in ¥ and I according to r and the equality between spatial parts is considered up
to reordering of their chunks and addition of emp chunks.

In the sequel, we will call such a renaming that makes two symbolic states equal their
equalizer renaming. [ ]

Note that the definition above is obviously reflexive, symmetric and transitive, i.e., it is
an equivalence relation.

Definition 4.3 (Consistency of Symbolic States). A non-error symbolic state (3,11) € S, is
consistent (written as (X, 1I1) # false) if none of the following holds:

I. There is a ¥’ such that ¥ = Ls(¢1,52) * X' or X =¢; = 63 * X’ and ¢; =11 nil
II. There a ¥’ such that ¥ = Py (¢1,62) * Pa(s3,54) * X’ and ¢; =11 63
ITI. There is a ¥’ such that ¥ = Ls(¢1,¢2) * X’ such that ¢; =1 ¢
]

Moreover, for e1,es € Vars u {nil}, we need to be able to determine whether a non-error
symbolic state (3,I1) € &, entails e; = es or e; # es. For the case of equality, e; = es, we
simply see if e; =1 e2. On the other hand, for the case of inequality, the entailment might be
drawn from the spatial part. In particular, we say (X,II) entails e; # es if adding equality
of e; and e5 to it makes it inconsistent. This is formally defined in the following.

Definition 4.4 (Equalities and Inequalities with Respect to Symbolic States). Let (X,1I) €
S, be a symbolic state and eq, e5 € Varsu{nil}. Then, the entailment of equality and inequal-
ity of e; and e; under (3, 1I), written as (X,1I) - e = e; and (X, 11) + e; # e respectively, are
defined as follows.

(E,H) e =eg if €1 =11 €2

(Z, D) Fep ey if (X,II[eg :=: ea]) + false

where, II[¢; :=: 62|, for two symbols ¢; and 5, is obtained by uniting the equivalence classes
of ¢; and ¢, if they exist or otherwise adding a new equivalence class {c1,}. [

In order to evaluate statements that access pointers z (e.g., free(x);), we need to explic-
itly have a points-to chunk, x — ¢ for some symbol . Although, this is not always the case
when z represents an allocated heap cell; e.g., we have an Ls(z,) chunk instead. Therefore,
we define a rearrangement function which, given a symbolic state, st € &, and a program
variable z, gives a set of symbolic states all of which are of the form (X * 2 — ¢, II") for some
¢ if x represents an allocated heap cell in st or gives {T,}, otherwise. The rearrangement
function is formally defined as follows.

Definition 4.5 (Rearrangement). Let st € G, be a symbolic heap and z € Vars be a program
variable. Then, the rearrangement of st to reveal = (written as Rearr(st,z)) is defined as
follows:

{(Z*x ¢, I)} if st = (X * ¢; = ¢2,1I) for some ¢1,¢3 € Sym
and S1=nm<x
Rearr(st,x) =1 {(Z %z~ ¢,II), if st = (X * Ls(s1,62),1I) for ¢1, 2 € Sym,

(Z#*x a2’ * Ls(x',6),I1)} ¢1 =rr « and 2’ is a fresh primed variable

{75} otherwise

13



Next, we define the preliminary symbolic semantics for basic statements and define the
filter function for symbolic semantics.

Definition 4.6 (Preliminary Symbolic Semantics for Basic Statements). The preliminary
symbolic semantics for basic statements is defined as follows:

any basic statement ¢ 2,9y’ fresh primed variables
Ty C =0 Ty (2,1I),new(x) =1 X[z [z] * z — y' T[2'|x])
(X' * 2z, IT') € Rearr((3,11),x) To € Rearr((2,11),z)
(3,10), free(z) =, (X/,11") (3,10), free(z) =) T,

x' fresh primed variable
(2,10), 2 := e =F (S[a'[a], (U[a! [a])[x =: e[’ [2]])

x' fresh primed variable, (X' * y — ¢, II") € Rearr((X,11),y)
(,11),2 := ynext =] (' xy = o) [/ /], (I [/ [2])[@ = <[2'[=]])
To € Rearr((3,10),y)

(%,10), 2 := y.next =T,

(X' * x> ¢, IT") € Rearr((X,10), ) Ty € Rearr((X,10), x)
(%,11),z.next :=e =T (Xr*rz—eIl’) (X,I0),z.next:=e¢ =T,
(X' * x> *y 2, II") € Rearr((3,11), z,y)

(3,10), z.next := ynext =) (X x> ¢ %y > ¢, 1T)

T, € Rearr((3,11),z,y)

(2,1I), x.next := y.next =TT,

where A[1/s2] is replacement of ¢; with ¢; in A and Rearr(st, z,y) is short for

Rearr(st',y)

st’eRearr(st,x)
]

Definition 4.7 (Symbolic Filter Function). The symbolic filter function is defined as fol-
lows:

filter . (e1 == e2)(S) {(Z,[eg =2e2]) | (X, M) e SA(Z, )tk e3 e} U{T, | T, €S}

filter (e1 !=e2)(S) = {(Z,0)|(Z,1I) € SA (X, ID) # false A (B, 1) e1 =e2} U{Ty | To €S}
| |

Figure 6 shows the symbolic computation of the least fixpoint of the semantics of the
while loop of the dispose program, depicted in Figure 2, starting in a set of states consisting
of a single symbolic state where x points to a linked list ending in nil. In this case, there
does not exist an n € IN such that fg (@) is the least fixpoint. This is due to the introduction
of new primed variables which causes the pure part to grow indefinitely.

On the other hand, Figure 7 shows the symbolic computation of the least fixpoint of the
semantics of the while loop of the infinite allocation program, depicted in Figure 3, starting
in a set of states consisting of a single symbolic state where the heap is empty and there
are no pure assertions. Evidently, in the case of symbolic semantics, similarly to the case of
concrete semantics, the least fixpoint of the while loop in this program is not obtainable by
iterative computation of fg (o).
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S() = {(LS(l, ml),@)}

fs,(2)
2

{(Ls(z,nil),2)}
{(Ls(x, nil), @), (emp, {{y, nil,x}}), (Ls(z}, nil), {{y, 21,2} })}
{(Ls(l,nil), @), (emp,{{n, nil, 1}}), (Ls(z}, nil), {{z, 21, y}}),
(emp, {{xé,lé,lg}, {y, m’l,x}}), (LS(I’Q, nil), {{CE,I’Q,I’}, {1'/3,1'/2,1'/5}})}

w N o3

Figure 6: Computation of the least fixpoint of the while loop semantics for the dispose
program (Figure 2) in the symbolic semantics. In this case, there does not exist an n € IN
such that fg is the least fixpoint.

So = {(emp, 2)}

ARG
z

{(emp,2)}
{(emp *x —x1,2)}
emp * x> xh *xh >t @
14 3 2 1
{(emp » x> ap *+ x> af *x x5 > 21, 0)}

WO S

Figure 7: Computation of the least fixpoint of the while loop semantics for the infinite
allocation program (Figure 3) in the symbolic semantics. In this case, there does not exist
an n € IN such that fg is the least fixpoint.
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5 Overapproximation of Concrete Semantics by Sym-
bolic Semantics
In this section, we show that the symbolic semantics is a sound overapproximation of the
concrete semantics. Before we can establish this result though, we must define what con-
stitutes a symbolic state representing a concrete state.
We say a concrete state (h,s) models a symbolic state (X,1I), if there is a s’ : Vars' —

Values such that the values assigned by s and s’ are compatible with the equalities of IT and
s and s’ can be used to translate the symbols in ¥ such that ¥ holds in A.

Definition 5.1 (Modeling Relation). Let (h,s) and (X,II) be a concrete and symbolic state
respectively. Then, we say (h,s) models (3,1II) (written as (h,s) £ (X,1I)) if there exists a
s’ : Vars' - Values such that:
V61,62 € Sym. 61 =11 2 = val,(s,8",61) = valy(s,s",62)
and ,
(h,s) E S
where val,(s,s’,<) is defined as follows:
s(s) if ¢e Vars

valy(s,8',6) =4 s'(c) if e Vars'
nil if ¢ =mnil

Furthermore, (h, s) & 3 is defined inductively as follows:

(h,s) E emp if and only if dom(h) =@

(h,s) & Junk if and only if  dom(h) # @

valy(s,8',52) ifa=wvaly(s,s 1)
1 otherwise

(h,s) |S=, SERES: if and only if ¢ # nil A h(a) = {
(h,s) ti Ls(s1,52) ifand only if ¢ # nil Aval,(s,s,61) # vals(s,s,62)A
(hs) b v (hs) £ (1 2/ % Ls(2)))
for some fresh 2’ and s” = s'[ 2’ — h(val;(s,s',61))]
(h,s) ?__’ FxG if and only if & =h;why where (hy,s) ?__’ F A (ha,s) f:, G
where, hy W hy is disjoint union of h; and hs and is undefined if dom(h1) ndom(hs) # . =

Given the modeling relation, we define the the set of concrete states represented by a
set of symbolic states as follows.

Definition 5.2 (Representation Function). The representation function v : 25- - 25~ ig
the function that maps a set of symbolic states to the set of concrete states represented by
them.

(S) - {(h,s)eB,| (X, ) e SA(hs)=(X,I)} ifT,¢5
v IREGH otherwise
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In the following, we show that a symbolic state (3,1I) is inconsistent, i.e., (X,1II) - false
if and only if there are no concrete states modeling it. Furthermore, we show that whenever
two symbolic states are equal, a concrete state either models both of them or none of them.
This means that (2,,1I;) = (22, II3) implies, v({(21,111)}) = v({(Z2,112)}).

Theorem 5.3. Let (3,II) be a symbolic state, then (X,II) + false if and only if there is no
concrete state (h, s) such that (h,s) = (X,11). ]

Proof. We prove each side separately as follows:

= (X%,10) + false, then V(h,s) € G,. (h,s) # (X,1I):
(X,10) + false if at least one of the conditions I, IT or III in 4.3 holds. We show that for
each of these cases, (3,11) has no model.

I

1I:

IIT:

There is a ¥’ such that ¥ = Ls(¢1,62) * X or ¥ = ¢ » ¢ * X' and we have
¢ =n nil. If (h,s) & (X,1I), there must exist an s’ : Vars’ — Values such that
valy(s,8',61) = valy(s,s’,nil) = nil and we should have val,(s,s’,51) = nil € dom(h)
which is impossible as i : IN — Values.

There are two chunks P, (¢1,¢2) and P»(s3,¢4) such that ¢; =7 ¢3. This means, there
must be s’ and a subheap ' such that dom(h’) € dom(h) and (1, s) E Pi(s1,62) *
P5(s3,1). Thus, we should have i’ = &) w k), such that (k},s) & Pi(s1,c) and

(h%, s) E P5(s3,64). This can not be as we have
valy(s,s',61) =val,(s,s,s3) € dom(hy) n dom(hy)

which contradicts the fact that 4’ = k] w k), as it is undefined.
There is a chunk Ls(¢1,¢2) such that ¢; =1 2. Then, there must be an s’ and
a subheap &’ such that dom(h’) € dom(h) and (h',s) £ Ls(s1,2) which in turn

means, we should have val,(s,s’,¢1) # val,(s,s’,s2) which is a contradiction (see
Definition 5.1).

<: VY(h,s) €S,. (h,s) ¥ (X,1I), then (X, 11) + false:
Instead of a direct proof, we show that the contrapositive holds. Namely, we show
(Z,10) W false > 3(h,s) € 6. (h,s) = (X,II):
As for any heap £, it holds that h = hwh, where dom(h,) = @, whenever (h, s) £ (Z,1I),
also (h,s) = (2 * emp,1I). Therefore, in the rest of the proof we assume that there are
no emp chunks in the spatial part.

Let IT = {7, ..., 7, } then, we define s : Vars - Values and s’ : Vars’ — Values as follows:
i if xemAnil¢m i if 2’ emAnil ¢ m;
s(x) =4 mnil if {z,nil}cm s'(z") =14 mil if {2’ nil} cm;
U(x) otherwise U(z') otherwise

where U : Varsu Vars' - {n+m+1,n+m+2,...} is an injective mapping that maps each
program variable or primed variable to some unique natural number greater than
n +m, where m is the number of Junk chunks in . Furthermore, let / : IN — Values be
defined as follows:

n+1 ifa=n+inl<i<m

valy(s,8',6) ifa=wvaly(s,s',61) AX = P(s1,62) # X
h(a) =
L otherwise
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It is easy to see that (A, s) E (X,1I), thus, we omit the proof here. O

Theorem 5.4. Let (X1,1I;) and (X3, II3) be two symbolic states such that (31,111 = (22, II3).
Then a concrete state either models both or neither of them. In other words,

if (£1,1011) = (Eo,105) then (V(h,s)€&,. (h,s) E (21,11;) if and only if (h,s) k (X2,115))
]

Proof. To prove this theorem, we assume (%1,11;) = (X2,1I5) and show that for an arbitrary
concrete state (h,s) € S, (h,s) £ (X1,1I;) then (h, s) = (32,1I2). The other side Gi.e., (h,s) £
(22,1I5) then (h, s) = (21,1I;)) follows through a similar reasoning and is therefore omitted.

Let 7 : Vars' — Vars' be the equalizer renaming of (X,I1;) and (X5,1I5) and s’ : Vars' —

Values be such that (h,s) & (31,11;). Then, (h,s) = (Z2,11,).
This simply follows from the fact that

Vo' e Vars'. val,(s,s’,2") =val,(s,s" or,r(z"))

Which can be easily seen from the definition of val, (s, s’,<), for a symbol ¢, in Definition 5.1.
O

In preparation for the main result here, i.e., symbolic semantics being a sound overap-
proximation of concrete semantics, we show that the set of concrete states represented by
a set of symbolic states is preserved under replacement of a symbol with a fresh primed
variable. Furthermore, we show that the rearrangement to reveal a program variable is an
overapproximation, i.e., if (h, s) = (X,II) then (h,s) € y(Rearr((2,11),x)) for any = € Vars.

Lemma 5.5. Let (,11) be a symbolic state, ¢ € Sym be a symbol and 2’ € Vars’ be a primed
variable that does not appear in (3,11) . Then,

Y{(E,1D)}) e v({(E, 1) [2/<]})
]

Proof. Let s} : Vars' - Values and s} : Vars' - Values be two valuation functions for primed
variables such that:
i o] valg(s,st,s) if y =2
52(y') = { s1(y") otherwise

We show that for any (h,s) € &,
(hys) £ (S,10) > (hys) £ (S,10)[2/<]
To show this, we only need to show that for any symbol ¢; € Sym,
UalU(Sv 51) §1) = UalU(Sa 5,27 S1 [x'/g])
This, on the other hand, is obvious from the definition of s, above. O

Lemma 5.6. Let st € G, be a symbolic state and x € Vars be a program variable. Then,

v({st}) € v(Rearr(st,z))
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Proof. If st =T,, v(Rearr(Ts,2)) =v({Ts}) = S,. If st = (X,1I), we can have three cases:

— There is a ¥/ such that X = ¢; = ¢ * X’ for some ¢ and ¢; =g x. In this case,
Rearr((2,11),z) = {(z = ¢ + X', II')}. In addition, if (h,s) E (Z IT), there is an s,

hhhg such that h = hiwhg and (hl, S) |= (§1 — §2,H) and (hg,S) I: (Z, H) On the other

hand, ¢; =1 « and hence val,(s,s’,z) = val,(s,s’,¢1). Thus, (hy,s) E (x » ¢,1I) and as
a result
(h,s) E (2 o X 1II')

— There is a X' such that ¥ = Ls(c,52) * ¥/ for some <, and ¢; =17 x. In this case,

Rearr((Z,11),x) = {(z + ¢ * X', 1), (z = 2’ * Ls(a’,¢2) » X', II) }

sty st

According to Definition 5.1 and a reasoning similar to that of the previous case, if
(h,s) E (3,1), then, either (h, s) = st or (h,s) E st;.

— None of the above hold. In this case, v(Rearr((Z,11),2)) =v({T+}) =&
O

Lemma 5.7 (Symbolic Semantics of Basic Statements Overapproximates Concrete Seman-
tics). Let ¢ be a basic statement. Then,

VS5 €6, [c]x(v(5)) €v([e]o(5))
]

Proof. Since semantics functions and representation function, v, are both continuous, we
simply need to show that

Vst € &, [c](v({st})) € v([e]o({st}))
If st=7,,
Y([lo({To})) =7(To) = 6i
If st = (3,10),

— c=new(x);

For st € [c]({(2,11)}), we have st = (x — y' * X[z’ /x],II[z'/x]) where " and 3’ are some
fresh primed variables.

On the other hand, if (h,s) & (2,1I), i.e., (h,s) € v({(£,1I)}), then, for any st’ ¢
[c]x(h,s), we have,
st' = (h[m — n], s[z = m])

for some m ¢ dom(h) and n € N. Furthermore, h[m — n] = hw h’ where,

h'(x):{ n ifx:m

L otherwise

According to Lemma 5.5, (h,s) £ (X[2/x],II[z'/x]). On the other hand, since = does
not appear in (X[z'/z],I[z'/z]), we have

(hy s[z = m]) = (S[2'[2], [z’ [2])
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In addition,
(7', s[z > m]) E (2 -y, O[2"/z])

Thus,
(h[m = n],slz = m]) (2 =y * B[’ /2], 12 /z])
Consequently,
(hlm = n], s[z = m]) € y([c], ({(Z,11)}))
c = free(x);

If Rearr((%,I1),z) = {T,}, it trivially holds.

Otherwise, for (h,s) £ (X,1I), According to Lemma 5.6, (h,s) € v(Rearr((Z,11),x)).
Hence, there is a (X' * x — ¢, II) € Rearr((2,1I), ) such that

(h,s) E (z ¢ X' 1II)
Therefore, h = hy v hy such that (hy,s) = (z — ¢,II) and (hs,s) £ (X' * II). Thus, for
(hls(z) = 1],5) € [c]x(h, ),
(hls(z) = 1],5) = (h2,s) e y(Z" D)
Consequently,

(hls(z) = 1],) ev([c]-({(X,ID}))

c=x:=e¢

Let 2’ be a fresh primed variable and (4, s) be a concrete state such that (4, s) £ (2, 1I).
According to Lemma 5.5, we have (h,s) = (X[z'/z],II[2'/z]). Here, we consider two
cases, first if z and e are the same (an assignment of x to itself!) and second if x and e
are two different simple expressions.

If 2 and e are the same variables, then we have s[x — val,(s,e)]) = s and
(E[afx], (2" [2])[x = (y[2"/2])]) = (B[ /2], T [2"/x])
If 2 and e are two different symbols, we have (e[z'/x]) = e and thus, we have to show
(h, (sl = val(s,e)])) & (S[a'[x], ([2'/z])[x :=: e])
To see this, observe that
(h, (s[z = valx(s,e)])) = (B[a'/z], I[2'/2])

Notice that = does not appear in (X[z/x],II[2'/z]) and hence the value of s(z) is
irrelevant. Thus, there is an s’ such that

(D, (s[z = val,(s,e)])) F (E[a' /2], IT[2"[2])
On the other hand, since
V61,61 € Sym. 61 =r1 ¢2 = valy(s,s',61) = vals (s, s, 52)

we have

(hy (s[> val(s, )] F (S[a'a], (W[ fa]) [z = €])
Consequently,

(h, (s[z = vali(s,€)])) € y([clo ({(%,1D)}))
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— c=x.next :=¢;
If Rearr((X,11),x) = {T,}, it trivially holds.

Otherwise, for any (h, s) = (2,1I), according to Lemma 5.6, there is a (X' x z — ¢, II) €
Rearr((X2,1I), x), such that
(h,s) B (X' * 2 — ¢, 1)

On the other hand, since (h,s) £ (X' * x — ¢,II), we have h = hy w ho, such that (hy,s) E
(X', 1) and (ho,s) £ (x = ¢,II). Therefore, since (ho[x — vals(e)],s) E (z — e, 1), we
have

(h[z = val.(s,e)],8) & (X' *z e, I0) € [c], ({(Z,11)})

Consequently,

(hlz = valk(s,e)],s) e v([c]-({(%,1D)}))

— ¢ =1z = y.next;
If Rearr((X,11),y) = {74}, it trivially holds.
Otherwise, for any (h, s) = (X,1I), according to Lemma 5.6, we have
(h,s) € y(Rearr((3,11), y))
Hence, there is a (X' * y = ¢,II) € Rearr((%,1I),y) such that

(h,s) £ (X' *y ¢, 1II)

Now, let 2’ be a fresh primed variable. Then, according to Lemma 5.5, (h,s) £ ((X'+y —
o' [x], 1[a"[x]).

Here, we should consider two cases, first if ¢ and z are the same (y’s next cell is z) and
second if ¢ and z are two different symbols.

If = and < are the same variables, then, since h(s(y)) = s(z), we have
sla v h(s(y)] = s
and
(B *y = o)[a'/z], (M2 [z]) [z = (c[2"/2])])) = (" * y = ¢)[2" /2], T[2" [x])

Thus,
(h, sz~ h(s(y))]) € y([c]o({(Z,11)}))

On the other hand, if  and ¢ are two different symbols, since (h,s) = ((X' *y
$)[z'/z], [z’ /x]), we have

(hys[z = h(s(y)]) = ((E"*y = o)[a' /2], 2" [2])

Notice that x does not appear in ((X' *y — ¢)[z'/z],II[2'/2z]) and thus the value of s(z)
is irrelevant. Thus, there is a s’ such that

(h. (sl = h(s)D) £ (S, Te!f2])
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On the other hand, since
Vs1,62 € Sym. 61 =11 52 = valy(s,s',61) =val,(s,s',2)
we have,

V1,62 € SYm. 61 =(1[ar /o)) [we=sc] S2 = Valo ((s[x = 5(y)]),8",61) = valo ((s[z = 5(y)]), s, 2)

and as a result,

(h (3L = s()])) & (5[], ([ f2]) [ o= <)
Consequently,

(h; (s[z = s(y)])) € v([e]o ({(3,1D)}))
— ¢ =z.next := y.next;
If Rearr((3,10),z,y) = {Ts}, it trivially holds.
Otherwise, for any (h, s) = (X,1I), according to Lemma 5.6, there is
(X' * a0 xy e 6,1 € Rearr((Z,10),2,1)

such that (h,s) = (X' xz ¢ *y - ¢, IT').

On the other hand, since (h,s) = (X' * z — g1 * y = 62, 1I), we have h = hy & ho w hs, such
that
(h178) E (ZI,H)7 (hQaS) E (l‘ = §1;H) and (h378) = (y = §27H)

Therefore, we have
(h[z = h(s(y))],s) B (2 * x> 63 %y = G, 1)
Consequently,
(hlz = h(s(y))],s) € v([c]o ({(2,11)}))
O
After proving overapproximation results for basic statements, we show overapproxima-

tion of the filter function before proving the final result, i.e., overapproximation for the
whole of SimpleLang.

Lemma 5.8. Let S ¢ &, be a set of symbolic states and cond be a loop condition of the form
el == e or e; != e; for some simple expressions e; and es. Then,

filter . (cond) (y(S)) < y(filter,, (cond)(S))
]

Proof. Since the representation function, ~, and both filter functions are continuous, the
results for singletons naturally extend to all sets. In other words, we only need to show
that,

Vst € &,. filter, (cond)(v({st})) cy(filter,(cond)({st}))

If st = T,, y(filter,, (cond)({st})) = &,. On the other hand, if st = (3,1I) and (X, II) + false,
according to Theorem 5.3 and Definition 5.2, v({(X%,II)}) = @ and thus,

filter . (cond)(v({(2,1)})) = @

Therefore, in the rest of the proof we consider st = (3,1I) such that (3,11) ¢ false. We
proceed by case analysis on cond.
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Case: cond = ‘e; == ey’

If (h, s) € filter,.(cond) (v({(X,II)})), we have (h, s) = (X, 1I) and val, (s, e1) = valk(s, e2).
As a result, (h,s) £ (X,II[e; :=: e3]). This, according to Theorem 5.3 and Defini-
tion 4.4, shows that (3, 11) # e; # e;. Hence,

(X, 1[e; :=: ea]) € filter, (cond) (X, 1I)

Consequently,

(h,s) € y(filter, (cond)({st}))

Case: cond =‘e1 =€’
If (h, s) € filter, (cond) (v({(X,11)})), we have (h, s) = (X,II) and val,; (s, e1) # val,(s,ez).
According to Definition 4.4, we have (3,1I) # e; = es. Hence,

(X,10) € filter . (cond) (X, 1)

Consequently,

(h,s) e y(filter, (cond)({st}))
O

Finally, we can state and prove the main theorem of this section, i.e., the correspondence
of semantics.

Theorem 5.9 (Symbolic Semantics Overapproximates Concrete Semantics). Let ¢ be any
statement or block of statements. Then,

V5 <6, []x(v(5)) €v([c]o(5))

Proof. We prove this theorem by structural induction on the structure of statements:
Base Case: The statement c is a basic statement. This is already proven in Lemma 5.7.

Inductive Casel: The statement c is of the form c;; ¢, and, as induction hypothesis, we have:
VS c 6. [er](v(5)) € v([e1](5)) and VS ¢ &, [e2]w(v(5)) € v([e2]-(S))

From the definition of semantics of composition of statements, [c1;ca] = [e2] o [e1], it
follows that:
V5 €6, [er; 2]k (7(5)) €v([er; 2] (5))

Inductive Case2: The statement c is of the form while(b){c¢'} and, as induction hypothesis, we have:

VS <&, []x(7(5)) € ([€]+(5))

Assuming S ¢ G, is a set of symbolic states, we show that:

[while(b){c'}].(v(9)) € y([while(b){c'}]+(S5))

Assuming that f, ,(s) and f, s are as defined for general semantics of the while loops,
respectively for concrete and symbolic semantics, we have:

[while(b){c'}].(7(5)) = filter . (=b)( U]Nfﬁ,w(sﬂ
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and

[while(b){c'}]o(S) = filter, (=b)(U f5's)

nelN

By a simple induction on n, using induction hypothesis and Lemma 5.8, we can see
that:

Vne. fl s fos
Thus,
U s e U fos

nelN nelN

On the other hand, according to Lemma 5.8, we have:

fitter , (=b)(U f.5) < filter .(=b)( U]N fensy)

nelN

Consequently,
[while(b){c'}](S5) < [while(b){c"}]«(+(5))

O

As a corollary, we get that whenever the concrete execution of the program, starting
in the empty memory, indicates an error in the program, so does the symbolic execution,
starting in the empty memory.

Corollary 5.10. For a statement (program) c,
if T, €[c]x(he,se) then T, € [c],(emp, @)

where,
he(a) =1 and s.(z) =nil

6 Abstract Semantics

In this section we discuss an abstraction that maps symbolic states to abstract symbolic
states. Abstract semantics then is simply symbolic semantics having abstraction applied to
their results.

We define the abstraction in two phases; in the first phase, we remove all primed vari-
ables from the pure part and in the second phase, we contract the spatial part by collapsing
consecutive chains of linked list segments (if possible) and gathering all memory leaks into
a single Junk predicate.

Definition 6.1 (Removing Primed Variables from Pure Part). Let (X,II) be a symbolic
state and 7 € II be an equivalence class in the pure part. The removal of primed variables
appearing in 7, denoted as rp,(%,II) is defined as follows:

rp(X,10) = (Z[rep(n),...,rep(n) [z, ...,z ], (TI~ {7}) u&(m))

n times

where

fwen~{ay,.. o an) ifns{al,... 2} * O
Tep(ﬂ)_{ x} for some 1<i<n
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and

5(77):{ gr\{xi,...,x;}} if |m~{z],...,20,}>1

otherwise
and {z,...,2,} ¢ 7 is the set of all primed variables in 7 and [b1,...,b,/a1,...,a,] denotes
simultaneous replacement of a; by b1, ..., a, by b,.

In the sequel we will use rpr(3,11) defined as
rpn(S,I0) = rpg, (.. (7pa,, (5,11)) ...) where T1={m,..., 7}
to be the result of removal of all primed variables from the pure part of a symbolic heap. m

Definition 6.2 (Spatial Abstraction Rules). The following are the rules for the abstraction
of the spatial part of a symbolic state.

2’ ¢ Vars' (X, 11) ¢ €Sym
(X * P(2',5),1I) 5 (X u Junk,II)

(Garbagel)

2’y ¢ Vars'(Z,1T)
(S + Pu(x',y') * Poly',2'),T1) S (S U Junk, T0)

(Garbage?2)

y' ¢ Vars'(3,11) u {c1, %} G1,S2 € Sym Go =11 il
A .
(X Pi(s1,y") * Pa(y',52), 1) ~ (3 % Ls(c1, nil), IT)

(Absl)

y,¢ VG,T‘S,(E,H)U{§1,§2,§3,§4} §17<27§37§465ym S2 =TI S3
A
(E * P1(§1»y') * P2(y',<2) * P3(§37§4)7H) ~r (2 * LS(<17§2) * P3(§3,§4)aH)
Where,

(Abs2)

if ¥ has a Junk chunk

by
2 v Junk = { Y Junk otherwise

and Vars'(X,11) is the set of all primed variables that appear in ¥ or II. ]

The rule Garbagel simply collects all memory chunks that are not pointed to by any
program variables directly or indirectly — as x’ does not appear in X or II. The rule Garbage2
handles the cases where there is a cycle that is not reachable directly or indirectly from
program variables (cyclic memory leak).

The rule Absl and Abs2 both merge linked list segments (or direct links) that form a
continuous linked list. The fact that we require the end of the contracting linked list to be
nil or already allocated in a separate portion of the heap is to make sure that the segments
being merged don’t form a cyclic linked list. Indeed if the end of the linked list segments
is allocated in another separate portion of the memory or is nil, it can’t be pointing to the
middle or beginning of that linked list segment and it is thus safe to merge them to a single
acyclic linked list segment.

Before we formally define the abstraction operation, we show that the set of rules for
abstraction of the spatial part are strongly normalizing, i.e., there are no infinite chains of
reduction.

25



Lemma 6.3 (Strong Normalization of Spatial Abstraction). Let (Xq,IIy) be a symbolic

state, then, there does not exist an infinite sequence (Xg,11j), (X1,1I1),... such that Vi €
A

N. (3;,10;) ~ (i1, ig1). u

Proof. It suffices to note that any of these rules decreases the collective number of Ls and

~ chunks in the spatial part of the given symbolic states. O

A . oy A
In the sequel, we use ~* to denote the reflexive transitive closure of ~» and we use

A
(%,1I) + to indicate that (¥,II) is a normal form, i.e., none of the rules of spatial abstraction
are applicable to (2, II).

Before, defining the abstraction operation, we define the set of abstract states. That is,
the set of all consistent symbolic states that have no primed variables in their pure part
and none of the abstraction rules are applicable to them, together with the symbolic error
state, T,.

Definition 6.4 (Abstract States). The set of abstract states &, is defined as follows:

Go={(X, 1) e &, | (Z,10) # false A (rp(2,10)) = (X,11) A (X, 10) :/t} u{T,}
]

The rewriting rules of Definition 6.2 form a rewriting relation, %, Since this rewrite sys-
tem is terminating, we can extract a function out of this relation that maps each symbolic
state to one of its normal forms. This can simply be done by fixing an order on applica-
tions of the rules. In our implementation, we simply go through abstraction rules from top
to bottom and for each of them keep reapplying them until they are no longer applicable.
This process is repeated until none of the rules are applicable. In the sequel, we assume
ted 4 : 6, - &, is such a function.

Definition 6.5 (Abstraction). The abstraction function, denoted by 2bs : 257 — 25« ig
defined as follows:

Abs(S) = {(X,I1') | (X,11) € S Ated o (rpr (X, D)) = (X, 1) A (X', 1) #f false} u {T, | To € S}
(]

Abstract semantics is simply symbolic semantics where abstraction is applied to its re-
sult.

Definition 6.6 (Abstract Semantjcs). Let ¢ be a basic statement, then the abstract seman-
tics of ¢ denoted by [c], : 25 — 2%« is defined as follows:

[c]a(S) = 2Abs([c]+5)
|

Figure 8 shows the abstract computation of the least fixpoint of the semantics of the
while loop of the dispose program, depicted in Figure 2, starting in a set of states consisting
of a single abstract state where x points to a linked list ending in nil.

Figure 9 shows the abstract computation of the least fixpoint of the semantics of the
while loop for the infinite allocation program, depicted in Figure 3, starting in a set of
states consisting of a single abstract state where the heap is empty and there are no pure
assertions. Contrary to the case of symbolic semantics and concrete semantics, the least
fixpoint of the while loop in this program, in abstract semantics, is obtainable by iterative
computation of f§ (2).
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So ={(Ls(z, nil),2)} [dispose]a(So) = {(emp,{y, nil,x})}
f5,(2)
2

{(Ls(z,nil), )}
{(Ls(x,nil), @), (emp, {y, nil, x}), (Ls(y, nil), {y, x})}

N~ O3

Figure 8: Computation of the least fixpoint of the while loop semantics for the dispose
program (Figure 2) in the abstract semantics. In this case, fgo is the least fixpoint. In
addition, [dispose],, is the abstract semantics of the whole dispose program (while loop).

So={(emp,2)} [infalloc](So) = @
f5,(2)
%]

{(emp, )}
{(omp =2 7,8)]
{(emp * x — 2§ * Junk, )}

Wl ROl

Figure 9: Computation of the least fixpoint of the while loop semantics for the infinite allo-
cation program (Figure 3) in the abstract semantics. In this case, fgo is the least fixpoint.
In addition, [infalloc], is the abstract semantics of the whole dispose program (while loop).

7 Overapproximation of Concrete Semantics by Abstract
Semantics

To show that abstract semantics is a sound overapproximation of concrete semantics, we
first show that abstraction is an overapproximation.

Lemma 7.1 (Overapproximation of Removal of Primed Variables). Let (3, II) be a symbolic
state. Then,
V(h,s) € S,. (hys) E (S, 1) > (h,s) E pri(2,10)

Proof. Assume that pr. (X, 1) = (X', 1) for some 7 € II. We show that if (h, s) £ (X,1I), then
(hys) = (X', 1I'). Assume that {z},...,z),} ¢ 7 is the set of all primed variables in 7 and

rep(m) is as in Definition 6.1. In addition, let ren : Sym — Sym be as follows:

_ | rep(m) if¢=2a] for somel<i<n
ren(s) = { S otherwise

We show that, for any s": Vars' — Values,
(h.s) & (2,10) > (h,s) F pre(S,10)
First, note that for all ¢;, ¢ € Sym,

G = S2 = §1 =11 $2 > valy (s, s, 61) =valy(s, s, )

27



Second, for any chunk A of 3, A" = A[rep(n),...,rep(w) [2},...,z] ] and subheap h’ of h, we

n times

have,
(h,s) E (A,IT) - (h,s) £ (A", IT)

There are four possibilities for A; Junk, emp, ¢ — <2 and Ls(s1,¢2). In the first two cases, A’ =
A. According to Definition 5.1, the the case for Ls, follows form the case for —. Therefore,

we consider the case where A = ¢; —» ¢. Due to Definition 5.1, (h, s) - (¢1 = 2, 1I), then,

| wvals(s,8',52) ifa=valy(s, s 1)
h(a) = { L otherwise

On the one hand, A’ = ren(s;) ~ ren(s2). Thus, since V¢ € Sym. ¢ = ren(s), we have

Vs € Sym. val, (s,s’,<) = valy(s,s',ren(s))

Therefore, (h, s) = (A, II'). O

Lemma 7.2 (Overapproximation of Spatial Abstraction). Let (X,II) and (X', 1I') be two
symbolic states such that (3,11) 3 (X', 11"), then,

V(h,s) € Gy. (h,s) = (X,1) - (h,s) = (X, 1T')

Proof. We consider all the four cases. In what follows, we assume (A, s) |S——, (Z,10).

Garbagel. This can be if ¥ = X1 = P(z2',¢) for 2’ not appearing in X;. In this case, there must be
two concrete heaps h' and A" such that h = A’ wh” and (h/',s) f:, (X1,II) and (K", s) f:,
(P(2',5),II) which means dom(h") + @.

Here, there are two cases to consider X; = ¥y * Junk or X; has no Junk chunk. let

h' = hi w b} such that in the first case (h],s) £ (22,1I) and dom(h}) # @ and in the
second case, h| = h' and dom(h}) = @.

In both cases, dom(hj wh'") # @ and thus, we have (h,s) = (X, U Junk,II). Note that
since h = (hy why) wh”, dom(hy) ndom(h'") = 2 and thus b} wh” is not undefined.
Garbage2. Proof is very similar to the previous case and is thus omitted.

Absl. This can be if ¥ = 31 * Pi(s1,y") * Pa(y’, s2) for ¢1,¢2 € Sym and y' neither appear in ¥4
nor in IT nor is it equal to ¢; or ¢» and we have ¢ =11 nil. We prove that if (h, s) £ (3,1I)
then (h,s) & (21 * Ls(c1, nil), II).
Since ¢; is allocated in (3,II) and val, (s, s',c2) = nil, val,(s,s’, ) # valy(s,s',¢1). On
the other hand, h = hy w hy w hs such that (hq,s) E (21,10), (h2,s) i (Pi(s1,y"), D)

and (hs, s) E (Py(y',52),1I). Therefore, (hy w h3,s) E (Ls(s1,52),11) and hence (h, s) i
(21 * Ls(s1,nil), II).

Abs2. This case follows from a reasoning very similar to the previous case. The only thing to
note is that the reason for having val, (s, s, ¢2) # val, (s, s’,¢1) is different. Namely, it is
due to the fact that ¢ =q1 <3 and therefore val, (s, s’,s2) = val,(s,s’,¢3) and since ¢; and
¢3 are allocated in disjoint parts of the heap, we know they can not be corresponding
to the same address and thus val, (s, s, ) # val,(s,s’,s1).
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Theorem 7.3 (Abstraction Overapproximates). Let S ¢ &, be a set of symbolic states, then:

7(5) €~ (Abs(9))

]
Proof. Since 2lbs is a continuous function, we need only to show:
Vst e &. y({st}) c v(Abs({st}))
If st = 75, v(Abs({st})) = S,. Otherwise, if st = (X,1I), let’s assume

ted 4 (rpn (X, 1)) = (X/,10)
In this case, according to Lemma 7.1 and Lemma 7.2,

{21} e v({(,11)})
Therefore, according to Theorem 5.3, (X', II") + false, only if (X, IT) + false. Hence,

v({st}) € y(Abs({st}))
O

Finally, the main result of this section, the overapproximation of concrete semantics by
symbolic semantics, is given below.

Theorem 7.4 (Abstract Semantics Overapproximates Concrete Semantics). Let ¢ be any
statement or block of statements. Then,

V55 € 6o [c]x(7(S5)) €([c]alS))
u

Proof. This follows using a similar reasoning as in the proof of Theorem 5.9. The only
difference being the proof of the base case, i.e., the case of basic statements, follows from
Lemma 5.7 together with Theorem 7.3. O

As an important corollary, we get that whenever the concrete execution of the program,
starting in the empty memory, indicates an error in the program, so does the abstract
execution, starting in the empty memory.

Corollary 7.5. For a statement (program) c,
if T, € [c]x(he,s:) then T, € [c]n(emp, D)

where,
he(a) =1 and s.(z) = nil
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8 Termination of Analysis with Abstract Semantics

In order to show termination of fixpoint computation — as fixpoints are used for the com-
putation of semantics of while loops —, we show that the set of abstract states is finite. We
define a notion of reduced-ness and show that a symbolic state is reduced if and only if it
is not changed under abstraction. Then, we show that the set of reduced symbolic states is
finite.

In order to formalize the concept of reduced-ness, we first define paths in symbolic states
and define some properties of symbols in symbolic states.

Definition 8.1 (Paths, Cycles, Length and Reachability). Let (X,II) be a symbolic state,
then, a path in (3,1I) is a sequence <, <1, - - - ,Sp-1,5, such that

V0 <i<n. g eSym

Vi<i<n. 3¢, ¢" eSym.g 1=n<¢ rg=n¢" A3, ¢")

A cycle is a path ¢, ...,s, if o =11 <n-

In addition, the length of a path (or cycle) <, ...,<,, n here, is the syntactical length of a
path (or cycle), i.e., we don’t distinguish — and Ls.

For ¢y, ¢, € Sym, we say ¢, is reachable from ¢, in (3, 1), if there is a path ¢, <1, ..., -1,
in (%,1I). ]

Definition 8.2 (Shared, Internal, Possibly Dangling and Pointing to Possibly Dangling
Symbols). Let (2,1I) be a symbolic state, then,

Shared Symbols: A symbol ¢ is a shared symbol, if 3 = 3’ * Py (¢1,) * P2(s3,54) such
that ¢ =1 62 =m <4

Internal Symbols: A symbol ¢ is an internal node of a cycle in (3,1II) if and only if it is
not shared.

Possibly Dangling Symbols: A symbol ¢ is a possibly dangling symbol if ¢ #; nil and
31,62 €Sym. X=X % P(¢1,%2) A =11 §

and
ez, eSym. X =" % P'(G,u) A= ¢

Pointing to Possibly Dangling Symbols: A symbol ¢ points to a possibly dangling sym-
bolif ¥ = X% P(¢1, <) for some <1, € Sym such that ¢ =i1 ; and ¢, is a possibly dangling
symbol.

Definition 8.3 (Reduced Symbolic States). Let (3,II) be a symbolic state, then, (X,1II) is
reduced if and only if

1. There are no primed variables appearing in II.
2. Every primed variable appearing in X is reachable from some program variable.
3. If a primed variable x’ appears in X, then, at least one of the followings hold

(a) 2’ is shared
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(b)
(e
@

7' is the internal node of a cycle of length exactly 2
2’ is pointing to a possibly dangling variable
2’ is possibly dangling

Lemma 8.4. Let (2, 1II) be a symbolic state such that (X, 1) # false. Then, (%,1I) is reduced
A
if and only if (X,1II) +. ]

Proof. We prove ‘if” and ‘only if’ parts as follows:

A
= . If (X,1I) is a reduced, we show that (X,1I) +. As (X,II) is reduced, there are no
primed variables in IT and thus, rpp(X,11) = (X,1I). Furthermore, we show that if
any of the spatial abstraction rules is applicable in (X,1II), (3,1II) is not reduced which
contradicts our assumption.

Garbagel :

Garbage? :

Absl:

Abs2:

If Garbagel is applicable in (X, II), we should have ¥ = ¥+ P(z’, ¢) for some ¢ € Sym
such that 2’ ¢ Vars'(X',11). In such a case, 2’ is a primed variable not reachable
from any program variable which contradicts condition 2 of Definition 8.3.

If Garbage2 is applicable in (X,1T), we should have ¥ = X/ Py (2',y") * Pa(y',2")
for some z’,y’ € Vars' such that 2’,y’ ¢ Vars’(X’,11). In such a case, 2’ and '’
are primed variables not reachable from any program variable which contradicts
condition 2 of Definition 8.3.

If Abs1 applies in (X, 11), we should have ¥ = X'« Py (¢1,y") * Po(y', s2) for ¢1,4', ¢ €
Sym such that ' ¢ Vars'(X/,11) U {s1, 2} and < =11 nil.

Since 3’ ¢ Vars'(3,11) U {s1,%}, ¥’ is not shared. In addition, ¥’ can not be on a
cycle since there should be path from ¢ to ¢; which is impossible as ¢; =1 nil and
thus we would have (X, IT) + false which contradicts our assumption.

On the other hand, since ¢ =p nil, o can not be a dangling symbol and thus y’
can not be pointing to a dangling symbol. Moreover, ¥’ can not itself be possibly
dangling as it is appearing on the left hand side of P> (y’,2).

If Abs2 applies in (X,1I), we should have ¥ = &' % P (¢1,y") * Pa(y',s2) * P3(<3,64)
for ¢1,9’,52,53,54 € Sym such that 3’ ¢ Vars' (X', 11) U {1, 52,53,51} and s =1 3.
Since y' ¢ Vars'(3,11) U {s1,2,53,54} holds, ' is not shared. Moreover, since <3 =11
3, s2 can not be a dangling symbol and thus 3’ can not be pointing to a dangling
symbol. On the other hand, y’ can not itself be possibly dangling as it is appearing
on the left hand side of P> (y’,2).

In addition, ¥’ can not be on a cycle of length exactly two. There are three ways
that can result in 3’ to be part of a cycle of length two and we show that all three
of these cases are impossible.

1. We have ¢; =11 ¢; which is impossible given (3,1II) i false as ¢3 =11 <3 and ¢3 is
allocated in a portion of the heap that is disjoined from the portion where ¢;
is allocated.

2. We have ¥/ = ¥ » Py(¢s5,55) for ¢¢ =n1 ¥’ and ¢5 =11 ¢2. This is impossible as
65 =11 55 would result in (X, IT) + false which contradicts our assumption.

3. We have 3’ =11 4. This is impossible as ¢, =r; ¥’ would require 3’ appearing
in II which contradicts condition 1 of Definition 8.3 or have ¢, = v’ which
contradicts y' ¢ Vars' (X', 11) U {s1,2,3,54 }-
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A
<. We assume that (X, II) + and show that (X, 1) is reduced. First, we observe that since
no spatial abstraction rule changes I, we have rpr(3,1I) = (£, II) which means there
are no primed variables in II. This justifies the first condition of Definition 8.3.

Let 2’ be a primed variable in ¥ not reachable from any program variable. We show
that at least one of the abstraction rules will apply which contradicts our assumption.
We consider the following cases. In the following, we use left occurrence and right
occurrence for referring to a symbol appearing in the first or second argument of a P
chunk, respectively.

— The primed variable 2’ can not be only appearing in the left hand side of a P
chunk. If there is only one such chunk, Garbagel would be applicable. If there
are more than one such chunks, (X,II) would be inconsistent. Therefore, there
always exists a chunk P(¢,2’) in X for some ¢ € Sym.

— We have 2’ is not part of any cycles. Let’s assume that p = z},...,2),,2" is a
maximal path ending in z’, i.e., there does not exist 3y’ such that there is a path
from y’ to 2. Then, rule Garbagel would be applicable as z} can not be appearing
in any chunk other that the one being part of p, otherwise, either consistency of
(3,1I) or maximality of p is violated.

— We have 2’ is part of a cycle p. First note that p can not have any program
variables or nil as it would contradict =’ not being reachable by any program
variables or consistency of (%, 1II).

Second, let us note that no symbol can be part of two different cycles in a consis-
tent symbolic state. Therefore, if any of the primed variables 3’ of p is shared, it
can only be pointed to by some primed variable (as otherwise, it would violate z’
not being reachable by any program variables or consistency of (3,1I)). In such a
case, a reasoning like that of the previous case can show that Garbagel would be
applicable to the beginning of such a path ending in 3.

In addition, note that the length of the cycle must be at least 2. If the cycle is of
length 1, i.e., we have P(z’,2'), if 2’ is shared, we know that the beginning of the
path pointing to it has Garbagel applicable to it. If 2’ is not shared, since (X, IT)
is consistent, rule Garbagel would be applicable to P(z',z").

Hence, we assume that all primed variables of p are not shared and the length of
the cycle is at least 2. As a result, no primed variable 3’ in p can be appearing in
any chunk except for the chunks P, (z],y") and Px(y’, z5) such that /,y’, 24 is part
of cycle p. Consequently, rule Abs2 would be applicable to P, («!,y") * Pa(y', z5) as
x4 is part of the cycle p and is hence equal to some allocated symbol under II.

Now we consider the cases where X = X' » P(z’,<) for some ¢ € Sym or there is no such
chunk P(z’,y) in X. We consider these two cases respectively as follows:

Case 1: X =X P(2’,¢). If 2/ is shared, the condition 3.a of Definition 8.3 is satisfied. So
in the rest of this case, we assume that z’ is not shared.
If 2’ is part of a cycle, as mentioned earlier, the length of such a cycle must be at
least 2. If 2’ is on a cycle of length 2, then the the condition 3.b of Definition 8.3
holds. If ' is on a cycle of length greater than 2, then Abs2 would be applicable
which contradicts our assumption. Thus, in the rest of this case, we assume that
2’ is not part of any cycles.
Since 2’ is not part of any cycles, and z’ is reachable from some program variable,
we know that there must be a path z,¢,...,¢,,2’, s, for some program variable x.
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If the length of this path is greater than 2, (n > 1), as 2’ is assumed not be shared,
the rule Abs2 would be applicable which is contradictory. Therefore, we assume
that 3 = X'+ Py (x,2")* Po(2',¢). In such a case, if ¢ =11 nil, Abs1 would be applicable
which is contradictory. If ¢ =1 ¢ for some symbol ¢, and ¢; occurs on the left hand
side of a P chunk, Abs2 would be applicable which is again contradictory. Thus, ¢
must be a dangling symbol, which implies that 2’ is pointing to a dangling symbol
which is the condition 3.c of Definition 8.3.

Case 2: Thereisno X' such that ¥ = X'+ P(2’,¢). In this case, z’ only appears as the second
argument of some P chunk. So let’s assume ¥ = ¥’ * P(¢, 2’) for some ¢; € Sym. As
2’ does not appear at the left hand side of any P chunk, and there are no primed
variables appearing in II, nothing equal to it based on II can be appearing as the
left hand side of a P chunk. Consequently, ' must be a dangling symbol which
is condition 3.d of Definition 8.3.

O

Now, in order to show that the set of consistent reduced symbolic states (which we just
proved is the same as the set of abstract symbolic states) is finite, we show that if a con-
sistent symbolic state is reduced, then, there is an upper bound on the number of primed
variables that can be appearing in it.

Lemma 8.5 (Partitioning of Primed Variables). Let (X,II) be a consistent reduced symbolic
state. Then, the set { X, (XN X), (X, X,), (Xa~ X))} where X, X, X, and X are defined
below, is a partitioning of primed variables appearing in 3.

o /¢ X, if 2’ is shared
e 1’ ¢ X_if s’ is the internal node of a cycle of length exactly 2
* 2’ e X, if 2 is pointing to a possibly dangling variable
* 1’ e X4 if 2’ is possibly dangling
[

Proof. Since (3,11) is reduced, we obviously have Vars'(¥) = X5 u (X, \ X5) U (X, N X)) U
(X4~ X5). The only thing that remains to be shown is that these sets are pairwise disjoint.
Obviously,
Xin(XenXg)=Xen(Xp X)) =Xsn(Xg~X5)=0

If any primed variable is part of a cycle, it can neither be dangling nor can it be pointing
to a dangling symbol. Hence,

(XN X)) n(Xp~Xg) = (XN X)n(XgNXs) =02

On the other hand, if a symbol is dangling, it can not be pointing to any (dangling)
symbol. As a result,
(XN X)n(Xg X)) =0

O

Lemma 8.6 (Bound on Primed Variables of Consistent Reduced Symbolic States). Let
(2,1I) be a reduced symbolic state such that (X,II) # false, then the number of primed
variables appearing in ¥ is bound by 3n + 2, where n is the number of program variables. m
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Proof. Let X;, X, X, and X, be as defined in Lemma 8.5. Furthermore, let m,,m., m, and
mq be respectively the cardinalities of sets X, (X, \ X;), (X, ~ X;) and (X4 \ X).

Since, symbols appearing on the left hand sides of Ls and ~ predicates must be unique
(as (3,1I) i false) and considering that members of m, can not appear as the left hand side
of any predicate, we have that

Xl <n+mg+me+my+1

where |X| is the number of conjuncts of . The 1 at the end is added for the sake of Junk
predicate. Furthermore, we do not consider emp chunks.

On the other hand, since all primed variables are reachable from some program variable,
they must all be appearing on the right hand side of some Ls or . Particularly members
of m, must appear at least twice (as they are shared). Hence,

2mg + me +my +mg < |3
Altogether,
2mg+me+mp +mg <N +mg +me+my + 1

From which we can draw the conclusion that
ms+mg<n+1 3)

For the upper bound of m, + m,, we can see that if 2’ € m.um,, there must be a chunk
P(s,z") in X for ¢ e Sym. In such a case, ¢ can not be in m., m, and mq. If ¢ € m,, then, ¢ is a
primed variable and together with =’ form a cycle of length 2 and are both not shared which
means rule Garbage2 should be applicable which, according to Lemma 8.4, is a contradiction
to the fact that (3, II) is reduced. If ¢ € m,;,, then ¢ should be pointing to a possibly dangling
symbol but z’ is already allocated (as it is part of a cycle or is pointing to a possibly dangling
symbol) and can not be a possibly dangling symbol. If ¢ € my, then ¢ must be a possibly dan-
gling symbol which means it can not appear on the left hand side of any Ls or — predicate
which contradicts our initial assumption that P(c,z’) is a chunk of . Consequently, ¢ can
only be a shared primed variable or a program variable. Hence,

Me +Myp SN+ M
From Equation 3, we get that m, <n + 1 which means:
Me+mpy <2n+1 4)
From Equation 3 and Equation 4, we have that
Mg+ Me + My + Mg < 3n+2 (5)

Which means that a consistent reduced symbolic state can have at most 3n + 2 primed
variables appearing in it. O

Theorem 8.7 (Finiteness of Abstract States). Let n be the number of program variables,
n+1 2
then, the number of reduced states is bounded by 2(2"" ) (16n"+20n+7)

Proof. Since there are no primed variables in the pure part of a reduced symbolic state,
there can be at most n + 1 elements in each equivalence class. This means that we can get
a very coarse bound of 22" equivalence relations (pure parts).
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On the other hand, from Lemma 8.6, we have that there can be at most 4n + 2 symbols
(primed and program variables) appearing on the left hand side of a Ls or — predicate
and at most 4n + 3 symbols (primed and program variables together with nil) appearing
on the right hand side. Therefore, there can be at most 16n2 + 20n + 6 + 1 chunks (one for
Junk predicate) that can possibly appear in spatial part. Therefore, there can be at most
916n°+20n+7 gifferent spatial parts.

This means that in total there can be at most 2(2"")(167°+20n+7) Jifforent reduced sym-
bolic states. Hence, &, is finite. O
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