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Taxonomy 
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Basic level 

 = a cognitively preferenced level by which we think 

about any one thing 

 

• Linguistics 

Berlin, B., Breedlov.De and P. H. Raven (1973). "GENERAL 

PRINCIPLES OF CLASSIFICATION AND 

NOMENCLATURE IN FOLK BIOLOGY." American 

Anthropologist 75(1). 

• Psychology 

Rosch, E., C. B. Mervis, W. D. Gray, D. M. Johnson and P. 

Boyesbraem (1976). "BASIC OBJECTS IN NATURAL 

CATEGORIES." Cognitive Psychology 8(3): 382-439. 



CogLing days 15.12.2012 

Basic level 
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Research setting 

We aim at studying the unique nature of basic level 

concepts from a corpus linguistic point of view. We 

are specifically interested in uncovering distributional 

patterns, as captured by, among others, vector space 

models. 
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Research setting 

Geeraerts, D., S. Grondelaers and P. Bakema 

(1994). The structure of lexical variation : meaning, 

naming, and context. Berlin ; New York, M. de 

Gruyter. 
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Research question 

When we look at instances of basic level concepts and 

their subordinates, do we find that, on average, the 

subordinate ones show more mutual contextual 

similarity than the basic level ones? 



CogLing days 15.12.2012 

Research question 



CogLing days 15.12.2012 

Research question 



CogLing days 15.12.2012 

Overview 

• Research question 

 

• From informativeness to corpus linguistics 

 

• Methodology 

 

• Case study 



CogLing days 15.12.2012 

Informativeness 



CogLing days 15.12.2012 

Informativeness 



CogLing days 15.12.2012 

Informativeness 

Informativeness refers to the amount of information 

which is associated with concepts. 

 

Informativeness is thought to go up when we go down 

in the taxonomical tree. 
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Informativeness 

Can this psychological notion of informativeness give 

rise to the discovery of patterns in the distribution of 

terms as we observe them in a corpus ? 
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Terminological translation 

Informativeness 

 When we go down in the taxonomy, concept 

members tend to be more similar 

 

 

 

 term occurrences 
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Individual term occurrences 

Advances such as the driverless car are no longer the 
stuff of sci-fi 

 

 

It seems the more modern the car, the more difficult it is 
to service it's needs 

 

 

 I ate McDonald's in my car 
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Terminological translation 

Informativeness 

 When we go down in the taxonomy, concept 

members tend to be more similar 

 

    You shall know a word by the company 

   it keeps (Firth, 1957) 

 

 context similarity 
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Hypothesis 

When going down in the taxonomy, term occurrences 

tend to show up in increasingly similar contexts 
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Hypothesis 

When going down in the taxonomy, term occurrences 

tend to show up in increasingly similar contexts 

 

But is this what we would expect from a linguistic point 

of view? What do we know about the linguistic usage 

of terms from different taxonomical levels? 
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Hypothesis 
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Hypothesis 

Basic level terms constitute an inherent neutral level of 

specificity 

 

My car is parked right outside 

<-> My BMW is parked right outside 

<-> My means of transportation is parked right outside 

 

Cruse, D. A. (1977). "The pragmatics of lexical 

specificity." Journal of linguistics 13: 11. 
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Hypothesis 

Subordinate terms are useful when there is a domain 

that contains many members of a basic-level 

category that need to be distinguished 

 

The accident involved a green BMW, a grey Volvo S40 
and a silver Opel Zafira. 

 

Murphy, G. L. (2002). The big book of concepts. 

Cambridge, Mass., MIT Press. 
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Hypothesis 

Put in a simplified way, basic level terms consitute a 

‘default’ choice, which we can expect in a wide range 

of contexts. Their lower-ranked alternatives however 

are reserved for ‘special’ circumstances, so that we 

can expect to see them in a more restricted set of 

contexts 
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‘default’ choice, which we can expect in a wide range 

of contexts. Their lower-ranked alternatives however 

are reserved for ‘special’ circumstances, so that we 

expect to see them in a more restricted set of 

contexts 

 

within-term similarityBASIC LEVEL TERM 

< within-term similaritySUBORDINATE TERM 
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Hypothesis 

No studies found on usage differences between 

subordinate and sub-subordinate terms 

 

within-term similaritySUBORDINATE LEVEL TERM 

< within-term similaritySUB-SUBORDINATE TERM 
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Vector space modelling 

Vector space modelling is based on the idea that 

similarity of context hints at semantic similarity. It 

allows us to define and measure a distributional form 

of similarity between linguistic targets of our choice, 

e.g. between terms, between documents, … 
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Vector space modelling 
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Individual term occurrences 
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Recipe for within-term similarity 

1. Gather its occurrences in a corpus 

2. For each occurrence 

1. Select its neighbouring context words 

2. Replace each context word by a precomposed co-

occurrence vector 

3. Add these co-occurrence vectors together to get its context 

vector 

3. Calculate similarities between these context vectors 

and take the average 
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Context word selection 

I ate McDonald's in my car 
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Dealing with data sparseness 

I ate McDonald's in my car 

 

I had breakfast in my car 
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Dealing with data sparseness 

I ate McDonald's in my car 

 

I had breakfast in my car 
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Dealing with data sparseness 

Use precompiled matrix which contains information 

about the distribution of words as a whole 
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1. Gather its occurrences in a corpus 

2. For each occurrence 

1. Select its neighbouring context words 

2. Replace each context word by a precomposed co-

occurrence vector 

3. Add these co-occurrence vectors together to get its context 
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Vector addition 

I ate McDonald's in my car 

 

contextvector = vectorEAT + vectorMCDONALD’S + … 
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Individual term occurrences 
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To be filled in 

Of course our methodology leaves open the choice of a 

number of parameters: 

 

•  features composing the word vectors 

•  weighting of these features 

•  window making up our 'context' 

•  distance metric 

•  ... 
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Reference 

Sagi, E., Kaufmann, S. & Clark B. (2009a). Semantic density analysis: 

Comparing word meaning across time and phonetic space. 

 

 

Peirsman, Y. Crossing Corpora. Modelling Semantic Similarity across 

Languages and Lects. Ph.D. diss. KU Leuven. 2010. 
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Corpus 

Leuvens Nieuws Corpus (LeNC) 

–  consists of 6 Flemish newspapers from the period 1999-

2005  

– totals roughly 750 million words 

– syntactically parsed by Alpino parser 
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Concept choice 

We had a look at different means of transportation. We 

required appearance in either the dictionary (Van 

Dale) or (Dutch) Wikipedia for each of our concepts. 
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Concept choice 

• Lots of concepts found in the subconcept domain 
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Concept choice 

• Lots of occurrences per concept 
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Taxonomy 

• Conservativeness in extra subclassing: only where 

lexical analysis suggests so 
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Taxonomy 
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Hypothesis 

within-term similarityBASIC LEVEL TERM 

< within-term similaritySUBORDINATE TERM 
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Results 

342 comparisons 
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Hypothesis 

within-term similaritySUBORDINATE TERM 

< within-term similaritySUB-SUBORDINATE TERM 
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Results 

221 comparisons 
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Results 

48 comparisons 
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Conclusion 

Going down in the taxonomy, we can indeed observe 

 

• within-term similarityBASIC LEVEL TERM < within-term 

similaritySUBORDINATE TERM 

 

• within-term similaritySUBORDINATE TERM < within-term 

similaritySUB-SUBORDINATE TERM 
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Conclusion 

We should however stress the fact these findings really 

concern basic level concepts and what’s beyond. 

One cannot simply extrapolate these conclusions to 

superconcepts ! 



 

for further information: 

http://wwwling.arts.kuleuven.be/qlvl 

stijn.storms@arts.kuleuven.be 


